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Abstract. This paper establishes a similarity principle for a class of non-elliptic, smooth complex vector fields in the plane. This principle is used to prove a uniqueness result for a nonlinear Cauchy problem.

1. Introduction

In this article we study first-order equations of the form

\[ Lw = Aw + Bw \tag{1.1} \]

where \( L \) belongs to a class of smooth, complex vector fields in the plane (see section 2) while \( A \) and \( B \) are bounded functions. Equation (1.1) is motivated by the classical elliptic equation

\[ \frac{\partial w}{\partial z} = Aw + Bw \tag{1.2} \]

which had been the subject of many works (see for example, [2], [3], [4], [5], [11] and [16]). In the literature solutions of (1.2) are called pseudoanalytic functions or generalized analytic functions. Pseudoanalytic functions share many properties with analytic functions of a single complex variable. These properties follow from the Similarity Principle which is valid for solutions of (1.2). This principle says that every continuous solution \( w \) of (1.2) has the form

\[ w = e^{g}h, \]

for some holomorphic function \( h \) and Hölder continuous \( g \). Thus \( w \) and \( h \) are “similar” in the sense that both \( \frac{w}{h} \) and \( \frac{h}{w} \) are bounded away from zero on compact sets.

The Similarity Principle holds for any elliptic vector field \( L \), since in appropriate coordinates, \( L \) becomes a multiple of \( \frac{\partial}{\partial z} \).
In a recent paper [3], the author explored the validity of the Similarity Principle for the following three nonelliptic vector fields:

\[ L_1 = \frac{\partial}{\partial t} - 3it^2 \frac{\partial}{\partial x}, \quad L_2 = \frac{\partial}{\partial t} - ix \frac{\partial}{\partial x}, \quad \text{and} \quad M = \frac{\partial}{\partial t} - i t \frac{\partial}{\partial x}. \]

It is proved in [9] that the Similarity Principle is valid for \( L_1 \) and \( L_2 \) in the following sense: if \( w \) is a solution of \( L_j w = Aw + B \mathbf{w} \) \((j = 1, 2)\), then \( w \) has the form

\[ w = e^{g} h, \]

where \( L_j h = 0 \). It is also shown that the Similarity Principle fails for the Mizohata vector field \( M \). The vector fields \( \frac{\partial}{\partial t}, L_1 \) and \( L_2 \) are locally solvable while \( M \) is not.

In this paper we will prove a generalized similarity principle for solutions of (1.1) where \( L \) belongs to a class of locally solvable vector fields (Theorem 3.1). This result is applied to establish uniqueness in the Cauchy problem for semilinear equations

\[ Lw = f(t, x, w), \]

where \( f \) is assumed to have bounded first derivatives and \( w \) is in \( L_p^p \), \( p > 1 \) (Theorem 4.1). When the vector field \( L \) is also hypoelliptic and subelliptic, we get a similarity principle closer in character to the classical one (see subsection 4.2).

2. A CLASS OF A PRIORI ESTIMATES

We recall some facts about the real Hardy space \( H^1(\mathbb{R}) \subseteq L^1(\mathbb{R}) \), a particular instance of the spaces introduced by Stein and Weiss in [13], and its semi-local version \( h^1(\mathbb{R}) \) introduced by Goldberg [6]. In many situations \( H^1(\mathbb{R}) \) is an advantageous substitute for \( L^1(\mathbb{R}) \) [13], as the latter does not behave well in many respects, for instance, concerning the continuity of singular integral operators. Let’s choose a function \( \Phi \geq 0 \in C_0^\infty([-1/2, 1/2]) \), with \( \int \Phi dz = 1 \). Write \( \Phi_\varepsilon(z) = \varepsilon^{-1} \Phi(z/\varepsilon) \), \( z \in \mathbb{R} \), and set

\[ M_\Phi f(z) = \sup_{0 < \varepsilon < \infty} |(\Phi_\varepsilon * f)(z)|. \]

Then [13]

\[ H^1(\mathbb{R}) = \{ f \in L^1(\mathbb{R}) : M_\Phi f \in L^1(\mathbb{R}) \}. \]

A space of distributions is called semi-local if it is invariant under multiplication by test functions. The space \( H^1(\mathbb{R}) \) is not: \( \psi u \) may not belong to \( H^1(\mathbb{R}) \) for \( \psi \in C_0^\infty(\mathbb{R}) \) and \( u \in H^1(\mathbb{R}) \). A way around this is the definition of the semi-local (or localizable) Hardy space—better suited for the study of PDE’s—\( h^1(\mathbb{R}) \) [9, 13] by means of the truncated maximal function

\[ m_\Phi f(z) = \sup_{0 < \varepsilon \leq 1} |(\Phi_\varepsilon * f)(z)|; \]

\[ h^1(\mathbb{R}) = \{ f \in \mathcal{S}'(\mathbb{R}) : m_\Phi f \in L^1(\mathbb{R}) \}, \]

which is stable under multiplication by test functions. Moreover, \( h^1(\mathbb{R}) \) is a Banach space with the norm

\[ ||f||_{h^1} = ||m_\Phi f||_{L^1}, \]

and \( H^1 \subset h^1 \subset L^1 \). We now describe the atomic decomposition of \( h^1 \) [6, 13]. An \( h^1(\mathbb{R}) \) atom is a bounded, compactly supported function \( \alpha(z) \) satisfying the following properties: there exist an interval \( Q \) containing the support of \( \alpha \) such that

\[ M_\Phi f(z) = \sup_{0 < \varepsilon < \infty} |(\Phi_\varepsilon * f)(z)|. \]
(1) $|\alpha(z)| \leq |Q|^{-1}$, a.e., with $|Q|$ denoting the Lebesgue measure of $Q$;
(2) if the length of $Q$ is $< 1$, we further require that $\int \alpha(z) \, dz = 0$.

Any $f \in h^1$ can be written as an infinite linear combination of $h^1$ atoms, more precisely, there exist scalars $\lambda_j$ and $h^1$ atoms $\alpha_j$ such that the series $\sum_j \lambda_j \alpha_j$ converges in $h^1$ to $f$. Furthermore, $\|f\|_{h^1} \sim \inf \|\lambda_j\|$, where the infimum is taken over all atomic representations. Another useful fact is that the atoms may be assumed to be smooth functions. A simple consequence of the atomic decomposition is that $h^1(\mathbb{R})$ is stable under multiplication by Lipschitz functions $a(x)$: if $\alpha$ satisfies (1) with $|Q| \geq 1$, it follows that $\alpha(x)\alpha(x)/\|\alpha\|_{L^\infty}$ also does. If $|Q| < 1$ and the center of $Q$ is $x_0$, we may write $\alpha(x)\alpha(x) = \alpha(x_0)\alpha(x) + (\alpha(x) - \alpha(x_0))\alpha(x) = \beta_1(x) + \beta_2(x)$. Then $\beta_1(x)/\|\alpha\|_{L^\infty}$ satisfies (1) and (2) (with the same $Q$) while $\beta_2(x)/K$ satisfies (1) for the interval $Q'$ of center $x_0$ and length 1, where $K$ is the Lipschitz constant of $a(x)$. It follows that $f \mapsto af$ has norm $\leq \|a\|_{L^\infty} + K$ in $h_1(\mathbb{R})$.

Consider now a first-order linear differential operator in two variables

$$L = \frac{\partial}{\partial t} + ib(t,x)\frac{\partial}{\partial x} + c(t,x), \quad x \in \mathbb{R}, \quad |t| < T.$$  

We write $\Omega_T = [-T,T] \times \mathbb{R}$ and assume that

1) $c(t,x)$ is smooth, $b(t,x)$ is smooth, real and nonnegative,
2) all derivatives of $b(t,x)$ and $c(t,x)$ are uniformly bounded.

The fact that $b(t,x) \geq 0$ implies that $L$ has a left parametrix $K$ whose form we briefly describe. Its construction is analogous to that of a right parametrix, a detailed account of which can be found in [7] and [8] and the transpose of a right parametrix for the transpose of $L$ gives a left parametrix for $L$. The basic property of $K$ is that (for a small $T > 0$)

$$KLu = u + Ru, \quad u \in C_c^\infty(\Omega_T),$$

where $R$ is a regularizing operator. The operator $K$ may be written as $K = K^+ + K^-$, with

$$K^+ f(t,x) = \int_{-T}^t A_{t,t'}^+(f \circ \psi) \, dt', \quad \text{and}$$

$$K^- f(t,x) = \int_T^t A_{t,t'}^-(f \circ \psi) \, dt'.$$

Here, $A_{t,t'}^\pm$ are pseudo-differential operators in $\mathbb{R}_x$ for fixed $t, t'$ of order zero and type $(\rho, \delta) = (1,1/2)$. Furthermore, they depend smoothly on $t$ and $t'$. For all $t$ and $t'$ the function $x \mapsto \psi = \psi(t,x,t')$ is a diffeomorphism of $\mathbb{R}_x$ onto $\mathbb{R}_x$ with bounded derivatives. It is known (see e.g., [1], Thm. 3.2) that

$$\|A_{t,t'}^\pm f(x)\|_{L^1(\mathbb{R})} \leq C(t,t')\|f\|_{H^1(\mathbb{R})}, \quad f \in H^1(\mathbb{R}),$$

where the constants $C(t,t')$ depend on a finite number of seminorms of the symbol space $S^0_{1,1/2}(\mathbb{R})$. The argument can be adapted to obtain

$$\|A_{t,t'}^\pm f(x)\|_{L^1(\mathbb{R})} \leq C(t,t')\|f\|_{h^1(\mathbb{R})}, \quad f \in h^1(\mathbb{R}).$$

Indeed, if $A$ is any pseudo-differential operator of order zero and type $(\rho, \delta) = (1,1/2)$ and $\alpha$ is a “small $h^1$-atom”, i.e., it has vanishing mean and is supported in a minimal interval $Q$ of length $|Q| \leq 1$, it belongs to $H^1$ and the quantities $|Q|\|\alpha\|_{L^\infty}$, $\|\alpha\|_{H^1}$ and $\|\alpha\|_{h^1}$ are all equivalent and bounded by a fixed constant.
Hence, \( \|A\alpha\|_{L^1} \leq C \), by the \( H^1 \) estimate. Assume now that \(|Q| > 1\) with center \( x_0 \) and denote by \( Q^* \) the interval that has the same center as \( Q \) but double length. As usual
\[
\int_{Q^*} |A\alpha| \, dx \leq |Q^*|^{1/2} \|A\alpha\|_{L^2} \leq C|Q|^{1/2}\|\alpha\|_{L^2} \leq C'
\]
because \( A \) is bounded in \( L^2 \). On the other hand, if \( k(x, y) \) is the kernel of \( A \), \(|x - y|^2|k(x, y)| \leq C \) whenever \( x \neq y \). Hence
\[
\int_{\mathbb{R} \setminus Q^*} |A\alpha| \, dx = \int_{\mathbb{R} \setminus Q^*} \left| \int k(x, y)\alpha(y) \, dy \right| \, dx \\
\leq C\|\alpha\|_{L^\infty} |Q| \int_{|x - x_0| > 1} |x - x_0|^{-2} \, dx \leq C'.
\]
Thus \( \|A\alpha\|_{L^1} \leq C \) for any \( h^1 \)-atom, which implies that \( \|Af\|_{L^1} \leq C\|f\|_{h^1} \) for any \( f \in h^1 \).

Since the symbols \( a^{\pm}(x, \xi; t, t') \) of \( A_{t,t'}^{\pm} \) depend smoothly on the parameters \((t, t')\) the set \( \{C(t, t'); t, t' \in [-T, T]\} \) is bounded and we get
\[
\|A_{t,t'}^{\pm}f(x)\|_{L^1(\mathbb{R})} \leq C\|f\|_{h^1(\mathbb{R})}, \quad f \in h^1(\mathbb{R}),
\]
with a uniform \( C \).

Integrating in \( t \) we easily derive
\[
\|Ku\|_{L^1(\Omega_T)} \leq CT\|u(t, \psi(x))\|_{L^1([-T, T], h^1(\mathbb{R}_x))},
\]
for any \( u \in C^\infty_c(\Omega_T) \). If \( f(x) \in C^\infty([-T, T]) \), the diffeomorphism invariance of \( h^1 \) (\([\mathbb{R}]\)) implies that \( \|f \circ \psi\|_{h^1(\mathbb{R})} \leq C\|f\|_{h^1(\mathbb{R})} \). Thus
\[
(2.3) \quad \|Ku\|_{L^1(Q_T)} \leq CT\|u\|_{L^1([-T, T], h^1(\mathbb{R}_x))},
\]
for any \( u \in C^\infty_c(Q_T) \), where \( Q_T = [-T, T] \times [-T, T] \).

The expression for \( R \) is similar, with operators \( B_{t,t'} \in S^{-\infty}(\mathbb{R}) \) which, in particular, take \( L^1(\mathbb{R}) \) into itself and it is easy to obtain
\[
(2.4) \quad \|Ru\|_{L^1(Q_T)} \leq CT\|u\|_{L^1(Q_T)}.
\]
It follows from (2.2), (2.3) and (2.4) that
\[
\|u\|_{L^1(Q_T)} \leq CT\left(\|Lu\|_{L^1([-T, T], h^1(\mathbb{R}_x))} + \|u\|_{L^1(Q_T)}\right).
\]
Taking \( T > 0 \) small enough so that \( CT < 1/2 \) we get
\[
\|u\|_{L^1(Q_T)} \leq CT\|Lu\|_{L^1([-T, T], h^1(\mathbb{R}_x))}, \quad u \in C^\infty_c(Q_T).
\]
We have proved

**Theorem 2.1.** Let the operator \( L \) with smooth coefficients given by (2.1) satisfy i) and ii). Then there exist constants \( C > 0 \) and \( T_0 \) such that
\[
(2.5) \quad \|u\|_{L^1(Q_T)} \leq CT\|Lu\|_{L^1([-T, T], h^1(\mathbb{R}_x))},
\]
for all \( u \in C^\infty_c(Q_T) \), \( 0 < T \leq T_0 \).

The a priori inequality (2.5) has a standard duality consequence which we now describe. The dual of \( h^1(\mathbb{R}) \), denoted by \( \text{bmo}(\mathbb{R}) \), may be identified (\([\mathbb{R}]\)) with the space of locally integrable functions \( f(x) \) such that \( \sup_{Q < 1} |Q|^{-1} \int_Q |f - f_Q| < \infty \) and \( \sup_{|Q| \geq 1} |Q|^{-1} \int_Q |f| < \infty \), where we have denoted by \( Q \) an arbitrary interval and by \( f_Q \) the mean of \( f \) on \( Q \). In particular \( \text{bmo}(\mathbb{R}) \) is contained in \( \text{BMO}(\mathbb{R}) \),
the space of bounded mean oscillation functions (to avoid the difficulty that the usual BMO space is made up of classes modulo constant functions rather than true functions, i.e., the usual BMO “norm” of a constant is zero, it is convenient to add to the usual “norm” the term \( \int_0^1 |f(x)| \, dx \), so BMO becomes a true space of functions). Then, (2.5) implies local solvability in \( L^\infty([-T, T], \text{bmo}(\mathbb{R})) \) for the formal transpose \( L^t \). Now, \( L \) and \( -L^t \) have the same principal part, so \( L \) and \( -L^t \) satisfy simultaneously the hypotheses of Theorem 2.1. Summing up.

**Corollary 2.2.** Let the operator

\[
L = \frac{\partial}{\partial t} + ib(t, x) \frac{\partial}{\partial x} + c(t, x)
\]

satisfy i) and ii). There is a neighborhood \( U \) of the origin such that for every function \( f \in L^\infty(Q_T) \) there exists a function \( u \in L^\infty([-T, T], \text{bmo}(\mathbb{R})) \) which solves \( Lu = f \) in \( U \), with norm

\[
\|u\|_{L^\infty([-T, T], \text{bmo}(\mathbb{R}))} \leq CT\|f\|_{L^\infty(Q_T)}.
\]

In particular, if \( f \in L^\infty(\mathbb{R}^2) \) we may solve the equation \( Lu = f \) in a disc \( U \), the solution \( u \in L^\infty([-T, T], \text{BMO}(\mathbb{R})) \) satisfying

\[
\|u\|_{L^\infty([-T, T], \text{BMO}(\mathbb{R}))} \leq C\|f\|_{L^\infty}
\]

and \( C \to 0 \) as the diameter of \( U \) shrinks to zero.

3. Generalized similarity principle

Suppose that \( L = \frac{\partial}{\partial x} + ib(t, x) \frac{\partial}{\partial x} \) is a smooth vector field defined in some open subset \( \Omega \) of the plane, with \( b(t, x) \) having a consistent sign. Assume \( A \) and \( B \) are \( L^\infty \) functions, \( \omega \in L^p_{\text{loc}}(\Omega) \) for some \( 1 < p < \infty \), and that

\[
L\omega = A\omega + B\varphi
\]

in the sense of distributions. The next theorem describes an expression for \( \omega \) that involves the space \( X = L^\infty(\mathbb{R}; \text{bmo}(\mathbb{R})) \) of measurable functions \( u(t, x) \) such that for almost every \( t \in \mathbb{R} \) \( x \mapsto u(t, x) \in \text{bmo}(\mathbb{R}) \) and \( \|u(t, \cdot)\|_{\text{bmo}} \leq C \leq \infty \) for a.e. \( t \in \mathbb{R} \). Observe that \( X \) is invariant under multiplication by test functions and \( u \in X \Rightarrow \|u\| \in X \), because \( \text{bmo}(\mathbb{R}) \) already has these properties.

**Theorem 3.1.** Let \( L, p, A, B \) and \( \omega \) satisfying (3.1) be as above. Every point of \( \Omega \) has a neighborhood \( \Omega' \) where \( \omega \) may be written as

\[
\omega = e^g h,
\]

with \( h \in L^p_{\text{loc}}(\Omega') \) satisfying \( Lh = 0 \) in \( \Omega' \), \( g \in X \) and \( e^g \in L^q_{\text{loc}}(\Omega') \) for some \( p' \in [1, p] \) and \( q' \geq p'/(p' - 1) \). In addition, \( p' \) may be chosen arbitrarily close to \( p \).

We will need the following lemma in the proof of Theorem 3.1.

**Lemma 3.2.**

i) Let \( p, q \in (1, \infty), 1/p + 1/q = 1, u, f \in L^p_{\text{loc}}(\Omega), v, g \in L^q_{\text{loc}}(\Omega) \), and assume that \( Lu = f \) and \( Lv = g \). Then,

\[
L(uv) = f v + u g.
\]

ii) Let \( p \in (1, \infty] \) and assume that \( g \in X \) satisfies \( Lg \in L^p(\Omega) \). If \( \|g\|_X \) is sufficiently small,

\[
L(e^g) = e^g Lg, \quad \text{in } \Omega.
\]
Proof. i) Using a cut-off function we may assume that $u$ and $v$ are compactly supported in $\Omega$ and use regularizations $u_\varepsilon = \phi_\varepsilon * u$, $v_\varepsilon = \phi_\varepsilon * v$ and set $f_\varepsilon = Lu_\varepsilon$ and $g_\varepsilon = Lv_\varepsilon$. Of course, $u_\varepsilon \to u$ in $L^p$ and $v_\varepsilon \to v$ in $L^q$ while Friedrichs’ lemma implies that $f_\varepsilon \to f$ in $L^p$ and $g_\varepsilon \to g$ in $L^q$. Then, writing $ug - u_\varepsilon g_\varepsilon = (u - u_\varepsilon)g_\varepsilon$ and applying Hölder’s inequality to each term we check that $u_\varepsilon g_\varepsilon \to ug$ in $L^1$. Similarly, $f_\varepsilon v_\varepsilon \to fv$ and $u_\varepsilon v_\varepsilon \to uv$ in $L^1$. Now the claim follows, since $L(u_\varepsilon v_\varepsilon) = u_\varepsilon g_\varepsilon + v_\varepsilon f_\varepsilon$.

ii) It is enough to prove (3.3) in a neighborhood of an arbitrary point of $\Omega$. If $\chi$ is a test function and we set $g_1 = \chi g$, it follows that $g_1 \in X$ and $Lg_1 = \chi Lg + gL\chi \in L^p$, since $X \subset L^p_{\text{loc}}(\mathbb{R}^2)$. Hence, we may assume from the start that $g$ is compactly supported. In particular, $g \in L^\infty \Rightarrow g \in L^q$, $1 \leq q \leq \infty$ and it is enough to prove (3.3) assuming that $p < \infty$. Let $\phi(x) \geq 0$, $x \in \mathbb{R}$, be a test function with $\int \phi = 1$ and set $J_\varepsilon^p u = \phi_\varepsilon * u$, $u \in S'(\mathbb{R})$, $0 < \varepsilon < 1$. If $u \in h^1(\mathbb{R})$,

$$\|J_\varepsilon^p u\|_{h^1} = \|m_\Phi J_\varepsilon^p u\|_{L^1} = \|\sup_{0 < \varepsilon < 1} |\Phi_\varepsilon |(\phi_\varepsilon * u)|\|_{L^1} \leq \|\sup_{0 < \varepsilon < 1} \phi_\varepsilon * |\Phi_\varepsilon | u||_{L^1} \leq \|\phi_\varepsilon * m_\Phi u\|_{L^1} = \|m_\Phi u\|_{L^1} = \|u\|_{h^1}.$$ 

The duality between $h^1$ and $\text{bmo}$ then shows that

$$\|J_\varepsilon^p u\|_{\text{bmo}} \leq \|u\|_{\text{bmo}}, \ u \in \text{bmo}(\mathbb{R}).$$

Now set $\psi(t,x) = \phi(t)\phi(x)$ and $g_\varepsilon = \psi_\varepsilon * g = J_\varepsilon^p J_\varepsilon^p g$. Since $g$ has compact support, $g \in L^{p'}(\mathbb{R}^2)$ for any $p' < \infty$ and $g_\varepsilon \to g$ in $L^{p'}(\mathbb{R}^2)$. By Friedrichs’ lemma, $L(g_\varepsilon) \to Lg$ in $L^p(\mathbb{R}^2)$. Let $Q$ be a cube that contains the support of $g$. Using a standard consequence of the John-Nirenberg inequality in the variable $x$ and integrating the result with respect to $t$, we see that given $q < \infty$, $\|e^{g_\varepsilon}\|_{L^q(Q)} \leq C(q, \|g\|_X)$ and $\|e^{g_\varepsilon}\|_{L^\infty(Q)} \leq C(q, \|g\|_X)$, provided $\|g\|_X$ is sufficiently small. We have used the fact that $g \in X \Rightarrow \|g\|_X$ and $\|\|g\|_X \leq C\|g\|_X$.

Using Hölder’s inequality on the right hand side of the estimate

$$|e^{g_\varepsilon(t,x)} - e^{g_\varepsilon(t,x)}| \leq e^{g_\varepsilon(t,x)}|g(t,x) - g_\varepsilon(t,x)|$$

we get, assuming that $\|g\|_X$ is sufficiently small,

$$\|e^{g} - e^{g_\varepsilon}\|_{L^q(Q)} \leq \|e^{g}\|_{L^q(Q)} \|e^{g_\varepsilon}\|_{L^q(Q)} \|g - g_\varepsilon\|_{L^q(Q)} \leq C\|g - g_\varepsilon\|_{L^q(Q)}.$$ 

We conclude that $L(e^{g_\varepsilon}) = e^{g_\varepsilon}L(g_\varepsilon)$ converges to $e^gL(g)$ in $L^1_{\text{loc}}(\Omega)$ if we choose $q = p/(p-1)$. This proves (3.3). $\square$

Now, we return to the proof of Theorem 3.1.

Proof. Consider a neighborhood $\Omega'$ of the given point of $\Omega$ where we may solve the equation

$$Lg = A + B\frac{\chi}{\omega} \text{ in } \Omega'$$

with $\chi$ representing the characteristic function of the set $\{\omega(x) \neq 0\}$. The right hand side is bounded. Therefore, Corollary 2.2 implies that shrinking $\Omega'$ we may solve (3.4) with $\|g\|_X$ as small as we wish. Then, if we set $h = e^{-g}\omega$ and use the Leibniz and chain rules (3.2) and (3.3) provided by Lemma 3.2 we get

$$Lh = e^{-g}(L\omega - \omega Lg) = e^{-g}(A\omega + B\frac{\omega}{\omega} - \omega(A + B\frac{\chi}{\omega})) = 0.$$
Thus, $\omega = e^g h$ as we wished to prove. Observe that by shrinking $\Omega'$ we may take $e^{-g} \in L^q$ with $q'$ arbitrarily large and this implies that $h \in L^p(\Omega')$ with $p' < p$ arbitrarily close to $p$. This proves Theorem 3.1. \qed

4. Applications

4.1. Uniqueness in the Cauchy problem. We consider now a locally solvable vector field $L$. After a choice of appropriate coordinates and multiplication by a nonvanishing factor, near a central point 0, $L$ has the form

$$L = \frac{\partial}{\partial t} - ib(t, x) \frac{\partial}{\partial x},$$

with $b(t, x)$ real-valued.

The local solvability of $L$ is then equivalent to the statement (110): for each $x$, the function $t \mapsto b(t, x)$ does not change sign.

**Theorem 4.1.** Suppose $L$ is locally solvable and $f(t, x, \zeta, \overline{\zeta})$ is a complex-valued function with bounded derivatives for $t, x$ real and $\zeta$ complex. Let $\Sigma$ be a noncharacteristic curve for $L$ in an open set $\Omega$. If $u, w \in L^p_{\text{loc}}$ ($p > 1$), solve

$$Lu = f(t, x, u, \overline{w}), \quad Lw = f(t, x, w, \overline{w}) \quad \text{in} \quad \Omega, \quad \text{and} \quad u|_{\Sigma} = w|_{\Sigma}.$$

Then $u \equiv w$ in a neighborhood of $\Sigma$.

**Proof.** The proof of the theorem follows from the following lemma, after linearizing $f(t, x, w, \overline{w}) - f(t, x, u, \overline{w})$. \qed

**Lemma 4.2.** Suppose $L$ is locally solvable, $A$ and $B$ are in $L^\infty$, $w \in L^p_{\text{loc}}$ ($p > 1$),

$$Lw = Aw + B\overline{w} \quad \text{in} \quad \Omega, \quad \text{and} \quad w|_{\Sigma} = 0,$$

where $\Sigma \subset \Omega$ is a noncharacteristic curve for $L$. Then $w \equiv 0$ in a neighborhood of $\Sigma$.

**Proof.** We may assume that $\Omega = \{(t, x); |t| < 1, |x| < 1\}$, $\Sigma = \{t = 0\}$, and $L = \frac{\partial}{\partial t} - ib(t, x) \frac{\partial}{\partial x}$. Let $N = \{x \in (-1, 1); b(t, x) = 0, |t| < 1\}$. Pick $y_0 \in (-1, 1) \setminus N$. There exists $\varepsilon > 0$ such that either $b \geq 0$ or $b \leq 0$ on $Q = \{(t, y); |t| < 1, |y - y_0| < \varepsilon\}$. Define $V(t, x)$ in $Q$ by

$$V(t, x) = \begin{cases} w(t, x), & t > 0, \\ 0, & t < 0. \end{cases}$$

We will show that $LV = AV + B\overline{V}$ in $Q$. Let $\psi \in C^\infty_c(Q)$. Let $\{\varphi_k(t)\}$ be a sequence of $C^\infty$ functions on $\mathbb{R}$ such that $0 \leq \varphi_k \leq 1$,

$$\varphi_k(t) = \begin{cases} 1, & t > \frac{1}{2^k}, \\ 0, & t < \frac{-1}{2^k}, \end{cases}$$

and $||\varphi'_k||_{L^\infty} \leq Ck$ for some $C$ independent of $k$. For any $k$ we have

$$\langle LV, \psi(t, x) \rangle = \langle LV, \varphi_k(t)\psi(t, x) \rangle$$

$$= \int \int V' L(\varphi_k \psi) \, dt \, dx$$

$$= \int \int w' L(\varphi_k \psi) \, dt \, dx - \int_{-1}^1 \int_{-1}^0 w' L(\varphi_k \psi) \, dt \, dx$$

$$= \int \int (Aw + B\overline{w}) \varphi_k \psi \, dt \, dx - \int_{-1}^1 \int_{-1}^0 w' L(\varphi_k \psi) \, dt \, dx.$$
Since $k \to \infty$, the term
\[ \int_{-1}^{1} \int_{-\frac{1}{k}}^{0} (Aw + Bw) \varphi_k \psi \, dt \, dx \]
converges to $(AV + B\nabla, \psi)$.

Since $|\varphi_k'(t)| \leq Ck$ for all $k$ and the trace of $w$ on $\{t = 0\}$ is 0, the integral
\[ \int_{-1}^{1} \int_{-\frac{1}{k}}^{0} w' L(\varphi_k \psi) \, dt \, dx \]
goes to 0, as $k \to \infty$.

Thus $LV = AV + B\nabla$ in $Q$.

Observe that in $Q$, $L$ is of the kind to which we can apply the results of section 3. Therefore, there is a neighborhood $U_1$ of $(0, y_0)$ in which
\[ V = e^h \quad \text{with} \quad Lh = 0. \]

But then $h = 0$ on $\{(t, x) \in U_1; \ t < 0\}$. By the theorem on propagation of zeroes for homogeneous solutions (see [15]) it follows that $h = 0$ in $U_1$, and hence $V = 0$ in $U_1$.

Next, if $0 < t_0 < 1$, by covering the segment from $(0, y_0)$ to $(t_0, y_0)$ by a chain of open sets in each of which the factorization of Theorem 3.1 is valid, and applying the theorem on the propagation of zeroes for homogeneous solutions, we conclude:
\[ V \equiv 0 \quad \text{in a neighborhood of} \quad (-1, 1) \times \{y_0\}. \]

Hence $w \equiv 0$ in a neighborhood of $(0, 1) \times \{y_0\}$. By repeating this reasoning, we conclude that $w \equiv 0$ in a neighborhood of $(-1, 1) \times \{y_1\}$, for any $y_1$ such that $|y_1 - z_0| < \varepsilon$. Hence $w \equiv 0$ on $Q$.

Suppose now that $\varphi \in C_c^{\infty}(\Omega)$. Then since $\{x \in N; \frac{\partial h}{\partial t}(t, x) \neq 0, \ for \ some \ t\}$ is discrete, we get
\[ \langle Lw, \varphi(t, x) \rangle = \int_{-1}^{1} \int_{-\frac{1}{k}}^{0} w(t, x) t L \varphi(t, x) \, dt \, dx \]
\[ = - \int_{-1}^{1} \int_{-\frac{1}{k}}^{0} w(t, x) \frac{\partial \varphi}{\partial t}(t, x) \, dt \, dx \]
\[ = \left( \frac{\partial w}{\partial t}, \varphi(t, x) \right). \]

Therefore, $\frac{\partial w}{\partial t} = Aw + B\nabla$ in $\Omega$. But $\frac{\partial w}{\partial t}$ is of the type studied in section 3 and $w(0, x) = 0$. Hence by the same arguments used for $V$ we conclude:
\[ w \equiv 0 \quad \text{in a neighborhood of} \quad \Sigma = \{t = 0\}, \]
completing the proof of Lemma 4.2.

Using the proof of Theorem 4.1, we will next prove the following corollary which extends the theorem to higher dimensions.

**Corollary 4.3.** Suppose $L$ is locally solvable in a neighborhood $\Omega$ of the origin in $\mathbb{R}^n$, $f(x, \zeta, \overline{\zeta})$ is a complex valued function with bounded derivatives for $x$ in $\mathbb{R}^n$ and $\zeta$ complex. Let $\Sigma$ be a noncharacteristic hypersurface in $\Omega$ passing through the origin. If $u, w \in L^p_{\text{loc}} \ (p > 1)$ solve
\[ Lu = f(x, u, \overline{u}) \quad \text{in} \ U, \quad \text{and} \quad u|_{\Sigma} = w|_{\Sigma}, \]
then $u \equiv w$ in a neighborhood of $\Sigma$. \(\square\)
Proof. The local solvability of $L$ implies that we can find coordinates $(t, x)$ in some neighborhood $U = (-\delta, \delta) \times U_1$ of the origin in $\mathbb{R}^n$ in which

$$L = \frac{\partial}{\partial t} + i \sum_{k=1}^{n-1} b_k(t, x) \frac{\partial}{\partial x_k}$$

where each $b_k$ is real-valued, smooth on $U$ and that for each $x \in U_1$, the function

$$t \mapsto (b_1(t, x), \ldots, b_{n-1}(t, x)) = b(t, x)$$

never changes direction. We may also assume that in $U$ the surface $\Sigma$ is given by $t = 0$. As before if we let $v = u - w$, then $Lv = Av + B\overline{w}$ and the trace of $v$ on $\Sigma$ is zero. Let $N = \{ x \in U_1 : b(t, x) = 0, |t| < \delta \}$. Fix $x_0 \notin N$. We can get a unit vector field $V(x)$ in $x$ space, smooth outside $N$ such that

$$L = \frac{\partial}{\partial t} + i|b(t, x)|V(x).$$

Since $V$ is smooth and nonzero near $x_0$, after a diffeomorphism in $x$ space near $x_0$, we get coordinates $(t, y)$ in which $L$ takes the form

$$L = \frac{\partial}{\partial t} + ic(t, y_1, y') \frac{\partial}{\partial y_1}$$

near some point $(0, y_0)$. Moreover, the function $c(t, y_1, y') \geq 0$. If we continue to use the same notation for $v$, $A$ and $B$ in these coordinates, we have $Lv = Av + B\overline{w}$ and $v(0, y) = 0$. Now for each $y'$ fixed, $L$ is a planar vector field to which the similarity principle applies. Note also that since $v \in L^p_{\text{loc}}$, there is a set $S$ of measure zero in $y'$ space such that for any $y'$ outside $S$, the function $(t, y_1) \mapsto v(t, y', y_1)$ is a solution of the equation with the planar vector field $L$ frozen at $y'$. We can therefore proceed as in the proof of Lemma 4.2 to conclude the proof of this corollary.

We note that the two-dimensional nature of a locally solvable vector field was used in other works (see for example, [15]).

4.2. The hypoelliptic case. In the following applications, we will assume that the vector field $L$ is hypoelliptic and consider the equation $Lw = Aw + B\overline{w}$, where $A$ and $B$ are smooth. It is well known (see [15]) that such a vector field is hypocomplex, equivalently, it has local first integrals that are homeomorphisms. It follows that a hypoelliptic vector field is of the kind considered in Section 2. An earlier proof of this latter fact appeared in the Appendix in [7].

Corollary 4.4. Suppose $w$ is not identically zero. Assume that $h = e^g w$ in some open set $\Omega$ where $Lh = 0$ and $e^g \in L^2(\Omega)$. Then

a) $w$ and $h$ have the same zeroes in $\Omega$.

b) at a zero, $w$ and $h$ vanish to the same order. Thus since $L$ is hypocomplex, the zeroes of $w$ are isolated and of finite order.

Proof. To prove (a) suppose that $w(p) = 0$ and $h(p) \neq 0$. Then for $z$ near $p$,

$$0 < \frac{|h(p)|}{2} \leq c \left| e^g(z) \right| |z - p|$$

for some $c > 0$.

But then near $p$,

$$\left| e^{2g(z)} \right| \geq \frac{c_1}{|z - p|^2}$$

for some $c_1 > 0$.
Thus in \( D \), which is a contradiction. Hence

\[
\left. D_{t}^{c}(w) \right|_{t=0} = 0
\]

is the smallest such that \( D_{t}^{c}D_{y}^{l}w(0) \neq 0 \). Then \( l = 0 \).

To prove the claim, suppose in fact

\[
\left. D_{t}^{c}w \right|_{t=0} = 0 = \left. \frac{\partial}{\partial t}w \right|_{t=0}
\]

for some \( c \). If \( w(0,0) \neq 0 \), then \( w \) has an elliptic vector field for which the corollary is valid.)

Conversely, if \( D_{t}^{c}w(0) = 0 \), then \( w(0,0) = 0 \) and we would have an elliptic vector field for which the corollary is valid.)

Claim 4.5. Suppose \( n + l \) is the smallest such that \( D_{t}^{c}D_{y}^{l}w(0) \neq 0 \). Then \( l = 0 \).

To prove the claim, suppose in fact \( l \geq 1 \). Then applying the operator \( D_{t}^{c}D_{y}^{l-1} \) to the equation

\[
D_{y}w + ib(x,y)D_{x}w = Aw + Bw
\]

yields

\[
D_{t}^{n}D_{y}^{l}w + \sum_{s,t} c_{st} \left( D_{t}^{n-t}D_{y}^{l-1-s}b \right) \left( D_{x}^{l}D_{y}^{s}w \right)
\]

(4.1)

\[
= \sum_{s,t} c_{st} \left( D_{t}^{n-t}D_{y}^{l-1-s}A \right) \left( D_{x}^{l}D_{y}^{s}w \right)
+ \sum_{s,t} c_{st} \left( D_{t}^{n-t}D_{y}^{l-1-s}B \right) \left( D_{x}^{l}D_{y}^{s}w \right),
\]

where \( c_{st} = \binom{l-1}{s} \binom{n}{t} \), \( 0 \leq s \leq l-1 \) and \( 0 \leq t \leq n \). If we freeze equation (4.1) at 0, the right hand side will be zero since \( t+s \leq n+l-1 \) and so \( D_{t}^{c}D_{y}^{l}w(0) = 0 \). In the left hand side of (4.1), the terms \( D_{t}^{c}D_{y}^{l}w(0) \) in the sum are all equal to 0 except possibly when \( t = n \) and \( s = l-1 \). But this latter term is multiplied by \( b(0,0) = 0 \) and so we are led to the contradiction \( D_{t}^{c}D_{y}^{l}w(0) = 0 \). This proves the claim.

Suppose now \( D_{t}^{c}h(0) = 0 \) for \( |\alpha| \leq m-1 \) so that near 0, \( |h(x,y)| \leq c(|x| + |y|)^{m} \) for some \( c > 0 \). If \( D_{t}^{c}w(0) \neq 0 \) for some \( |\beta| \leq m-1 \), the preceding claim tells us that \( D_{t}^{c}w(0) \neq 0 \) for some \( k \leq m-1 \) and that \( D_{t}^{c}D_{y}^{l}w(0) = 0 \) whenever \( n+l \leq k \) and \( l > 0 \). It follows that there are constants \( c_{1},c_{2} > 0 \) such that

\[
|w(x,y)| \geq c_{1}|x|^{k} \quad \text{if} \quad (x,y) \in \Gamma = \{(s,t) : |t| \leq c_{2}|s| \text{ and } |s| + |t| \leq c_{2}\}.
\]

Thus in \( \Gamma \),

\[
|e^{-g}| = \frac{|w|}{|h|} \geq \frac{c_{2}|x|^{k}}{c(|x| + |y|)^{m}} \geq c_{3}|x|^{k-m}
\]

for some \( c_{3} > 0 \). Since \( k-m \leq -1 \), the latter inequality tells us that \( e^{-g} \notin L^{2}(\Gamma) \) which is a contradiction. Hence \( D_{t}^{c}w(0) = 0 \) for \( |\alpha| \leq m-1 \). The same reasoning also tells us that

\[
D_{t}^{c}w(0) = 0 = \left. \frac{\partial}{\partial t}w \right|_{t=0} \quad \text{implies} \quad |D_{t}^{c}h(0)| = 0 \text{ for } |\alpha| \leq m-1.
\]

Indeed, the claim is also valid for \( h \) since it satisfies an equation of the type that \( w \) satisfies with \( A \equiv 0 \) and \( B \equiv 0 \).

Corollary 4.6. Suppose \( w,h \) and \( g \) are as in Corollary 4.4 and that \( w(0) = h(0) \). Then given \( \lambda > 0 \), there is a neighborhood \( V_{\lambda} \) of 0 and \( M_{\lambda} > 0 \) such that

\[
|e^{g(x,y)}| \leq M_{\lambda} \quad \text{and} \quad |e^{-g(x,y)}| \leq M_{\lambda} \quad \text{on} \quad \Gamma = \{(s,t) \in V_{\lambda} : |t| \leq \lambda|s|\}.
\]
Proposition 4.7. Let $\rho(x, y) = x^k + y^k$.

Proof. This follows from the proof of Corollary 4.4 (b). Indeed, for some $k \in \mathbb{N}$ and $c_1, c_2 > 0$ we saw that

$$c_1|x|^k - c_2(|x| + |y|)^{k+1} \leq |w(x, y)| \leq c_1|x|^k + c_2(|x| + |y|)^{k+1}$$

in a neighborhood of 0. Now $h$ also satisfies similar inequalities with the same $k$.

We continue to assume that $L$ is hypoelliptic, $A$ and $B$ are smooth, $Lw = Aw + B\pi$, $Lh = 0$ and $e^g = \frac{B}{A}$, everything holding in a neighborhood of the closure of a ball $Q$. We assume that $0 \in Q$ and that it is the only zero of $h$ and $w$ in $Q$. The solvability in $BMO$ (in the $x$-variable) with arbitrary small norm in a sufficiently small neighborhood of 0 and the hypoellipticity of $L$ have the following consequence: given $p > 1$, $e^{bg} \in L^p(Q)$. By the hypoellipticity of $L$ we may also assume that we are in coordinates $(x, y)$ where $Z(x, y) = x + i\phi(x, y)$ is a one-to-one first integral of $L$, $\phi$ real valued, and

$$\phi(0) = 0 = \phi_x(0).$$

Modulo a nonvanishing factor, we then have

$$L = \frac{\partial}{\partial y} + b(x, y)\frac{\partial}{\partial x},$$

where

$$b(x, y) = \frac{-i\phi_y}{1 + i\phi_x}.$$ 

In the next three propositions we will make the following additional assumption: the function $\phi(0, y)$ has a zero of finite order $N$ at 0. This is equivalent to assuming that $L$ is of finite type, which occurs for example when $L$ is real analytic. We now recall from the proof of Corollary 4.4 that the functions $h(x, 0)$ and $w(x, 0)$ have a zero of the same order at 0. Therefore, by the Malgrange Preparation Theorem we may write

$$h(x, y) = q_1(x, y)(x^k + a_{k-1}(y)x^{k-1} + \cdots + a_0(y)),$$

$$w(x, y) = q_2(x, y)(x^k + b_{k-1}(y)x^{k-1} + \cdots + b_0(y)),$$

where $a_j(0) = b_j(0) \forall j$ and the $q_i$ are nonvanishing. Since $L$ is hypocomplex, (4.5) implies that $h(x, y) = Z(x, y)^k f(x, y)$ for some nonvanishing $f$, where $Z$ is the first integral we mentioned above. The latter together with (4.2) and the order assumption on $\phi(0, y)$ imply that there exist positive constants $A_1$ and $A_2$ such that

$$A_1 (|x|^k + |y|^{kN}) \leq |h(x, y)| \leq A_2 (|x|^k + |y|^{kN}).$$

Proposition 4.7. $e^{-g} = \frac{\rho}{\pi}$ is bounded.

Proof. We claim that for some constants $B_j$ ($j = 0, 1, \ldots, k - 1)$,

$$|b_j(y)| \leq B_j |y|^{(k-j)N}.$$ 

Suppose the claim is not valid. Consider the finite set of integers

$$S = \{ jN + \text{order } b_j(y) : 0 \leq j \leq k - 1 \},$$
and choose $\ell$ such that $\ell N +$ order $b_\ell(y) =$ the minimum of $S$, and $\ell$ is the smallest such. (Here order $b_j(y)$ refers to the order at 0.) Since the claim is not valid, for $\epsilon$ small enough, in the region
\[ R_\epsilon = \{(x, y) : \epsilon y^N \leq x \leq 2\epsilon y^N, 0 \leq y \leq \epsilon\}, \]
we have
\[ |w(x, y)| \geq M_1 |b_\ell(y)x^\ell| \geq M_2 \epsilon^\ell |y|^{kN-1}, \]
for some positive constants $M_1$ and $M_2$. The latter together with (4.6) tell us that $e^{-y} \notin L^{N+1}(R_\epsilon)$, contrary to our choice of the neighborhood $Q$. Hence the claim is valid. By considering separately the regions $|x| \geq |y|^N$ and $|x| \leq |y|^N$, it follows from the fact that for some constant $A_3$,
\[ (4.8) \quad |w(x, y)| \leq A_3 (|x|^k + |y|^{kN}). \]
The proposition now follows from (4.6) and (4.8). \hfill \Box

The next proposition improves (4.7).

**Proposition 4.8.** For some constants $C_j$ ($j = 0, 1, \ldots, k - 1$), we have
\[ (4.9) \quad |b_j(y)| \geq C_j |y|^{(k-j)N}. \]

**Proof.** We first prove (4.9) for $j = 0$. From (4.8) we know that $|b_0(y)| \leq M |y|^{kN}$ for some constant $M$. If $|b_0(y)| \leq M |y|^{kN}$ for some $M$, then by (4.7), in the region
\[ R = \{(x, y) : ay^{N+2} \leq x \leq 2ay^{N+3}, 0 \leq y \leq a\} \]
\[ |w(x, y)| \leq c |y|^{kN+1} \] for some $c > 0$ and some small $a$. But then the latter together with (4.6) would imply that in $R$,
\[ \frac{|h|}{|w|} \geq c_1 \frac{1}{|y|} \] for $c_1 > 0$,
contradicting the integrability to any power of $\frac{h}{w}$. Hence (4.9) holds for $j = 0$. Suppose now (4.9) holds for $j \leq m$. We wish to show that $|b_{m+1}(y)| \geq C_{m+1} |y|^{(k-m-1)N}$ for some $C_{m+1} > 0$. First observe that
\[ \left( \frac{\partial}{\partial x} \right)^m \left( \frac{\partial}{\partial y} \right)^{N(k-m)} (w)(0) \neq 0. \]
To see this, note that,
\[ \left( \frac{\partial}{\partial x} \right)^m \left( \frac{\partial}{\partial y} \right)^{N(k-m)} (w)(0) = \sum c_{st} \left( \frac{\partial}{\partial x} \right)^s \left( \frac{\partial}{\partial y} \right)^t q_2(0) \left( \frac{\partial}{\partial x} \right)^s' \left( \frac{\partial}{\partial y} \right)^t' p(0), \]
where the summation is taken over $\{s + s' = m \quad \text{and} \quad t + t' = N(k-m)\}$, $p(x, y) = x^k + b_{k-1}(y)x^{k-1} + \cdots + b_0(y)$ and $c_{st}$ are nonzero integers. In the sum on the right, consider a term where $s' < m$:
\[ \left( \frac{\partial}{\partial x} \right)^s' \left( \frac{\partial}{\partial y} \right)^t' p(0) = (s')! \left( \frac{\partial}{\partial x} \right)^t' b_{s'}(0). \]
The induction assumption and (4.7) tell us that \( b_\nu(y) \) is comparable to \( |y|^{N(k-m)} \) and so \( (\partial/\partial y)^\ell b_\nu(0) = 0 \). It follows that \( (\partial/\partial x)^m (\partial/\partial y)^{N(k-m)} w(0) \) is a nonzero multiple of

\[
(\partial/\partial x)^m (\partial/\partial y)^{N(k-m)} \quad p(0) = m! (\partial/\partial y)^{N(k-m)} b_m(0),
\]

and hence nonzero by the induction assumption.

Next apply \( (\partial/\partial x)^m (\partial/\partial y)^{N(k-m)-1} \) to the equation

\[
\frac{\partial w}{\partial y} + b \frac{\partial w}{\partial x} = Aw + Bw
\]

and evaluate at 0. Since \( (\partial/\partial x) (\partial/\partial y)^\ell w(0) = 0 \) for \( j \leq m \) and \( \ell \leq N(k-m) - 1 \) and that \( (\partial/\partial x)^m (\partial/\partial y)^{N(k-m)} w(0) \neq 0 \), we conclude: there is \( s \) for which

\[
(\partial/\partial y)^s b(0) (\partial/\partial x)^{m+1} (\partial/\partial y)^{N(k-m)-1-s} w(0) \neq 0.
\]

From (4.4) we know that the order of \( b(0, y) \) at 0 is \( N-1 \) and so \( s \geq N-1 \) which implies that \( N(k-m) - 1 - s \leq N(k-m - 1) \). We thus have (4.9) for \( j = m + 1 \) and the proposition is proved.

**Proposition 4.9.** \( e^g = \frac{k}{w} \) is bounded.

**Proof.** Propositions 4.7 and 4.8 allow us to write

\[
w(x, y) = q_2(x, y) \left(x^k + c_{k-1}y^N x^{k-1} + \cdots + c_1 y^{(k-1)N} x + c_0 y^{kN}\right) + E(x, y),
\]

where each \( c_j \neq 0 \) and \( |E(x, y)| \leq \alpha |y| (|x|^k + |y|^{kN}) \) for some \( \alpha > 0 \). Let \( |y| \leq \delta \) in the ball \( Q \). By shrinking \( Q \) if necessary, we can choose \( m, M > 0 \) such that

\[
\sum_{j=0}^{k-1} \frac{|c_j|}{M^{k-j}} + \alpha \left(1 + \frac{1}{M^k}\right) \delta < \frac{1}{2},
\]

and

\[
m^k + \sum_{j=1}^{k-1} |c_j|m^j + \alpha \delta (m^k + 1) < \frac{|c_0|}{2}.
\]

It follows that in the region \( \{(x, y) \in Q : |x| \geq M|y|^N\} \), we have

\[
\frac{|w(x, y)|}{q_2(x, y)} \geq \frac{1}{2}|x|^k,
\]

while in the region \( \{(x, y) \in Q : |x| \leq m|y|^N\} \),

\[
\frac{|w(x, y)|}{q_2(x, y)} \geq \frac{|c_0|}{2} |y|^{kN}.
\]

We therefore need only estimate \( w(x, y) \) on the set

\[
T = \{(x, y) \in Q : m|y|^N \leq |x| \leq M|y|^N\}
\]

\[= \{(\tau y^N, y) : m \leq \tau \leq M, \quad |y| \leq \delta\}.
\]
Let $f(\tau) = \tau^k + c_k - 1 \tau^{k-1} + \cdots + c_0$ and let $\frac{1}{|q(\tau y)|} \leq c$ on $Q$. To finish the proof, in view of (4.6), it suffices to show that $f(\tau) \neq 0$ when $m \leq |\tau| \leq M$. Suppose $f(\tau_1) = 0$ in the latter set, and write $|f(\tau)| = |\tau - \tau_1|^q$, where $q(\tau_1) > 0$. Using $|w(\tau y^N, y)| \leq c|y|^N \left( |f(\tau)| + |y| (|\tau|^k + 1) \right)$ and (4.6), we have

$$\frac{|h(\tau y^N, y)|}{|w(\tau y^N, y)|} \geq \frac{A_2}{c} \frac{|\tau|^k + 1}{|\tau - \tau_1|^q + |y| (|\tau|^k + 1)}.$$ 

Choose $\tau_2 > \tau_1$ such that $\varrho(\tau) > 0$ on $[\tau_1, \tau_2]$ and $|\tau_2 - \tau_1| < 1$. Then $\exists A_3 > 0$ such that for $\tau \in [\tau_1, \tau_2]$,

$$\frac{|h(\tau y^N, y)|}{|w(\tau y^N, y)|} \geq \frac{A_3}{|\tau - \tau_1| + |y|}.$$

Hence

$$\int \int_T \left| \frac{h(x, y)}{w(x, y)} \right|^{N+2} dx dy = \int_0^\delta \int_m^M \left| \frac{h(\tau y^N, y)}{w(\tau y^N, y)} \right|^{N+2} |y|^N d\tau dy \geq A_3^{N+2} \int_0^\delta \int_{\tau_1}^{\tau_2} \left( \frac{1}{|\tau - \tau_1| + |y|} \right)^{N+2} |y|^N d\tau dy = \infty,$$

contradicting the integrability of $\left( \frac{h}{w} \right)^{N+2}$. Thus $f(\tau) \neq 0$, and the proposition is proved. \hfill \Box

\section*{References}


Department of Mathematics, Temple University, Philadelphia, Pennsylvania 19122-6094

E-mail address: berhanu@euclid.math.temple.edu

Departamento de Matemática, Universidade Federal de São Carlos, Caixa Postal 676, CEP 13.565-905, São Carlos, SP, Brasil

E-mail address: hounie@dm.ufscar.br

Department of Mathematics, Temple University, Philadelphia, Pennsylvania 19122-6094

Current address: Departamento de Matemática, Universidade Federal de Pernambuco, CEP 50.740-540, Recife, PE, Brasil

E-mail address: santiago@dmat.ufpe.br