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Abstract. In this article we demonstrate that every harmonic map from a closed Riemannian manifold into a Hilbert Grassmannian has image contained within a finite-dimensional Grassmannian.

1. Introduction

Researchers such as Burns [3], Eells & Wood [4], Uhlenbeck [11], and Atiyah [1] have investigated the properties of harmonic maps from Riemann surfaces into compact complex projective spaces as a so-called $\sigma$-model of the behavior of Yang-Mills theories in 4-dimensional manifolds. In particular, the latter two authors, as part of their investigations, considered mappings into loop groups (infinite-dimensional groups).

Our interest is in the behavior of harmonic maps from closed Riemann manifolds into Hilbert Grassmannians. Specifically, we wish to determine whether or not there exist any examples of harmonic maps which do not arise from the composition of harmonic maps into finite-dimensional Grassmannians with the inclusion of finite-dimensional Grassmannians into the Hilbert Grassmannians. We will demonstrate that the answer is a resounding no.

Our proof will involve the space of solutions of a second-order linear elliptic differential equation of the sections of a Hilbert vector bundle. In order to make the proof easier to comprehend we will first give preliminary background material for our terms and properties. In Section 2 we define and state the relevant properties of our target manifolds, a Hilbert unitary Lie group $U_{HS}(H)$, a Banach unitary Lie group $U_{res}(H)$, as well as Hilbert vector bundles. In Section 3 we will define our Hilbert Grassmannians. We will exhibit a natural generalization of Cartan’s embedding from Grassmannians into $U(n)$. In Section 4 we review briefly Hodge theory as it pertains to our computations. In Section 5 we will give a brief review of pseudo-differential operator theory and the necessary extension to Hilbert vector bundles which we will need. In Section 6 we will define harmonic maps. In Section 7 we will at last state and prove our main theorems and corollary.

Remark. A closed manifold for us is a compact manifold which has no boundary.
2. HILBERT MANIFOLDS, HILBERT VECTOR BUNDLES, AND LIE GROUPS

Remark. In this section and following sections $H$ will denote an infinite-dimensional separable complex Hilbert space. $S$ will denote the complex algebra of Hilbert-Schmidt operators acting on $H$.

Definition 2.1. A Hilbert manifold is just a manifold modelled on a Hilbert space $X$, in other words all local coordinate functions $f_U : U \subset M \rightarrow X$ map isomorphically onto a Hilbert space $X$. In a similar fashion we define a Banach manifold. A Hilbert vector bundle $V$ over a manifold $M$ is a vector bundle whose fibres are modelled on a Hilbert space $X$ and whose transitions functions take values in $GL(X)$. By a theorem of Kuiper, every Hilbert vector bundle $V$ over a compact manifold $M$ is trivial. It is trivial then to assign the constant metric to $V$ as is exhibiting a connection on the space of sections $\Gamma(V)$. One simply starts with the flat connection and adds as a tensorial 1-form the differential of a function $f : M \rightarrow GL(X)$.

Since the theory of Lie groups is extensive (for example see [2] and [12]) we will limit ourselves to stating those properties of Lie groups which are directly relevant to our results.

Definition 2.2. Let $\mathcal{GL}_{HS}(H)$ denote the Lie group of invertible operators of the form $I + x$ where $x \in S$.

To see that $\mathcal{GL}_{HS}(H)$ is a group observe

1. for $I + x, I + y \in \mathcal{GL}_{HS}(H)$, we have

\[(I + x)(I + y) = I + (x + y + xy).\]  

But $x + y + xy \in S$ so $(I + x)(I + y)$ is in $\mathcal{GL}_{HS}(H)$.

2. Let $I + x \in \mathcal{GL}_{HS}(H)$. Let $I + y := (I + x)^{-1}$. To see that $y$ is in $S$ and hence that $I + y$ is in $\mathcal{GL}_{HS}(H)$, notice that

\[I = (I + y)(I + x),\]
\[I = I + y + x + yx,\]
\[0 = y + x + yx.\]

Since $x, yx, 0$ are in $S$, then $y$ must be in $S$ as well. Hence $I + y = (I + x)^{-1}$ must be in $\mathcal{GL}_{HS}(H)$.

It is a standard but lengthy argument to show $\mathcal{GL}_{HS}(H)$ has the structure of a complex Hilbert manifold.

The Lie algebra $\mathcal{GL}_{HS}(H)$ of $\mathcal{GL}_{HS}(H)$ is simply $S$. The exponential map $\exp : \mathcal{GL}_{HS}(H) \rightarrow \mathcal{GL}_{HS}(H)$ is the classical (holomorphic) map

\[\exp(x) := I + x + \frac{1}{2!}x^2 + \cdots.\]

The Lie algebra admits a bi-invariant Hermitian inner product defined by

\[\langle x, y \rangle := \text{tr}(x^*y), \quad x, y \in \mathcal{GL}_{HS}(H).\]

The associated (real) covariant derivative is given by

\[\nabla_xy = \frac{1}{2}[x, y], \quad x, y \in \mathcal{GL}_{HS}(H).\]

As a consequence every 1-parameter subgroup $\exp(tx), x \in \mathcal{GL}_{HG}(H)$, is a geodesic of $\mathcal{GL}_{HS}(H)$ passing through $I$ and vice versa.

Now we consider a unitary subgroup of $\mathcal{GL}_{HS}(H)$:
Hilbert Lie group. As a manifold and the proof is done. With respect to this decomposition, any operator \( g \in U \) well. The exponential map \( \exp: U \to U \) and the covariant derivative as defined in equation (7) makes sense for \( (g) \). Hence, consider an element \( I + x \in U \). By comparing \( (1 + x)(1 + x^*) \) and \( (I + x^*)(I + x) \) we see that \( xx^* = x^*x \).

It is well known that compact normal operators are diagonalizable. Hence, by a unitary transformation \( U \) of \( U \) is similar to a diagonal matrix \( d = \text{diag}(e^{i\theta_1}, \ldots, e^{i\theta_d}, \ldots) \). By a standard argument of taking the principal value of the logarithm of the entries and demonstrating that we arrive at a skew-Hermitian matrix.

Lastly, \( U(H) \) admits a canonical isometric involution \( \sigma \) given by the map \( \sigma(g) = g^{-1} \). Since \( U(H) \) is modelled upon \( U \) it is clear that \( U(H) \) is a Hilbert Lie group. A manifold \( U(H) \) is thus a natural and well-behaved Lie group.

We define now the last Lie group that we require.

**Definition 2.3.** \( U_{HS}(H) \) denotes the Lie subgroup of unitary operators of \( GL_{HS}(H) \). Its Lie algebra \( U_{HS}(H) \) consists of the set of skew-Hermitian Hilbert-Schmidt operators. \( U_{HS}(H) \) has the advantage over the more general Lie algebra \( U(H) \), the space of bounded skew-Hermitian operators of \( H \), that an inner product \( \langle X, Y \rangle := \text{tr}(X^*Y) \) can be defined for \( U_{HS}(H) \) whereas no inner product can be defined for \( U(H) \). Moreover, the inner product as defined for \( U_{HS}(H) \) is bi-invariant and the covariant derivative as defined in equation (7) makes sense for \( U_{HS}(H) \) as well. The exponential map \( \exp: U_{HS}(H) \to U_{HS}(H) \) is a surjective map. To see this, consider an element \( I + x \in U_{HS}(H) \). By comparing \( (1 + x)(1 + x^*) \) and \( (I + x^*)(I + x) \) we see that \( xx^* = x^*x \).

It is well known that compact normal operators are diagonalizable. Hence, by a unitary transformation \( U \) of \( U \) is similar to a diagonal matrix \( d = \text{diag}(e^{i\theta_1}, \ldots, e^{i\theta_d}, \ldots) \). By a standard argument of taking the principal value of the logarithm of the entries and demonstrating that we arrive at a skew-Hermitian matrix.

Lastly, \( U_{HS}(H) \) admits a canonical isometric involution \( \sigma \) given by the map \( \sigma(g) = g^{-1} \). Since \( U_{HS}(H) \) is modelled upon \( U \) it is clear that \( U_{HS}(H) \) is a Hilbert Lie group. A manifold \( U_{HS}(H) \) is thus a natural and well-behaved Lie group.

We define now the last Lie group that we require.

**Definition 2.4.** Let \( H_-, H_+ \) be two closed, orthogonal, infinite-dimensional subspaces of \( H \) such that they form a polar decomposition of \( H \), i.e. \( H = H_+ \oplus H_- \). With respect to this decomposition, any operator \( g \in L(H) \) can be decomposed into four maps

\[
g_{++}: H_+ \to H_+, \quad g_{+-}: H_+ \to H_-, \\
g_{-+}: H_- \to H_+, \quad g_{--}: H_- \to H_-.
\]

We define as in [3] \( U_{\text{res}}(H) \) as the group of unitary operators

\[
\{g | g_{++}, g_{+-} \text{ Fredholm, } g_{-+}, g_{--} \text{ Hilbert-Schmidt}\},
\]

The Lie algebra \( U_{\text{res}}(H) \) of \( U_{\text{res}}(H) \) can be decomposed into a direct sum,

\[
U_{\text{res}}(H) := \mathfrak{h} \oplus \mathfrak{m}, \quad \mathfrak{h} = \{x|x_{++}^* = -x_{++}, x_{--}^* = -x_{--}, x_{+-} = x_{-+} = 0\},
\]

\[
\mathfrak{m} = \{x|x_{++} = x_{--} = 0, \quad x_{+-}^* = -x_{-+}\}.
\]

As a manifold modelled on its Lie algebra, \( U_{\text{res}}(H) \) is a Banach manifold, not a Hilbert manifold. In spite of this fact, we can nevertheless define the same inner product on the subalgebra \( V \) of the Lie algebra \( U_{\text{res}}(H) \) consisting of the skew-Hermitian Hilbert-Schmidt operators as we did for \( U_{HS}(H) \): \( \langle x, y \rangle = \text{tr}(x^*y) \).

Moreover, the covariant derivative

\[
\nabla xy := \frac{1}{2}[x, y], \quad x, y \in U_{\text{res}}(H), \]

still makes sense, and when \( x, y \in V \) then \( \nabla xy \in V \). With respect to this inner product and covariant derivative it also makes sense to speak of a totally geodesic Hilbert submanifold \( N \) of \( U_{\text{res}}(H) \). One simply requires that geodesics of \( N \) are left-translations of 1-parameter groups of the form \( \exp(tx) \), \( x \in v \). Lastly, we can define as for \( U_{HS}(H) \) an involution \( \sigma(g) := g^{-1} \). With respect to the inner product on \( V \), \( \sigma \) is an isometric involution on \( V \).
3. Hilbert Grassmannians

Remark. We use the notation $Gr(p,q)$ to denote the complex Grassmannian of $p$-planes in $\mathbb{C}^{p+q}$.

Definition 3.1. Let $Gr(r,\infty)$ denote the set of complex $r$-planes of $H$. We claim for $r < \infty$ that $Gr(r,\infty)$ has the structure of a complex Hilbert manifold. It is easy to show that $GL_{HS}(H)$ acts transitively on $Gr(r,\infty)$, and hence that $Gr(r,\infty)$ acquires the structure of a complex Hilbert manifold. Note that $Gr(r,\infty)$ can also be realized as the coset space $U_{HS}(H)/U(P) \times U_{HS}(P^{\perp})$. In this representation $Gr(r,\infty)$ inherits the metric of a Riemannian submersion of $U_{HS}(H)$. As in the finite-dimensional case, $Gr(r,q)$, $q > r$, the maximal flat torus in $Gr(r,\infty)$ has dimension $r$. For this reason we call $Gr(r,\infty)$ the rank $r$ Hilbert Grassmannian.

We will now construct the generalization of Cartan’s embedding map, $i_r: Gr(r,\infty) \to U_{HS}(H)$. Let $N_r \subset U_{HS}(H)$ denote the set of unitary operators

$$\{ A | A^2 = I, \dim(-1) \text{ eigenspace of } A \text{ is } r \}.$$

$N_r$ has several properties:

1. $N_r = gN_1g^*$ for all $g \in U_{HS}(H)$.
2. Let $\{ e_i \}$ denote a complete orthonormal basis for $H$. Let $P = \text{span}\{ e_1, \ldots, e_r \}$. We define $B := i_r(P) \in U_{HS}(H)$ where $B$ is the unitary operator satisfying $B|_{P} = -I$, and $B|_{P^\perp} = I$. We claim the orbit of $B$ under the smooth action $i_r(g) := gBg^*$, $g \in U_{HS}(H)$ is transitive on $N_r$. To see this, let $A \in N_r$ and let $Q$ denote the $-1$ eigenspace of $A$. We can construct a unitary operator $g \in U_{HS}(H)$ such that $i_r(g) = A$ as follows: Define $g|_{P^\perp}Q = Q$ (in a unitary fashion), and $g|_{P}Q = Id$ then $g \in U_{HS}(H)$ and $i_r(g) = gBg^* = A$.
3. $i_r$ is constant on equivalence classes of the form $[g(U(P) \times U(P^\perp))]$. Hence we can define the isometric map $i_r: Gr(r,\infty) \to N_r$.
4. Since $\sigma(gBg^*) = gBg^*$, $N_r$ is invariant under the isometric involution $\sigma$ of $U_{HS}(H)$. Hence $N_r$ is a totally geodesic submanifold of $U_{HS}(H)$.
5. A copy $i_r(Gr(p,q))$ of a compact Grassmannian within $N_r$ is characterized by the property $i_r(Gr(p,q)) \subset U(W) \times I_{W^\perp}$ for some $W^{r+p} \subset H$. Conversely, if $W^{r+p} \subset H$ and $Y \subset U(W) \times I_{W^\perp} \cap N_r$ then there is a compact Grassmannian $Gr(r,q) \subset Gr(r,\infty)$ and a subset $X \subset Gr(r,q)$ with the property $i_r(X) = Y$.

From [9] we require one last Hilbert Grassmannian:

Definition 3.2. With respect to the polar decomposition $H = H_+ \oplus H_-$ we define $Gr(H)$ as the coset space

$$Gr(H) := \frac{U_{res}(H)}{U(H_+) \times U(H_-)}.$$

As stated in [9] $Gr(H)$ is a complex Hilbert manifold with infinite rank modelled on the subspace $\mathfrak{m} \subset U_{res}(H)$.

We can also generalize Cartan’s embedding map to $Gr(H)$. Let $B \in U_{res}(H)$ denote the unitary operator such that $B|_{H_+} = Id_{H_+}$, $B|_{H_-} = -Id_{H_-}$. Then the map $i_\infty: U_{res}(H) \to U_{res}(H)$ given by $i_\infty(g) = gBg^*$ is a smooth map which is constant on the equivalence classes $[gU(H_+) \otimes U(H_-)]$. Thus we can define a smooth map $i_\infty: Gr(H) \to U_{res}(H)$. We define $N_\infty := i_\infty(Gr(H))$. Note that as a manifold, $N_\infty$ is a Hilbert manifold contained inside the set $\{ B + x | x \text{ Hilbert-Schmidt} \}$. Also, $N_\infty$ has the same properties as $N_r$. 


We recall that a Grassmannian $Gr(p, q)$ consists of the set of complex $p$-planes of $\mathbb{C}^n$, $(n = p + q)$. $U(n)$ acts in a natural transitive fashion upon $Gr(p, q)$ by left multiplication. By choosing a distinguished $p$-plane (denoted as $\mathbb{C}^p$) we can identify $Gr(p, q)$ with the coset space $U(n)/U(\mathbb{C}^p) \times U(\mathbb{C}^{p+}) = U(n)/U(p) \times U(q)$.

Now for $p \leq r, q < \infty$ there is a (non-canonical) method of totally geodesically embedding $Gr(p, q)$ within $Gr(r, \infty)$. One starts first with an $n$-plane $W$ of $H$ and identifies $\mathbb{C}^n$ with $W$ by a linear isometry $\phi$. Now take an $(r - p)$ plane $V$ which is orthogonal to $W$. We now construct a map $f: Gr(p, q) \rightarrow Gr(r, \infty)$ as follows: For every $p$-plane $X$ of $Gr(p, q)$ define $f(X)$ to be the $r$-plane $\phi(X) \oplus V$. We state without proof that $f$ is a totally geodesic map. Notice that under Cartan’s embedding map $i_r$,

- $i_r \circ f(X)|_{(W \oplus V)^1} = I_{(W \oplus V)^1}$ for all $X \in Gr(p, q)$.
- The dimension of the ($-1$) eigenspace of $i_r \circ f(X)|_{W \oplus V}$ is $r$ while the dimension of the (1) eigenspace of $i_r \circ f(x)|_{W \oplus V}$ is $q$.

The above can also be applied to embedding copies of $Gr(p, q)$ within $Gr(H)$ as well. We observe that in our case

1. $V$ is an infinite dimensional subspace of $H$;
2. $V \oplus W$ has an infinite-dimensional complement $U$;
3. there exists an element $g \in U_{res}(H)$ such that $g^*U = H_+$ and $g^*(V \oplus W) = H_-$; and
4. we can characterize a copy of $i_\infty(Gr(p, q))$ with $U_{res}(H)$ as a set of operators which are constant on a cofinite subspace $X$ of $H$ and whose ($-1$) eigenspace has dimension $p$ and whose (1) eigenspace has dimension $q$ are in $X^\perp$.

We end this section with a last definition:

**Definition 3.3.** We say a map $f: M \rightarrow Gr(r, \infty)$ (resp. $Gr(H)$) is full if its image is not contained in some $Gr(p, q)$ for some $p, q < \infty$.

### 4. Properties of $d^*$

**Remark.** In this section and the following sections $M$ denotes a closed orientable Riemannian manifold unless otherwise stated.

Because we will require the use of $d^*$, the formal adjoint of $d$, in our theorem, we will give an explicit computation of the action of $d^*$ on local $1$-forms in this section.

Let $\{\chi_i\}$ be a local orthonormal basis for $TM$. With respect to $\{\chi_i\}$ we can compute the connection $1$-form $\Omega$ of the Levi-Civita connection:

$$
(15) \quad 0 = \chi_i(\chi_j, \chi_k)
$$
$$
(16) \quad = (\nabla_{\chi_i} \chi_j, \chi_k) + (\chi_j, \nabla_{\chi_i} \chi_k)
$$
$$
(17) \quad = \Omega^k_{ij} + \Omega^j_{ik},
$$
$$
(18) \quad \Omega^k_{ij} = -\Omega^j_{ik}.
$$

In particular, $\Omega^j_{ij} = 0$ (no sum).
Now we consider the exterior differential of \( \{ \chi_i^* \} \), the local dual basis for \( T^* M \):

\[
d\chi_i^*(\chi_J, \chi_k) = \chi_J \chi_i^*(\chi_k) - \chi_k \chi_i^*(\chi_J) - \chi_i^*([\chi_J, \chi_k])
\]

(19)

\[
d\chi_i^* \left( \sum \Omega^r_{jk} - \Omega^r_{kj} \right)
\]

(20)

\[
d\chi_i^* = -\Omega^i_{jk} \chi_j^* \wedge \chi_k^*
\]

(21)

(22)

And finally, with respect to the local dual basis \( \{ \chi_i^* \} \), the action of \( d^* \) on a local section \( \sum \alpha_i \chi_i^* \) is given by the formula

\[
d^* \sum \alpha_i \chi_i^* = -\sum \left( \chi_i(\alpha_i) + \alpha_i \sum \Omega^j_{ji} \right)
\]

(23)

\[
d^* \sum \alpha_i \chi_i^* = -\sum \left( \chi_i(\alpha_i) - \alpha_i \sum \Omega^j_{ji} \right).
\]

(24)

In the next section we will discuss the behavior of the Laplacian \( d^*d + dd^* \) acting on sections of a Hilbert vector bundle.

5. Elliptic Operators and Hilbert Vector Bundles

We will need a finiteness theorem for solutions of a second-order linear elliptic differential equation involving a Hilbert vector bundle. We will discuss here the extensions to Hilbert vector bundles of some results on elliptic operators. For a good introduction to the theory of pseudo-differential operators see [13] or [12].

We know that the Laplacian \( \Delta := dd^* + d^*d \) has a discrete spectrum with a 1-dimensional kernel consisting of the constant functions. Let \( \{ f_i \} \)
denote a complete orthonormal basis of eigenvectors for $\mathcal{C}^\infty(M)$ with corresponding eigenvalues $\{\mu_i | \mu_i \leq \mu_{i+1}\}$.

Now we wish to consider the Hilbert vector bundle $V := T^*M \otimes H'$ where $H'$ denotes the trivial Hilbert vector bundle $M \times H$, with the flat connection $\nabla := d$.

With the use of a constant orthonormal basis $\{e_i\}$ for $H'$ we can extend the action of a pseudo-differential operator $D: \Gamma(T^*M) \to \Gamma(T^*M)$ as follows: we can decompose a section $\sigma \in \Gamma(V)$ as

$$\sigma = \sum_i \sigma_i \otimes e_i, \quad \sigma_i \in \Gamma(T^*M),$$

then we define the action of $D$ on $\sigma$ by

$$D(\sigma) := \sum_i D(\sigma_i) \otimes e_i.$$  

This extension of pseudo-differential operators of $\Gamma(T^*M)$ is well-defined up to a constant general linear transformation of the basis $\{e_i\}$.

We can also extend the action of an arbitrary smooth linear map $\omega: H' \to H'$ to $V$. With respect to the basis of eigenvectors $\{f_i\}$, $\omega$ can be decomposed (formally) as

$$\omega := \sum_i f_i \otimes \omega_i, \quad \omega_i \in L(H).$$

With respect to this decomposition and the decomposition in equation (26) for a section $\sigma \in \Gamma(V)$ the action of $\omega$ on $\sigma$ is given by

$$\omega(\sigma) := \sum_{ij} f_j \sigma_j \otimes \omega_i(e_j).$$

We mention in passing that this definition should not cause concern about the topological convergence of this sum. We shall be dealing here with smooth functions over a compact domain so there is no question that all of our sums do converge and converge strongly enough that the extension of the pseudo-differential operators from the first term of the tensor product and the linear maps in second term of the tensor product is indeed well-defined.

There is one point however that we do need to stress: In the decomposition of $\omega$ in equation (28) the most that we can assume in general about $\omega_i$ is that it is a bounded linear operator acting on the Hilbert space $H$. So the composition of the extension of the Green’s operator $G$ with the extension of $\omega$ is in general not a Hilbert-Schmidt operator acting on $\Gamma(V)$. Fortunately, in our case we will be looking at an $\omega$ which is the differential of a map $f: M \to U_{HS}(H)$. Since $U_{HS}(H)$ is a Hilbert-Schmidt Lie algebra, $\omega_i$ will necessarily be a Hilbert-Schmidt operator. The proof is simple to state. To determine $\omega_i$ one simply does as in Fourier analysis when one is determining the decomposition of a continuous function $f: S^1 \to S^1$ into a series $a_n e^{in\theta}$. We integrate $\omega \ast f_i$ over $M$ using the volume form $dV$ of $M$ to determine $\omega_i$. Since $M$ is compact it is easy to see that

$$\sum_j \|\omega_i(e_j)\|^2 = \int_M \sum_j \|f_i \omega(e_j)\|^2 dV \leq \int_M \|\omega\|^2 dV < \infty$$

and thus $\omega_i$ is a Hilbert-Schmidt operator.
In Section 7 we will investigate the space of solutions of a second-order elliptic differential equation of the form

\[ \Delta \tau + d\nu \tau \equiv 0 \]  

(31)

where \( \tau \) is a section of \( V \), and \( \nu: \Gamma(V) \to \Gamma(H) \) is a 0th order pseudo-differential operator, and in the decomposition of \( \nu \) into its components \( \nu := \sum_i f_i \otimes \nu_i \), \( \nu_i \) is a compact operator. We require for our proofs that the space of solutions of this equation be finite-dimensional. Ideally, we would like to apply \( G \) to both sides in order to solve for \( \tau \). However, if \( \Delta \) has a non-zero kernel, then the composition \( G \circ \Delta \neq I \) except for those sections which are orthogonal to the kernel of \( \Delta \). The standard solution to this problem would be to add to \( \nu \) and \( G \) the 0th order projection operator \( I_0 \) that is the identity operator on the kernel of \( \Delta \) and zero on the orthogonal complement of the kernel of \( \Delta \). We can extend \( I_0 \) to \( I_0 \otimes I \) to act on the sections of \( V \). The new differential equation would be

\[ (\Delta + I_0)\tau + (d\nu - I_0)\tau \equiv 0. \]  

(32)

We could now “solve” this equation by applying \( G + I_0 \) to both sides:

\[ 0 \equiv (G + I_0 \otimes I)((\Delta + I_0)\tau + (d\nu - I_0)\tau), \]  

(33)

\[ 0 \equiv \tau + (G + I_0)(d\nu - I_0)\tau. \]  

(34)

If \( V \) were a finite-dimensional vector bundle the extension of \( I_0 \) to \( I_0 \otimes I \) would be a compact operator. Hence \((G + I_0)d(\nu - I_0)\) would be a compact operator. And therefore the space of solutions of equation (33) would be finite-dimensional by the Fredholm alternative.

Unfortunately in the case of the Hilbert bundle \( V \) the extension of the operator \( I_0 \) to \( I_0 \otimes I \) is not compact. We cannot automatically conclude \((G + I_0)(d\nu - I_0)\) is compact. Thus we cannot conclude that the space of solutions is automatically finite-dimensional.

There are two solutions to this dilemma. The first solution is to assume the kernel of \( \Delta \) is zero, in other words that \( H^1(M) = 0 \). In this case we do not require perturbing \( \Delta \) and \( G \). We only assume that in the decomposition of \( \nu \) all of the \( \nu_i \) components be compact. The second solution is by assuming the extra condition that \( \tau \) and \( d\nu \tau \) are orthogonal to the kernel of \( \Delta \) in equation (31). In our proof in the next section we will in fact use the second solution.

6. Harmonic maps

**Definition 6.1.** A map \( f: M \to N \) is said to be a harmonic map if it is a critical point of the action

\[ A(f) := \int_M \|df\|^2 dV_M \]  

(35)

where \( \|df\| \) is the usual Hilbert-Schmidt norm with respect to the Riemannian metrics of \( M \) and \( N \). It is a standard exercise to show that the Euler-Lagrange equation for this action is given by the formula

\[ \text{tr} \nabla df = 0. \]  

(36)

The expression \( \text{tr} \nabla df \) is sometimes referred to as the tension field of \( f \). Here \( \nabla \) denotes the covariant derivative of \( T^*M \otimes f^{-1}TN \) induced by the covariant
derivatives of $T^* M$ and $f^{-1} T N$. tr $\nabla df$ is computed in a local orthonormal basis $\{ \chi_i \}$ for $TM$ as
\begin{equation}
\text{tr} \nabla df := \sum_i \nabla \chi_i (df) (\chi_i).
\end{equation}

With the use of $\{ \chi_i \}$, a dual basis $\{ \chi^*_i \}$ for $T^* M$, and an orthonormal basis $\{ \zeta_j \} \subset U_{HS}(H)$ we can decompose $df$ as
\begin{equation}
df := \omega \equiv \sum_{ij} \omega_{ij} \chi^*_i \otimes \zeta_j, \quad \omega_{ij} \in C^\infty(G).
\end{equation}

We take advantage of this decomposition to rewrite and simplify the tension field equation for $f$.
\begin{equation}
0 \equiv \text{tr} \nabla df = \sum_i \nabla \chi_i (df) (\chi_i) = -d^* \omega.
\end{equation}

So now we see that a map $f: M \to U_{HS}(H)$ is harmonic iff the differential $\omega := df$ has divergence zero. As the differential of a map $f: M \to U_{HS}(H)$, $\omega$ can also be viewed as a flat connection 1-form with values in $U_{HS}(H)$. Hence $\omega$ must satisfy the non-linear differential equation
\begin{equation}
d\omega + \omega \wedge \omega \equiv 0.
\end{equation}

We mention two further crucial properties of harmonic maps:

1. If $\pi: L \to M$ is an isometric covering map and $f: M \to N$ is a harmonic map, then $f \circ \pi: L \to N$ is a harmonic map as well.
2. If $L$ is a totally geodesic submanifold of $N$ and $f: M \to L$ is a harmonic map, then $i \circ f: M \to N$ is a harmonic map as well. Here $i: L \to N$ is the inclusion map.

7. The Theorems

**Definition 7.1.** We say a map $f: M \to U_{HS}(H)$ (resp. $U_{res}(H)$) has image contained in a finite-dimensional subgroup $U(n)$ of $U_{HS}(H)$ (resp. $U_{res}(H)$) if there exists an $n$ dimensional vector space $W \subset H$ such that $f(x)|_{W^\perp} \equiv I_{W^\perp}$ (for all $x \in M$), or in other words, the operator $f(x)$ is trivial on $W^\perp$ for all $x \in M$. Equivalently, if
\begin{equation}
df(\chi)|_{W^\perp} = \omega(\chi)|_{W^\perp} \equiv 0, \quad \forall \chi \in TM.
\end{equation}

Without any further preliminaries here is the main theorem:

**Theorem 1.** If $M$ is a closed Riemannian manifold, then every harmonic map $f: M \to U_{HS}(H)$ with $f(p) = Id$ for some $p \in M$ has image contained inside a finite-dimensional subgroup $U(n)$ of $U_{HS}(H)$.

**Proof.** Let $f: M \to U_{HS}(H)$ be a harmonic map. Without loss of generality we can assume $M$ is orientable, since if it is not then the double cover $L$ of $M$, $\pi: L \to M$, is an orientable compact manifold. Thus the map $f \circ \pi: L \to U_{HS}(H)$ is a harmonic map with the same image as $f(M)$. We will prove that
\begin{equation}
df(\chi)|_{W^\perp} = \omega(\chi)|_{W^\perp} \equiv 0, \quad \forall \chi \in TM
\end{equation}
for some $W^\perp$.

Our proof has two steps. First we derive a second order linear elliptic equation. We choose a fixed orthonormal basis $\{ e_i \}$ for the Hilbert space $H$ which $U_{HS}(H)$
acts. We define an orthonormal basis for sections of the Hilbert bundle $M \times H$ by defining

$$\sigma_i(x) := (f(x))^{-1}e_i, \quad x \in M,$$

(43)

where $(f(x))^{-1}$ denotes the group inversion of the element of $f(x)$ in $U_{HS}(H)$. It follows that $\sigma_i$ satisfies the differential equation

$$d\sigma_i + \omega\sigma_i = 0.$$ 

(44)

By composing equation (44) with $d^*$ we get a second-order elliptic equation in $\sigma_i$:

$$\Delta_0\sigma_i + d^*(\omega\sigma_i) \equiv 0.$$ 

(45)

which can be simplified further:

$$0 = \Delta_0\sigma_i + d^*(\omega\sigma_i)$$

(46)

$$= \Delta_0\sigma_i - \sum_{k} (\chi_k \omega_{kj}) \zeta_j(\sigma_i) - \sum_{kj} \omega_{kj} \zeta_j(\chi_k \sigma_i)$$

(47)

$$= \Delta_0\sigma_i - \sum_{kj} \omega_{kj} \zeta_j(\chi_k \sigma_i) \quad (d^*\omega = 0),$$

(48)

$$0 = \Delta_0\sigma_i - \langle \omega, d\sigma_i \rangle,$$

(49)

where $\langle \omega, d\sigma_i \rangle$ is the $C$-bilinear extension of the inner product $\langle , \rangle : T^*M \times T^*M \rightarrow C^\infty(M)$ to vector and linear operator sections of $V$ and $T^*M \otimes L(H)$ respectively.

Unfortunately, the kernel of $\Delta_0$ is the set of constant sections of $M \times H$ and we cannot guarantee that $\sigma_i$ is orthogonal to the kernel of $\Delta_0$. However, by taking a further exterior differential we have

$$0 = d\Delta_0\sigma_i - d\langle \omega, d\sigma_i \rangle,$$

(50)

$$0 = dd^*(d\sigma_i) - d\langle \omega, d\sigma_i \rangle.$$ 

(51)

Since $d^*d(d\sigma_i) = 0$ we can add in $0 = d^*d(d\sigma_i)$ to equation (51) and arrive at a second-order linear elliptic equation in $d\sigma_i$:

$$0 = \Delta(d\sigma_i) - d\langle \omega, d\sigma_i \rangle.$$ 

(52)

We claim now that $d\sigma_i$ is orthogonal to the kernel of $\Delta$. Let $\alpha \in \ker \Delta = H^1(M) \otimes H$. Then we have

$$\int_M \langle d\sigma_i, \alpha \rangle \, dV = \int_M \langle \sigma_i, d^*\alpha \rangle \, dV = 0 \text{ since } \alpha \text{ is coclosed}.$$ 

(53)

By an identical proof $d\langle \omega, d\sigma_i \rangle$ is also orthogonal to the kernel of $\Delta$. Thus we can invert our equation using the Green’s operator $G$:

$$\Delta(d\sigma_i) - d\langle \omega, d\sigma_i \rangle = 0,$$

(54)

$$G\Delta(d\sigma_i) - Gd\langle \omega, d\sigma_i \rangle = 0,$$

(55)

$$I(d\sigma_i) - Gd\langle \omega, d\sigma_i \rangle = 0.$$ 

(56)

From Section 5 we know $Gd\langle \omega, \cdot \rangle$ is a compact operator on the space of sections of $V$ orthogonal to $\ker \Delta$. Thus equation (56) has only a finite-dimensional space of solutions.

Now for our second step in the proof we will determine a $W^\perp \subset H$ for which $\omega(x)|_{W^\perp} \equiv 0$, for all $x \in M$.

Without loss of generality we assume that $\{d\sigma_1, \ldots, d\sigma_n\}$ is a basis for the span of $\{d\sigma_i\}_{i=1}^{\infty}$. 

For \( j > n \), \( d\sigma_j \) is linearly dependent on \( \{d\sigma_1, \ldots, d\sigma_n\} \), so we can write

\[
d\sigma_j = \sum_{i=1}^n \alpha_{ji}d\sigma_i, \quad \text{all } \alpha_{ji} \text{ constant.}
\]

Hence

\[
0 = d\left( \sum_{i=1}^n \alpha_{ji}\sigma_i - \sigma_j \right)
\]

and so, \( \eta_j := \sum_{i=1}^n \alpha_{ij}\sigma_i - \sigma_j \) is a constant section of \( M \times H \). \( \eta_j \) satisfies the following two properties:

1. \( \omega\eta_j \equiv 0 \).

Proof.

\[
\omega\eta_j = \omega\left( \sum_{i=1}^n \alpha_{ij}\sigma_i - \sigma_j \right)
\]

\[
= \sum_{i=1}^n \alpha_{ij}\omega\sigma_i - \omega\sigma_j
\]

\[
= -\left( \sum_{i=1}^n \alpha_{ij}d\sigma_i - d\sigma_j \right)
\]

\[
= -d\left( \sum_{ij} \alpha_{ij}\sigma_i - \sigma_j \right)
\]

\[
= 0.
\]

2.

\[
\text{the span of } \{\sigma_i(x)\}_{i=1}^n \cup \{\eta_j\} = \text{the span of } \{\sigma_i(x)\}_{i=1}^n \cup \{\sigma_j\} \quad (\forall x \in M)
\]

Proof. Since \( \eta_j = \sum_{i=1}^n \alpha_{ij}\sigma_i - \sigma_j \) and \( \sigma_j = \sum_{i=1}^n \alpha_{ij}\sigma_i - \eta_j \). Let

\[
W^\perp := \text{span}\{\eta_j\}_{j=n+1}^\infty.
\]

Then it is clear since

\[
\text{span}\{\sigma_i(x)\}_{i=1}^n \oplus W^\perp = \text{span}\{\sigma_i(x)\}_{i=1}^n \cup \{\sigma_j(x)\}_{j=n+1}^\infty = H
\]

for all \( x \in M \) that \( W := W^\perp \perp \) has to be of dimension \( n \). \( \omega|_{W^\perp} = 0 \) implies \( f(x)|_{W^\perp} \) is constant. Since \( f(p)|_{W^\perp} = I_{W^\perp} \) then \( f(x)|_{W^\perp} = I_{W^\perp} \). Since \( f \) is a unitary operator, \( f \) has to have image contained in \( U(n) \cong U(W) \times I_{W^\perp} \).

Remark. The proof of the theorem is the same as in [7].

Remark. The theorem is true as well if we replace \( U_{\text{HS}}(H) \) with \( U_{\text{res}}(H) \). The only additional hypothesis that we require is that \( df \) should be Hilbert-Schmidt valued. In the case of maps \( f: M \to Gr(H) \) composed with \( i_\infty \), \( d(i_\infty \circ f) \) is trivially Hilbert-Schmidt valued. Since left-multiplication by an operator \( g \in U_{\text{res}}(H) \) is an isometry, then the map \( h(x) = (i_\infty \circ f(p))^{-1}i_\infty \circ f(x) \) satisfies the hypothesis of the theorem.

Corollary 2. If \( M \) is a closed Riemannian manifold and \( f: M \to Gr(r, \infty) \) is a harmonic map, then \( f \) cannot be full.
Proof. By investigating the properties of $i_r \circ f: M \to U_{HS}(H)$ we will derive sufficient information of the map $f: M \to U_{HS}(H)$ to find a compact Grassmannian which contains $f(M)$.

We begin with: let $g := i_r \circ f(p)$ for some $p \in M$. Let $H_r$ denote the $(-1)$ eigenspace of $g$. Let $H_\infty$ denote the $(1)$ eigenspace of $g$. From the previous theorem we know $g^* i_r \circ f$ has image in some $U(V) \times I_{V^\perp}$, $s := \dim(V) < \infty$. Hence $i_r \circ f \subset g(U(V) \times I_{V^\perp})$.

Let $W := V + H_r$. We claim now that $g(U(V) \times I_{V^\perp}) \subset U(W) \times I_{W^\perp}$.

Proof.\[
x \in W^\perp \Rightarrow x \in V^\perp \cap H_r^\perp, \\
\Rightarrow \forall A \in U(V) \times I_{V^\perp}, \quad gAx = gx = x, \\
\Rightarrow \forall A \in U(V) \times I_{V^\perp}, \quad gA \in U(W) \times I_{W^\perp}, \\
\Rightarrow g(U(V) \times I_{V^\perp}) \subset U(W) \times I_{W^\perp}.
\]

Since $i_r \circ f(M) \subset g(U(V) \times I_{V^\perp})$ then $i_r \circ f(M) \subset U(W) \times I_{W^\perp}$. This implies that $f(M) \subset \Gr(r, s-r)$ for some compact Grassmannian $\Gr(r, s-r)$ from property $5$ of Cartan’s embedding map. Thus $f$ cannot be full. \hfill $\Box$

Corollary 3. If $M$ is a closed Riemannian manifold and $f: M \to \Gr(H)$ is a harmonic map, then $f$ cannot be full.

Proof. The proof is essentially the same as in the previous corollary. The only difference is that the dimensionality $p$ of the $(-1)$ eigenspace of $i_\infty \circ f(x)$ will not be the same for all $x \in M$. However, $p$ will be bounded by $t := \dim W$. This will allow us to conclude that $f(M)$ is contained in a finite union of compact Grassmannians $\{\Gr(p, t-p)|p = 0, 1, \ldots, t\}$. It is always possible to find a larger compact Grassmannian $\Gr(p', q')$ which contains a finite collection of compact Grassmannians. Hence $f$ cannot be full. \hfill $\Box$

8. Conclusions

The proof of the main theorem of this paper was the same as in [27]. In both cases, we could associate a connection $\omega$ with the harmonic map $f$, a connection whose divergence vanished. It was the realization that the divergence of $\omega$ did not depend on the topology of $M$ that allowed us to extend the theorem to all closed Riemannian manifolds. Once we knew that the theorem extended to all closed Riemannian manifolds it was easy to extend the finiteness result to maps into Hilbert Grassmannians by taking advantage of the Cartan embedding map, and the behavior of harmonic maps under composition with totally geodesic maps.

The results of this paper lead to an interesting speculation in physics: If one were to assume that spacetime were compact and that the fields observed in nature arise as critical points of a harmonic-like action into a Hilbert Lie group then it is natural to expect the gauge groups of all the forces in nature to be finite-dimensional. By determining the energies of the actions of the observed forces in nature correlated with the homotopy classes of maps from spacetime into a Hilbert Lie group, we could conceivably determine the topology of spacetime. In my next paper, I intend to investigate the relationship between Yang-Mills instantons and harmonic maps as it applies to physical phenomena.
In conclusion, this paper is an extension of the results obtained by the author in connection with the properties of harmonic maps from compact Lie groups into a Hilbert orthogonal group.
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