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ABSTRACT. Fredholm determinant asymptotics of convolution operators on
large finite intervals with rational symbols having real zeros are studied. The
explicit asymptotic formulae obtained can be considered as a direct extension
of the Ahiezer-Kac formula to symbols with real zeros.

1. INTRODUCTION

The continuous version of the Szegö limit theorem [1], [18], [19] gives a two-term
asymptotics for the Fredholm determinants of convolution operators on $L^2(0, \tau)$
as $\tau \to \infty$. Under suitable conditions on the kernel function $k(t)$ the Fredholm
determinant of the integral operator $I - K_\tau$, with $K_\tau$ defined by

$$K_\tau \varphi(t) = \int_0^\tau k(t-s) \varphi(s) ds,$$

is asymptotically given as $\tau \to +\infty$ by the Ahiezer-Kac formula

$$\det(I - K_\tau) = \exp \left( f(0) \tau + \int_0^\infty zf(z) f(-z) dz + o(1) \right),$$

where the function

$$f(z) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{-ixz} \log(W(x)) \, dx, \quad z \in \mathbb{R},$$

is just the Fourier transform of the logarithm of the symbol $W$ of the integral op-
erator $I - K_\tau$,

$$W(x) = 1 - \int_{\mathbb{R}} e^{-ixs} k(s) \, ds, \quad x \in \mathbb{R}.$$

This is so provided that the symbol $W$

- satisfies some smoothness conditions,
- attains its limit values at infinity rather fast,
- does not vanish on the real axis, and
- has zero winding number (the index) with respect to the real axis.

The latter property is usually called “zero index condition”.

In the case where $W$ has real zeros the Fredholm determinant $\det(I - K_\tau)$,
considered as a function of $\tau$, might have an infinite series of zeros, and hence the
asymptotic representation (1.1) is not valid in general.
The study of the case where the symbol is vanishing and/or the zero index condition is violated has been undertaken (for Toeplitz operators) by Fisher and Hartwig \[12\], \[13\] and continued by Widom \[20\], Basor \[6\], and Böttcher and Silbermann \[8\], \[9\], who showed that the asymptotics may be oscillatory in nature (see also \[10\] for further references).

We concentrate our attention on the case of convolution operators with rational symbols that may have real zeros.

The case of rational symbols is well understood. In \[15\] (see also \[10\]) one can find an exhaustive exposition of results in the theory of convolution type operators on a finite interval, including rather explicit representations for resolvents, eigenfunctions, Fredholm determinants, etc. In particular, an explicit representation for \(2\)-modified Fredholm determinants, known as a Wiener-Hopf analog of Day’s formula \[11\], holds.

Day’s Formula \[7\]. Let the symbol \(W\) of the integral operator \((I - K_\tau)\) be a rational function of the form

\[
W(x) = \frac{\prod_{n=1}^{q+s}(x - \xi_n)}{\prod_{l=1}^{q}(x + i\lambda_l)\prod_{m=1}^{s}(x - i\mu_m)},
\]

(1.3)

where \(q \geq 1, s \geq 1\),

\[
\text{Re} (\lambda_l) > 0, \ l = 1, ..., q, \ \text{Re} (\mu_m) > 0, \ m = 1, ..., s,
\]

(1.4)

and \(\xi_1, ..., \xi_{q+s}\) are pairwise distinct complex numbers. Then for all \(\tau \in (0, \infty)\)

\[
\det_2(I - K_\tau) = \exp \left( \tau (k(0 + 0) - \sum_{l \in Q} \lambda_l) \right) \sum_M W_M e^{w_M \tau},
\]

(1.5)

where \(\det_2\) denotes the \(2\)-modified Fredholm determinant. Here the sums are taken over the sets \(Q = \{1, ..., q\}\) and \(M \subset \{1, 2, ..., q + s\}\) with \(|M| = s\). Letting \(\overline{M} = \{1, ..., q + s\} \setminus M\) and \(S = \{1, ..., s\}\), the constants \(W_M\) and \(w_M\) can be given by

\[
W_M = \frac{\prod_{l \in Q, k \in M} (\lambda_l - i\xi_k) \prod_{j \in S, m \in S} (i\xi_j + \mu_m)}{\prod_{l \in Q, m \in S} (\lambda_l + \mu_m) \prod_{j \in \overline{M}, k \in M} (i\xi_j - i\xi_k)},
\]

(1.6)

\[
w_M = \sum_{j \in \overline{M}} i\xi_j.
\]

(1.7)

If \(q = 0\) or \(s = 0\), the operator \((I - K_\tau)\) is of Volterra type and therefore \(\det_2(I - K_\tau) = 1\) for all \(\tau \in (0, \infty)\).

In spite of the fact that Day’s formula gives an explicit representation of the Fredholm determinants for the truncated Wiener-Hopf operators \((I - K_\tau)\) in terms of zeros and poles of the symbol, we have not found in the literature asymptotic representations which can be considered as direct extensions of the Ahiezer-Kac formula to the case of symbols with real zeros. We mean such generalizations which

- on the one hand provide asymptotic formulae in terms of integral characteristics of the symbol, and
- on the other hand might be generalized to the case of non-rational (say, meromorphic) symbols. (Such convolution operators with meromorphic symbols arise in particular in our study of the universality of the Efimov effect \[2\], \[3\], \[4\], \[5\]; see also \[13\].)
In the present paper we introduce a new class of symbols (with real zeros) that satisfy the \textit{generalized zero index condition} (see definitions \ref{def:2.1} \ref{def:2.2}), and we get a natural direct extension of the Ahiezer-Kac formula (Theorem \ref{thm:2.3}). This extension describes determinant asymptotics in terms of integral characteristics of the symbol like the Fourier transform of the logarithm of the symbol in the original Ahiezer-Kac formula (1.1) and, moreover, takes into account the oscillatory character of the asymptotics.

2. \section{Generalized zero index condition and determinant asymptotics}

Let \( K \) be a convolution integral operator on \( L^2(0, \tau), \ \tau > 0 \), with rational symbol \( W \) of the form (1.3), having simple poles \( \{i\mu_i\}_{i=1}^s \) in the open upper half-plane, \( q \geq 1 \) simple poles \( \{-i\lambda_i\}_{i=1}^q \) in the open lower half-plane, and \( q + s \) simple zeros. For definiteness we assume that the symbol has \( u \) zeros in the open upper half-plane, \( \ell \) zeros in the open lower half-plane and, therefore, it has exactly \( q + s - (u + \ell) \geq 0 \) zeros on the real axis.

\begin{definition}
The difference between the number of poles and the number of zeros of the symbol \( W \) in the open upper half-plane
\begin{equation}
(n_+(W) = s - u)
\end{equation}
resp. in the open lower half-plane
\begin{equation}
(n_-(W) = q - \ell)
\end{equation}
is called the deficiency index of the symbol in the upper (resp. lower) half-plane.
\end{definition}

\begin{definition}
We shall say that a rational symbol \( W \) satisfies the generalized zero index condition if its deficiency indices \( n_{\pm}(W) \) are both nonnegative integers.
\end{definition}

It is easy to see that if a rational symbol \( W \) without real zeros has zero winding number (with respect to the real axis), then the number of its poles in the upper half-plane coincides with the number of the zeros there and hence the symbol \( W \) has deficiency indices \((0, 0)\). Thus the generalized zero index condition is a natural extension of the usual “zero index condition” to the case of rational symbols with real zeros.

Let us also note that every rational symbol \( W \) satisfying the generalized zero index condition can be obtained as the pointwise limit of a sequence of rational symbols (without real zeros) of index zero.

Suppose that the symbol \( W \) has \( r \) \((r = q + s - (u + \ell))\) simple real zeros \( \xi_{i_1}, \ldots, \xi_{i_r} \), that is,
\[ W(\xi_{i_k}) = 0 \quad \text{and} \quad W'(\xi_{i_k}) \neq 0, \quad k = 1, \ldots, r. \]

Let \( \Gamma_\delta \) be a contour going from \(-\infty\) to \(+\infty\) along the real axis outside some small neighborhood of the real zeros \( \xi_{i_1}, \ldots, \xi_{i_r} \), passing around each zero \( \xi_{i_k}, k = 1, \ldots, r \), along a semi-circle of radius \( \delta \) either in the counterclockwise direction (in the lower half-plane from below) or in the clockwise one (in the upper half-plane from above).

For \( \delta \) small enough every such contour \( \Gamma_\delta \) contains neither the poles nor the zeros of the symbol \( W \) and, therefore, the winding number (the index) of the symbol with respect to the contour \( \Gamma_\delta \) is well defined. Note that this index does not depend on \( \delta \) if the family of contours \( \{\Gamma_\delta\}_\delta \) belongs to the same homotopy class \( \gamma \) on the complex plane \( \mathbb{C} \setminus \{\xi_{i_1}, \ldots, \xi_{i_r}\} \) without points \( \xi_{i_1}, \ldots, \xi_{i_r} \). It is also clear that the index of the symbol \( W \) with respect to such contours depends in fact on the corresponding
homotopy class $\gamma$ only, not on the concrete representative $\Gamma_\delta \in \gamma$ from this class (for $\delta$ small enough, of course).

We shall call this index the index of the homotopy class $\gamma$.

Let us denote by $\pi(W)$ the set of homotopy classes described above having zero index,

$$\pi(W) = \{ \gamma \mid \text{ind}(\gamma) = 0 \}.$$ 

It is easy to understand that the symbol satisfies the generalized zero index condition if and only if the set $\pi(W)$ is not empty, that is, there is at least one homotopy class $\gamma$ with zero index $\text{ind}(\gamma) = 0$. In this case for the symbol $W$ with deficiency indices $(n_+(W), n_-(W))$ we have

$$\left| \pi(W) \right| = \left( \frac{n_+(W) + n_-(W)}{n_+(W)} \right).$$

Assume that the symbol $W$ satisfies the generalized zero index condition and, in addition, the following condition holds:

(2.3) \quad W - 1 \in L^1(\mathbb{R}).

For every homotopy class $\gamma$ of zero index, $\gamma \in \pi(W)$, introduce the Fourier transform $f_\gamma(z)$ of the logarithm of the symbol associated with $\gamma$ by the following contour integral:

(2.4) \quad f_\gamma(z) = \frac{1}{2\pi} \int_{\Gamma_\delta} e^{-izx} \log(W(x)) \, dx, \quad \Gamma_\delta \in \gamma, \quad \gamma \in \pi(W).

The function $f_\gamma(z)$ is obviously a well defined continuous function in $z$. Moreover, $f_\gamma(z)$ depends on the homotopy class $\gamma \in \pi(W)$ only, not on the particular choice of the contour $\Gamma_\delta \in \gamma$.

Now we are prepared for the formulation of the central result of the paper.

**Theorem 2.3.** Let $K_\tau$ be a convolution integral operator on $L^2(0, \tau)$ with rational symbol $W$ given by (1.3). Suppose that $W$ satisfies condition (2.3). Then $K_\tau$ is of trace class and, therefore, the Fredholm determinant $\det(I - K_\tau)$ is well defined.

If, in addition, the symbol $W$ satisfies the generalized zero index condition, then we have the following asymptotic representation as $\tau \to \infty$:

(2.5) \quad \det(I - K_\tau) = \sum_{\gamma: \text{ind}(\gamma) = 0} \exp \left( f_\gamma(0)\tau + \lim_{\epsilon \to 0} \int_{0}^{\infty} z f_\gamma(z) f_\gamma(-z) e^{-\epsilon z} \, dz \right) + \theta(\tau),

where $f_\gamma(z)$ given by (2.4) denotes the Fourier transform of the logarithm of the symbol associated with the homotopy class $\gamma \in \pi(W)$. Every summand in (2.5) has the same exponential order $\omega$,

(2.6) \quad \omega = \text{Re}(f_\gamma(0)), \quad \gamma \in \pi(W),

and the remainder $\theta(\tau)$ is of the form

$$\theta(\tau) = o(e^{\omega \tau}), \quad \tau \to \infty.$$
Proof. Under condition (2.3) the Fourier transform \( \hat{k} \) of the kernel function \( k \) is a bounded integrable function

\[(2.7) \quad \hat{k} \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}). \]

By Mercer’s theorem, (2.7) implies that the integral operator \( K \) is a trace class operator (see, e.g., [16]). Hence the Fredholm determinant \( \det(I - K) \) is well defined and

\[(2.8) \quad \det(I - K\tau) = e^{-\text{tr}(K\tau)} \det_2(I - K\tau), \]

where \( \det_2 \) denotes the 2-modified Fredholm determinant. Condition (2.7) in particular means that the kernel \( k(t) \) is a continuous function, and hence

\[(2.9) \quad \text{tr}(K\tau) = k(0). \]

Using (2.8) and (2.9), Day’s formula (1.5) can be read as follows:

\[(2.10) \quad \det(I - K\tau) = e^{\sum_{i \in Q} \lambda_i} \cdot \sum_M W_M e^{w_M \tau}, \]

where the coefficients \( W_M \) and the exponents \( w_M \) are given by (1.6) and (1.7) respectively.

The computation of the leading terms of the asymptotics as \( \tau \to \infty \) for the Fredholm determinant (2.10) amounts to the solution of a purely combinatorial problem which by (1.7) is reduced to the search of \( s \)-element subsets \( M, M \subset \{1, 2, ..., q + s\} \), giving a maximum \( w \) for the real part of the exponents \( w_M \):

\[(2.11) \quad w = \max_M w_M = \max_M \left( \text{Re} \left( \sum_{j \in M} i \xi_j \right) \right). \]

Recall that the symbol \( W \) has \( s \) poles and \( u \) zeros in the upper half-plane, \( q \) poles and \( \ell \) zeros in the lower half-plane, and hence \( W \) has exactly \( r = q + s - (u + \ell) \geq 0 \) zeros on the real axis. Denote by \( U, L, \) and \( R \) the corresponding index sets enumerating the zeros of \( W \).

Clearly the maximum (2.11) coincides with the real part of the sum of all zeros of the symbol \( W \) from the lower half-plane, that is,

\[(2.12) \quad w = \text{Re} \left( \sum_{\ell \in L} i \xi_\ell \right). \]

Therefore, the “extremal” index subsets \( M \) are of the form

\[(2.13) \quad M = \{1, ..., q + s\} \setminus (L \cup Z), \quad |M| = s, \]

where \( Z \) runs over all \( (q - \ell) \)-element subsets of the index set \( R \): \( Z \subset R, \quad |Z| = q - \ell = n_-(W) \).

It is also clear that there are \( \binom{r}{q - \ell} \) subsets \( M \) such that the corresponding exponents \( w_M \) solve the extremum problem (2.11). The total number of these subsets can also be expressed in terms of the deficiency indices \( n_\pm(W) \) of the symbol \( W \) given by (2.1) and (2.2):

\[
\binom{r}{q - \ell} = \binom{n_+(W) + n_-(W)}{n_-(W)} = \binom{n_+(W) + n_-(W)}{n_+(W)}. \]
With every “extremal” set $M$ of the form (2.13) we can associate a homotopy class $\gamma$ of contours $\Gamma_\delta$ going around the real zeros $\{\xi_\ell\}_{\ell \in \mathbb{Z}}$ in the clockwise direction and surrounding all the other real zeros $\{\xi_u\}_{u \in \mathbb{R} \setminus \mathbb{Z}}$ in the counterclockwise direction, as it was described above.

Roughly speaking, the contour $\Gamma_\delta$, or more generally the corresponding homotopy class determined by the contour $2\Gamma_\delta$; assigns $n_+(W)$ real zeros of the symbol $W$ to the upper half-plane and the remaining $n_-(W)$ real zeros to the lower one. Therefore, every such contour associated with any extremal set $M$ divides the singularities (zeros and poles) of the symbol $W$ in such a manner that the total number of poles of $W$ from above with respect to the contour coincides with the total number of zeros there, and therefore the corresponding homotopy class $\gamma$ has index zero, i.e., $\gamma \in \pi(W)$.

Conversely, every homotopy class $\gamma$ of zero index, $\gamma \in \pi(W)$, determines in a unique manner an “extremal” set $M$ of the type (2.13) such that the corresponding coefficient $w_M$ solves the extremum problem (2.11). Therefore, we have a one-to-one correspondence

\begin{equation}
\gamma \mapsto M_\gamma
\end{equation}

between all homotopy classes of zero index on the one hand, and all sets (2.13), on the other.

Using the correspondence (2.14) we can extract from (2.10) the leading terms of the Fredholm determinant asymptotics as follows:

\begin{equation}
\det(I - K_\tau) = \sum_{\gamma \in \pi(W)} W_M, \exp \left( \tau (w_M, - \sum_{l \in Q} \lambda_l) \right) + \theta (\tau),
\end{equation}

where

\begin{equation}
\theta (\tau) = o(e^{\tau})
\end{equation}

(2.16)

with

\begin{equation}
\omega = \text{Re} (w_M, - \sum_{l \in Q} \lambda_l) = w - \text{Re} \left( \sum_{l \in Q} \lambda_l \right)
\end{equation}

and $w$ given by (2.11).

Given a homotopy class $\gamma \in \pi(W)$, let us compute the corresponding Fourier transform $f_\gamma(z)$ (2.4) associated with the class $\gamma$.

Let $\Gamma_\delta$ be a contour from the class $\gamma$. Under condition (2.3) we can integrate by parts in (2.4) to get

\begin{equation}
f_\gamma(z) = \frac{1}{2\pi i} \int_{\gamma} e^{-izx} \frac{W'(x)}{W(x)} dx, \quad \gamma \in \pi(W).
\end{equation}

Note that by definition of the “extremal” index set $M_\gamma$ all the zeros $\{\xi_j\}_{j \in \overline{M_\gamma}}$ are situated from below the contour $\Gamma_\delta$. In particular,

\begin{equation}
\text{Im} (\xi_j) \leq 0, \quad j \in \overline{M_\gamma},
\end{equation}

and

\begin{equation}
\text{Im} (\xi_k) \geq 0, \quad k \in M_\gamma.
\end{equation}
Using now the theorem of residua for \( z > 0 \) (closing the contour of integration \( \Gamma_\delta \) in the lower half-plane), we get

\[
(2.19) \quad f_\gamma(z) = \frac{1}{z} \left( \sum_{l \in Q} e^{-\lambda_l z} - \sum_{j \in M_\gamma} e^{-i\xi_j z} \right), \quad z > 0.
\]

Analogously, for \( z < 0 \), closing the contour \( \Gamma_\delta \) to the upper half-plane, we obtain

\[
(2.20) \quad f_\gamma(z) = -\frac{1}{z} \left( \sum_{m \in S} e^\mu m z - \sum_{k \in M_\gamma} e^{-i\xi_k z} \right), \quad z < 0.
\]

In particular, by (2.19) for \( f_\gamma(0) \) we have the expression

\[
(2.21) \quad f_\gamma(0) = \sum_{j \in M_\gamma} i\xi_j - \sum_{l \in Q} \lambda_l = w_{M_\gamma} - \sum_{l \in Q} \lambda_l.
\]

Comparing (2.21) with (2.15), we can rewrite the asymptotics (2.15) as follows:

\[
\det(I - K_\tau) = \sum_{\gamma \in \pi(W)} W_{M_\gamma} e^{\epsilon f_\gamma(0)} + \theta(\tau),
\]

where the error term is of the form (2.16) and, in addition, (2.6) holds. Hence, in order to complete the proof of the theorem we have to establish a series of equalities

\[
(2.22) \quad W_{M_\gamma} = \exp \left( \lim_{z \to +0} \int_0^\infty zf_\gamma(z)f_\gamma(-z)e^{-\varepsilon z} dz \right), \quad \gamma \in \pi(W).
\]

In fact, this result is hidden in the Ahiezer-Kac formula for symbols without real zeros combined with Day’s formula. We prefer, however, to give a direct proof of (2.22).

Given \( \gamma \in \pi(W) \), by (2.19) and (2.20) for \( z > 0 \) we have

\[
zf_\gamma(z)f_\gamma(-z) = \frac{1}{z} \left( \sum_{l \in Q} e^{-\lambda_l z} - \sum_{j \in M_\gamma} e^{-i\xi_j z} \right) \left( \sum_{m \in S} e^{-\mu m z} - \sum_{k \in M_\gamma} e^{i\xi_k z} \right)
\]

\[
= \frac{1}{z} \left( \sum_{l \in Q, m \in S} e^{-(\lambda_l + \mu m) z} - \sum_{l \in Q, k \in M_\gamma} e^{-(\lambda_l - i\xi_k) z} \right)
\]

\[
+ \frac{1}{z} \left( \sum_{j \in M_\gamma, k \in M_\gamma} e^{-(i\xi_j - i\xi_k) z} - \sum_{j \in M_\gamma, m \in S} e^{-(i\xi_k + \mu m) z} \right).
\]

By (1.4), (2.17), and (2.18) one obtains the series of inequalities

\[
\text{Re} (\lambda_l + \mu m) > 0, \quad l \in Q, \quad m \in S,
\]

\[
\text{Re} (\lambda_l - i\xi_k) > 0, \quad l \in Q, \quad k \in M_\gamma,
\]

\[
\text{Re} (i\xi_j - i\xi_k) \geq 0, \quad j \in M_\gamma, \quad k \in M_\gamma,
\]

\[
\text{Re} (i\xi_j + \mu k) > 0, \quad j \in M_\gamma, \quad m \in S.
\]

Therefore, every summand in (2.23) is a bounded function and, in particular,

\[
zf_\gamma(z)f_\gamma(-z) = O(z^{-1}), \quad z \to +\infty.
\]

Then, using the representation

\[
\int_0^\infty \frac{e^{-az} - e^{-bz}}{z} dz = \log(b) - \log(a), \quad \text{Re} (a) > 0, \quad \text{Re} (b) > 0,
\]
we immediately get that
\[ \int_0^\infty z f(z)f(-z)e^{-\varepsilon z}\,dz = \sum_{l \in Q, k \in M} \log(\lambda_l - i\xi_k + \varepsilon) - \sum_{l \in Q, m \in S} \log(\lambda_l + \mu_m + \varepsilon) 
+ \sum_{j \in M, m \in S} \log(i\xi_j + \mu_m + \varepsilon) - \sum_{j \in M, k \in M} \log(i\xi_j - i\xi_k + \varepsilon), \]
where \( \log(z) \) denotes the principal branch of the logarithm, i.e., \( \text{Im}(\log(z)) > 0 \) for \( \text{Im}(z) > 0 \). Taking the exponential function of both sides and passing to the limit as \( \varepsilon \to 0 \) we obtain the representation
\[ \exp\left( \lim_{\varepsilon \to 0} \int_0^\infty z f(z)f(-z)e^{-\varepsilon z}\,dz \right) = \prod_{l \in Q, k \in M} (\lambda_l - i\xi_k) \prod_{j \in M, m \in S} (i\xi_j + \mu_m) \prod_{j \in M, k \in M} (i\xi_j - i\xi_k). \]
(2.24)
Comparing with Day’s formula (1.6), we see that the r.h.s. of (2.24) obviously coincides with \( W_{M_t} \), which proves (2.22). Thus the proof of the theorem is completed.
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