THE MONOPOLE EQUATIONS AND J-HOLOMORPHIC CURVES ON WEAKLY CONVEX ALMOST KÄHLER 4-MANIFOLDS
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Abstract. We prove that a weakly convex almost Kähler 4-manifold contains a compact, non-constant $J$-holomorphic curve if the corresponding monopole invariant is not zero and if the corresponding line bundle is non-trivial.

0. Introduction

The theory of pseudo holomorphic curves has been bringing remarkable progress to both symplectic topology and contact topology since it was initiated by Gromov in \cite{Gr}.

On the other hand, Witten introduced the monopole equations and defined a new invariant of closed orientable smooth 4-manifolds in \cite{W}. Further, he showed that if the 4-manifold $X$ is Kähler, the computation of its invariant can be easily done by using algebraic geometry. The key is the fact that there is a some kind of correspondence between the solutions of the monopole equations on $X$ and the divisors of $X$.

After that, Taubes showed in \cite{T1}, \cite{T2}, \cite{T3} that the monopole invariant of a closed symplectic 4-manifold $(X, \omega)$ with $b^+_2 > 1$ is equivalent to its Gromov-Witten invariant that counts the “number” of codimension-1 symplectic submanifolds contained in it.

After that, Kronheimer and Mrowka \cite{K-M2} introduced a suitable analytic setting for the monopole equations on a certain class of non-compact almost Kähler 4-manifolds called A.F.A.K and extended the definition of monopole invariants to them. Further, as an application, they obtained a striking result on symplectically fillable contact 3-manifolds.

Our main aim is to extend the main result in \cite{T1} to \emph{weakly convex} almost Kähler manifolds, which are non-compact in general by the definition. Namely, such a manifold contains a compact, non-constant $J$-holomorphic curve if the corresponding monopole invariant is non-zero and if the corresponding line bundle is non-trivial. See Theorem 4.1 in Section 4 for the precise statement. The notion of weak convexity is a slightly stronger condition than that of A.F.A.K. See Definition 1.1.

Further, in Section 10 we give an application of the main result to contact topology. See Theorem 10.1.
The author would like to thank K.Ono and H.Ohta for several helpful discussions and encouragement.

1. The monopole invariants of weakly convex almost Kähler 4-manifolds

Let \((X, \omega)\) be a symplectic manifold. An almost complex structure \(J\) is said to be compatible and the triple \((X, \omega, J)\) is called almost Kähler if the bilinear form \(g(\cdot, \cdot) := \omega(\cdot, J\cdot)\) is a \(J\)-invariant Riemannian metric. It is well known that the space of smooth almost complex structures is contractible under a suitable choice of topology, such as the Whitney topology.

In this paper, we will mainly work on weakly convex almost Kähler 4-manifolds which are defined as follows:

**Definition 1.1.** An almost Kähler manifold \((X, \omega, J)\) is weakly convex if there exists a proper function \(\sigma : X \rightarrow [h, \infty)\) with \(h > 0\) which has the following properties:

- **Property (A).** Any \(x \in X\) obeys the conditions below.
  1. The injective radius at \(x\) is no less than \(\sigma(x)\).
  2. Let \(e_x\) be the map \(e_x : TX_x \rightarrow X\) defined by \(e_x(v) := \exp_x(\sigma(x)v)\) and let \(\gamma_x\) be the Riemannian metric on the unit ball in \(TX_x\) defined by \(\gamma_x := \frac{e^*_x(g)}{\sigma(x)^2}\). There exists a sequence of non-negative constants \(\{c_k\}_{k \in \mathbb{N}}\) which is independent of \(x\) such that the \(C^0\) norm of the covariant derivatives of order \(k\) of \(\gamma_x\) is bounded by \(c_k\) for each \(k \in \mathbb{N}\).
  3. Let \(\alpha_x\) be the 2-form on the unit ball defined by \(\alpha_x := \frac{e^*_x(\omega)}{\sigma(x)^2}\). There exists a sequence of non-negative constants \(\{c'_k\}_{k \in \mathbb{Z}_{\geq 0}}\) which is independent of \(x\) such that the \(C^0\) norm of the covariant derivatives of order \(k\) of \(\alpha_x\) is bounded by \(c'_k\) for each \(k \in \mathbb{Z}_{\geq 0}\).

- **Property (B).** There exists a non-negative, integrable function \(g_\sigma\) of \(\mathbb{R}^{\geq 0}\) such that
  \[
  \int_{\mathbb{R}^{\geq 0}} f g_\sigma \, dy = \int_X f \circ \sigma \, d\, \text{vol}_X
  \]
  for an arbitrary function \(f \in C^\infty_0(\mathbb{R}^{\geq 0})\). Moreover, there exist constants \(C > 0, \epsilon_0 > 0\) such that \(g_\sigma \leq C \gamma^{\epsilon_0}\). Notice that \(g_\sigma \equiv 0\) on \([0, h]\).

**Remark 1.2.** The condition of weak convexity is stronger than that of A.F.A.K. manifolds dealt with in [K-M2].

A typical example of weakly convex almost Kähler 4-manifolds is described below:

Let \(X\) be an orientable 4-manifold endowed with conical end, namely, \(X\) is diffeomorphic to \(X_0 \cup_{\phi} \partial X_0 \times [1, \infty)\) where \(X_0\) is compact with smooth boundary and \(\phi\) means the natural identification. Denote \(\partial X_0 \times [1, \infty) \subset X\) by \(X^+\) and \(\partial X_0\) by \(M\). Let \(\omega\) be a symplectic form of \(X\) which restricts to \(X^+\) as the symplectization of some contact form \(\alpha\) of \(M\), that is, \(\omega|_{X^+} = dl(t^2 \alpha)\). Denote by \(e_\alpha\) the Reeb vector field of \(\alpha\). If one chooses a Cauchy-Riemann structure \(J'\) of the contact plane field \(\zeta := \text{Ker}(\alpha)\) so that \(J'\) is compatible with \(d\alpha|_{\zeta}\), this would induce an
almost complex structure \( J \) compatible with \( \omega \) over \( X^+ \). In fact, if we identify \( TX^+ \) with \( TM \oplus TR^{\geq 1} \), \( J \) is determined by the rules that \( J(\partial_t) = e_0, J(e_0) = -\partial_t \) and that \( J(Y) = J'(Y) \) if \( Y \) is tangent to \( \zeta \). Then \( J \) extends to the interior of \( X_0 \) so that it is compatible with \( \omega \). We can easily check that the pair \( (\omega, J) \) satisfies all the conditions of weak convexity. In fact, let \( f \) be a smooth Morse function of \( X \) such that \( f|_{X^+} = t \) and \( f \geq \frac{1}{\kappa} \) on \( X \). We may define the function \( \sigma \) by \( \sigma := \kappa f \) where \( \kappa \) is a sufficiently small positive constant.

This example brings us to the following definition.

**Definition 1.2** ([E]). A symplectic 4-manifold \((X_0, \omega)\) is a symplectic filling of a contact 3-manifold \((M, \zeta)\) if \((X_0, \omega)\) satisfies the following:

1. \( X_0 \) is compact.
2. \( \partial X_0 = M \) as oriented manifolds.
3. \( \omega|_\zeta \) is non-degenerate.

Recall that in general a contact structure induces a canonical orientation to the base manifold if its dimension is \( 4n + 3 \). (But in this case, there is no canonical orientation for the contact plane field.)

**Proposition 1.3** ([K-M2]). Let \((X_0, \omega)\) be a symplectic filling of a contact manifold \((M, \zeta)\). We can construct a weakly convex almost Kähler 4-manifold \((X, \tilde{\omega}, J)\) which admits an embedding \( \iota : (X_0, \omega) \hookrightarrow (X, \tilde{\omega}) \) such that \( \zeta \) is invariant under the action of \( \iota^*(J) \) and such that \( X - \iota(\text{Int}X_0) \) is diffeomorphic to \( \partial X_0 \times [1, \infty) \). Moreover, this construction is unique in the sense that two such weakly convex almost Kähler structures can be connected by a smooth 1-parameter family. In particular, if \( \omega|_M \) is exact, \((X, \tilde{\omega}, J)\) can be made so that it is as described above as a typical example.

Let \((X, \omega, J)\) be an almost Kähler 4-manifold. \( X \) has a Spin\(^c\) structure \( s_\omega \) that is determined canonically by \( \omega \). With this understood, define the set \( S(X, \omega) \) as follows:

**Definition 1.4.** \( S(X, \omega) \) consists of the isomorphism classes of the pairs \((s, g)\) where \( s \) is a Spin\(^c\) structure of \( X \) being identified with \( s_\omega \) outside some compact set through the isomorphism \( g \).

As we will see later, \( S(X, \omega) \) can be identified with the set of isomorphism classes of complex line bundles that have trivializations outside some compact sets. See Section 3.

If \((X, \omega, J)\) is weakly convex, it is A.F.A.K. by the very definition. Therefore, following [K-M2], we can define its monopole invariant. In our terminology, this invariant is a map \( SW : \{(X, \omega, J, s, g)\} \rightarrow \mathbb{Z} \) obeying the properties below.

**Property (1).** \( SW(X, \omega_0, J_0, s_0, g_0) = \pm SW(X, \omega_1, J_1, s_1, g_1) \) if there exists a smooth 1-parameter family \( \{(\omega_t, J_t, g_t)\}_{0 \leq t \leq 1} \) outside some compact set \( K \) such that \( g_t : s|_K \mapsto s_{\omega_t}|_K \) are isomorphisms and such that \( (\omega_t, J_t) \) are almost Kähler structures being weakly convex in the following sense: For some compact \( K' \) with \( K \subset \text{Int}K' \), there exists a family of proper functions \( \sigma_t : X \setminus \text{Int}K' \rightarrow [h, \infty) \) with \( h > 0 \) such that \( (\omega_t, J_t, \sigma_t) \) satisfies Property (A) for any \( x \in X \setminus \text{Int}K' \) and Property (B) with \( X \) replaced by \( X \setminus \text{Int}K' \).

In a word, the invariant up to sign depends only on the choice of a Spin\(^c\) structure and on the “boundary condition”.

**Property (2).** \( SW(X, \omega, J, s_\omega, \text{id}) = 1. \)
Property (3). Suppose that \( SW(X, \omega, J, s, \varrho) \neq 0 \). Then \( \langle c_1^2(L_s, \varrho) - c_1(L_s, \varrho) \cup c_1(K), [X] \rangle = 0 \). Furthermore, \( \langle c_1(L_s, \varrho) \cup [\omega], [X] \rangle \geq 0 \) with equality only if \((s, \varrho) \equiv (s_\omega, \text{id})\).

Here \( L_s \) stands for the corresponding line bundle to \( s \) and \( \varrho \) is the trivialization of \( L_s \) induced by \( \varrho \) outside a compact set. The first Chern class of \( L_s \) is regarded as an element of the compactly support cohomology group of \( X \) through \( \varrho \). Similarly, \([X]\) denotes the generator of the fourth homology group of a locally finite singular chain over \( \mathbb{Z} \) whose orientation is compatible with \( \omega \). \( K \) in (3) denotes the canonical line bundle of \((X, J)\).

Remark 1.5. Proposition 1.3 means that we can well define \( SW \) for the pair of contact 3-manifolds and its simplectic filling.

2. Monopole equations on symplectic 4-manifolds

We will review some basic facts about monopole equations, especially those on symplectic manifolds.

1. Let \((X, g)\) be a Riemannian 4-manifold. A monopole equation on \((X, g)\) is a non-linear P.D.E. depending on the choice of a \(\text{Spin}^c\) structure \(s\) of \(X\). So we will review the definitions of \(\text{Spin}^c\) structures and Dirac operators first.

   a) \(\text{Spin}^c\) structure \(s\) is a \(\text{Spin}^c(4) = \text{Spin}(4) \times U(1)\) lift of the oriented orthonormal frame bundle \(Fr(TX)\). Through the standard representations of \(\text{Spin}^c(4)\), \(s\) associates the positive (resp. negative) spinor bundle \(W_s^+\) (resp. \(W_s^-\)). \(W_s^\pm\) is a complex, Hermitian, rank-2 vector bundle endowed with the linear map \(\rho : TX \to \text{Hom}(W_s^+, W_s^-)\) called Clifford multiplication that obeys the relation \(\rho(v)^* \circ \rho(v) = -g(v)\text{id}\). The signs of \(W_s^\pm\) are canonically determined by the orientation of \(X\).

   The \(\text{Spin}^c(4)\) group appears as the structure group of a 4-tuple \((TX, W_s^+, W_s^-, \rho)\), which is just the central extension by \(U(1)\) of the structure group \(SO(4)\) of \(TX\). Thus we can recover the principle bundle \(s\) from the 4-tuple according to the standard argument. Therefore, \(\text{Spin}^c\) structures are in one-to-one correspondence with the isomorphism classes of spinor bundles.

   b) A \(\text{Spin}^c(4)\) connection of \(s\) is said to be compatible if the associated connection of \(Fr(TX)\) agrees with the Levi-Civita connection. Let \(\nabla^W\) be a \(U(2) \times U(2)\) connection on the spinor bundle \(W_s := W_s^+ \oplus W_s^-\). Then \(\nabla^W\) is a \(\text{Spin}^c(4)\) connection if and only if the subbundle \(\rho(TX) \subset \text{Hom}(W_s^+, W_s^-)\) is preserved by the induced connection \(\nabla^{\text{Hom}}\) and is compatible if and only if \(\nabla^{\text{Hom}}|_{\rho(TX)}\) agrees with (the push-forward of) the Levi-Civita connection.

   The splitting \(\mathfrak{spin}^c(4) = \mathfrak{so}(4) \oplus \mathfrak{u}(1)\) implies that a \(\text{Spin}^c(4)\) connection is determined by choosing a \(U(1)\) connection of the determinant line bundle \(L_s := \det(W_s^+)(= \det(W_s^-))\). Therefore, the space of a compatible \(\text{Spin}^c\) connection is an affine space modelled by the space of pure imaginary 1-forms.

   c) With a compatible \(\text{Spin}^c(4)\) connection \(\nabla_B\) given, where \(B\) stands for the corresponding \(U(1)\) connection of the determinant line bundle, the Dirac operator \(D_B\) is defined to be the composition of the sequence

\[
(2.1) \quad \Gamma(W_s^+) \xrightarrow{\nabla_B} \Gamma(TX^* \otimes W_s^+) \xrightarrow{\text{Cont}(\rho \otimes \text{id})} \Gamma(W_s^-),
\]

where we identify \(TX\) and \(T^*X\) with each other and \(\text{Cont}\) stands for the contraction.
The metrics on them are the ones induced by $g$ respectively. Notice that $\text{automorphism of } W$ is the pulling-back of connections. We can regard $G$ the natural extension of the Clifford multiplication. The subscript `0' means the traceless part of the said endomorphism.

This equation is equivariant under the action of the gauge group

$$G := \text{Map}(X, U(1))$$

which acts on $\Gamma(W^+_s)$ by the multiplication of a complex number and on $\mathcal{A}(L_s)$ by the pulling-back of connections. We can regard $G$ as the subgroup of the bundle automorphism of $W_s$ that respects the Clifford multiplication.

Notice that (2.2.2) consists of gauge invariant terms. If we add an arbitrary pure imaginary self-dual 2-form to the right-hand side of (2.2.2) to perturb the equation, it remains gauge equivariant.

2. Let $(X, \omega, J)$ be an almost Kähler 4-manifold. Denote by $g_J$ the corresponding Riemannian metric. We will see that the monopole equations (2.2) on the Riemannian manifold $(X, g_J)$ can be written in terms of differential forms and Dolbeaut operators.

a) There is a Spin$^c$ structure $s_\omega$ canonically determined by $\omega$. This derives from the fact that the natural projection homomorphism $\text{pr} : \text{Spin}^c(4) \to SO(4)$ has a canonical inverse homomorphism over the subgroup $U(2) \subset SO(4)$. The spinor bundle and the Clifford multiplication for $s_\omega$ can be explicitly written in terms of differential forms. In fact, define $W^+_{s_\omega} := \Lambda^{0,0} \oplus \Lambda^{0,2}$ and $W^-_{s_\omega} := \Lambda^{0,1}$. The metrics on them are the ones induced by $g_J$. The Clifford multiplication is given for $v \in TX_x$ by $\rho(v) := \sqrt{2}(\langle v^{0,1} \rangle + \langle v^{0,1} \rangle^*)$. From the more intrinsical viewpoint, the decomposition $W^+_{s_\omega} = \Lambda^{0,0} \oplus \Lambda^{0,2}$ is just the eigenspace decomposition of $\rho(\omega) \in \text{End}(W^+)$. The corresponding eigenvalues are $-2\sqrt{-1}$ and $2\sqrt{-1}$, respectively. Notice that $\omega$ is a self-dual 2-form with length $\sqrt{2}$.

b) We will see that there are two natural Spin$^c$ connections for $W_s$.

Let $\nabla^1_J$ be the compatible Spin$^c$ connection that projects to $\Lambda^{0,0}$ as the trivial connection $d$. $\nabla^1_J$ preserves the decomposition above if and only if the pair $(\omega, J)$ is Kähler. In fact, if it preserves the decomposition, $\rho(\omega)$ is parallel with respect to the induced connection, which implies that $\nabla^{L,JC} \omega \equiv 0$. Then it follows that $\nabla^{L,JC} J \equiv 0$, that is, $J$ is integrable.

Let $\nabla^2_J$ be the $U(2) \times U(2)$ connection on $W_{s_\omega}$ defined by the composition of the sequence

$$\bigoplus_p \Lambda^{0,p} \xrightarrow{\nabla^{L,JC}} T^* X \otimes \left( \bigoplus_p \Lambda^{0,p} T^* X \otimes \mathbb{C} \right) \xrightarrow{id \otimes pr} T^* X \otimes \left( \bigoplus_p \Lambda^{0,p} \right).$$

We can check after a short calculation that $\nabla^2_J$ is indeed a Spin$^c(4)$ connection. This preserves the decomposition $W^+_{s_\omega} = \Lambda^{0,0} \oplus \Lambda^{0,2}$ and restricts it to $\Lambda^{0,0}$ as the trivial connection $d$, but it is not compatible unless $(\omega, J)$ is Kähler as we have seen before.

c) Define the operators $D^1$ and $D^2$ to be the compositions of the sequence (2.1) with $\nabla^B$ being replaced by $\nabla^1_J$ and $\nabla^2_J$, respectively. The former is one of the usual
Dirac operators for Spin$^c$ structures and the latter is written in the following form

$D^2 = \sqrt{2(\bar{\partial} + \partial^*)}$,

where $\partial$ is the Dolbeaut operator. Then we can easily check after a short calculation that $D^1 = D^2$ if and only if $d\omega = 0$.

d) Fix a Spin$^c$ structure $s$. Then its spinor bundle is given as the tensor product over $\mathbb{C}$ of $W_s$ with a suitable complex line bundle $L$. The Dirac operator for $s$ is given by choosing a $U(1)$ connection $a$ for $L_s$ and is written as

$D_s = \sqrt{2(\bar{\partial}_a + \partial^*_a)}$,

where $\bar{\partial}_a$ means the usual coupled Dolbeaut operator. Note that

$\Lambda^\pm \otimes \mathbb{C} = \Lambda^{2,0} \oplus \Lambda^{0,2} \oplus \mathbb{C}(\omega)$,

$\Lambda^- \otimes \mathbb{C} = \Lambda^{1,1} \cap (\mathbb{C}(\omega))^\perp$.

With this understood, the monopole equation corresponding to $s$ is written as

$\bar{\partial}_a \alpha + \partial^*_a \beta = 0$,

$2F_a^{0,2} + F_a^{0,2} = \frac{1}{2} \alpha^* \beta$,

$\Lambda(2F_a + \frac{1}{\kappa} F_a) = \frac{\sqrt{-1}r}{2}(|\alpha|^2 - |\beta|^2)$,

where

$(\alpha, \beta, a) \in \Gamma(\Lambda^{0,0} \otimes L) \times \Gamma(\Lambda^{0,2} \otimes L) \times \mathcal{A}(L)$.

Here $F_a$ is the curvature of the connection $\nabla^2_{\partial_a}$ and $\Lambda : \Lambda^{p,q} \mapsto \Lambda^{p-1,q-1}$ denotes the adjoint of $\omega \wedge : \Lambda^{p-1,q-1} \mapsto \Lambda^{p,q}$. Notice that $\rho(\gamma_2)\gamma_1 = 2\gamma_1\gamma_2$ for $\gamma_1 \in \Lambda^{0,0}$ and $\gamma_2 \in \Lambda^{0,2}$.

3. The moduli spaces of monopole equations on weakly convex almost Kähler manifolds

Let $(X, \omega, J)$ be a weakly convex almost Kähler 4-manifold.

Our main object is the following equation, which was introduced for the first time by Taubes:

$\bar{\partial}_a \alpha + \partial^*_a \beta = 0$,

$F_a^{0,2} = \frac{r}{4} \alpha^* \beta + \eta^{0,2}$,

$\Lambda F_a = \frac{\sqrt{-1}r}{4}(-1 + |\alpha|^2 - |\beta|^2) + \Lambda \eta$.

Here $\eta$ is a pure imaginary self-dual 2-form introduced for the equation to be transverse. $r$ is a positive constant which we will call the rescaling parameter.

Remark 3.0. The equation above is obtained from (2.7) by dropping the terms derived from the curvature of the anti-canonical line bundle, adding $-\frac{\sqrt{-1}r}{2}$ to the right-hand side of (2.7.3) and rescaling $(\alpha, \beta)$ by the factor $\sqrt{r}$. From the more
intrinsical viewpoint, it is equivalent to the following equation:

\[(3.2.1)\quad D_\alpha \Phi = 0,\]

\[(3.2.2)\quad 2\rho(F_{\alpha}^+) = r\{(\Phi^*)_0 - \frac{\sqrt{-1}}{2}\rho(\omega)\}.\]

Fix an element \((s, \varrho) \in S(X, \omega)\) and suppose that \(W_s = W_{s_\omega} \otimes L\) for a complex line bundle \(L\). \(\varrho: W_s|_{X \setminus K} \overset{\cong}{\rightarrow} W_{s_\omega}|_{X \setminus K}\) induces \(\hat{\varrho}: L|_{X \setminus K} \overset{\cong}{\rightarrow} (X \setminus K) \times \mathbb{C}\) where \(K\) is some compact set. Denote by \(L_\varrho\) the line bundle \(L\) endowed with the trivialization \(\hat{\varrho}\) outside some compact set.

With this understood, we will introduce a suitable analytic setting for the equation (3.1) following [K-M2].

The equation (3.1) for \(s_\omega\) has the element \((\mathbb{I}, 0, d) \in \Gamma(\Lambda^{0,0}) \times \Gamma(\Lambda^{0,2}) \times \mathcal{A}(X \times \mathbb{C})\) as a special solution for any choice of \(r\). (Here \(X \times \mathbb{C}\) means the trivial line bundle over \(X\).) We will adopt it as an asymptotic solution and define the function spaces \(\Gamma_0, \mathcal{A}_0\) and \(\mathcal{G}_0\) as follows:

\[(3.3.1)\quad \Gamma_0 := \{ (\alpha, \beta) \in \Gamma^\infty(\Lambda^{0,0}(L_\varrho) \oplus \Lambda^{0,2}(L_\varrho)) \mid (\alpha, \beta) - (\mathbb{I}, 0) \text{ has a compact support} \},\]

\[(3.3.2)\quad \mathcal{A}_0 := \{ a \in \mathcal{A}^\infty(L_\varrho) \mid a - d \text{ has a compact support} \},\]

\[(3.3.3)\quad \mathcal{G}_0 := \{ u \in C^\infty(X; \mathbb{C}) \mid |u| = 1, u - 1 \text{ has a compact support} \}.\]

\(\hat{\varrho}\) allows us to identify \(\Lambda^{0,0}(L_\varrho) \oplus \Lambda^{0,2}(L_\varrho)\) with \(\Lambda^{0,0} \oplus \Lambda^{0,2}\) outside some compact set \(K\). Similarily, \(a|_{X \setminus K}\) can be regarded as a \(U(1)\) connection of the trivial complex line bundle over \(X \setminus K\). These identifications are implicit in (3.3). We will adopt some suitable completions of the spaces \(\Gamma, \mathcal{A}\) and \(\mathcal{G}\) as our function spaces.

\(\mathcal{G}\) is the completion of \(\mathcal{G}_0\) with respect to the Sobolev \(W^{k+1,2}\) norm defined by the Riemannian metric \(g_J\) and the covariant derivatives.

\(\mathcal{A}_0\) can be identified with the space of compact support, smooth and pure imaginary self-dual 2-forms by choosing a base point \(a_0\). \(\mathcal{A}\) is the completion of \(\mathcal{A}_0\) with respect to the usual \(W^{k,2}\) norm for differential forms.

Define the Sobolev \(W^{k,2}\)-norm for \(\Gamma_0\) by making use of the Riemannian metric \(g_J\), the Hermitian metric of \(W_s \equiv \Lambda^{0,0}(L_\varrho) \oplus \Lambda^{0,2}(L_\varrho)\) and the covariant derivative \(\nabla^J_\varrho \otimes \text{id} + \text{id} \otimes \nabla_{a_0}\). \(\Gamma\) is the completion of \(\Gamma_0\) with respect to this norm.

Let us fix \(k\) sufficiently large so that the Sobolev embedding theorem implies that these function spaces belong to \(C^4\). Then the Sobolev multiplication theorem implies that the gauge group \(\mathcal{G}\) acts naturally on \(\Gamma \times \mathcal{A}\). In fact, these spaces are smooth Hilbert manifolds with the former acting as a Hilbert Lie group. Furthermore, the action is free. Thus, the quotient space \(\mathcal{B}\) is also a Hilbert manifold. The standard argument in gauge theory shows that \(\mathcal{B}\) is Hausdorff. See [K-M2].

To have the equation transverse, we introduce a Banach space \(\mathcal{N}\) as a completion of the space of compact support, smooth, pure imaginary self-dual 2-forms. The norm \(\| \cdot \|_\mathcal{N}\) is given by \(\| \eta \|_\mathcal{N} := \| \exp(\epsilon_1 \sigma) \cdot \eta \|_{C^4(X)}\) where \(\epsilon_1 > 0\) and \(l \geq k + 1\) are fixed. We always assume that the \(\eta\) in the equation (3.1) is chosen from this Banach space.

With this understood, we will give some results needed later and the definition of the monopole invariant in [K-M2] in the form suitable for our terminology.

**Proposition 3.1** ([K-M2]). Let \((\alpha, \beta, a) \in \Gamma \times \mathcal{A}\) be a solution of the equation (3.1). There exist positive constants \(C_0\) and \(C'_0\) which depend only on \((\omega, J, c_1(L_\varrho))\)
and have the following significance: If \( r \geq C_0 \), then
\[
\int_X |\nabla_a \alpha|^2 + 2|\nabla_a \beta|^2 + \frac{r}{2} (1 - |\alpha|^2)^2 + \frac{r}{2} (1 + 2|\alpha|^2 + |\beta|^2)|\beta|^2 \\
\leq C'_0 \|\eta\|_{L^1(X)} + 2\pi \langle c_1(L_\varnothing) \cup [\omega], [X] \rangle.
\]

**Proposition 3.2** ([K-M2]). Let \((\alpha, \beta, \sigma) \in \Gamma \times \mathcal{A}\) be a solution of equations (3.1) with \( r \geq 1 \) and \( \|\eta\|_{\mathcal{N}} \leq 1 \). There exist positive constants \( \nu_r \) and \( \chi_r \) which depend only on \( r \) and on \((\omega, J, c_1(L_\varnothing))\) and have the following significance:
\[
\{ |\alpha|^2 - 1 | + |\nabla_a \alpha|^2 + |\beta|^2 + |\nabla_a \beta|^2 + |P^+ F_a| + |P^- F_a| \} \leq \chi_r e^{-\nu_r \sigma(x)}
\]
for any \( x \in X \).

**Theorem 3.3** ([K-M2]). Define \( \mathcal{M}(\omega, J, s, \varrho) \) to be the set
\[
\{ (\omega, \beta, \alpha, \eta, \varrho) \in \mathcal{B} \times \mathcal{N} \times \mathbb{R}^2 \mid (\alpha, \beta, \sigma) \text{ obeys (3.1) with these } \eta \text{ and } \varrho \},
\]
where \( (\ast) \) means the gauge equivalence class of \( (\ast) \). Then \( \mathcal{M}(\omega, J, s, \varrho) \) is a Banach submanifold of \( \mathcal{B} \times \mathcal{N} \times \mathbb{R}^2 \). The projection \( \Pr: \mathcal{M}(\omega, J, s, \varrho) \to \mathcal{N} \times \mathbb{R}^2 \) is a proper Fredholm map of index \( \langle c_1^2(L_\varnothing) - c_1(L_\varnothing) \cup c_1(K), [X] \rangle \) and the index line bundle has a canonical orientation determined by \((\omega, J)\).

Here \( c_1(L_\varnothing) \) means \( c_1(L, \varnothing) \). \( c_1(L, \varnothing) \) and \([X]\) are as explained in Section 1. \( K \) denotes the canonical line bundle of \((X, J)\). Theorem 3.3 implies that if \((\eta, r)\) is generic, namely, if it is chosen from a suitable Baire subset of \( \mathcal{N} \times \mathbb{R}^2 \), then \( \Pr^{-1}(\eta, r) \) is a compact oriented manifold of dimension \( \langle c_1^2(L_\varnothing) - c_1(L_\varnothing) \cup c_1(K), [X] \rangle \). We will refer to \( \Pr^{-1}(\eta, r) \) as the moduli space.

**Definition 3.4.** The monopole invariant \( SW: S(X, \omega) \to \mathbb{Z} \) is defined as follows:

1. If \( \langle c_1^2(L_\varnothing) - c_1(L_\varnothing) \cup c_1(K), [X] \rangle \neq 0 \), then \( SW(s, \varrho) = 0 \).
2. If \( \langle c_1^2(L_\varnothing) - c_1(L_\varnothing) \cup c_1(K), [X] \rangle = 0 \), then \( SW(s, \varrho) \) is the sum of the suitable signs that are imposed to each connected component of the 0-dimensional manifold \( \Pr^{-1}(\eta, r) \) for generic \((\eta, r)\). It does not depend on the choice of the pair \((\eta, r)\).

4. The statement of the main result

Let \((X, \omega, J)\) be a weakly convex almost Kähler 4-manifold. Let \( \mathcal{M}(\omega, J, s, \varrho) \) be the space as given in Section 3. Our main result follows:

**Theorem 4.1.** Let \( \{r_n\}_{n \in \mathbb{N}} \) be a sequence of positive numbers which tends to infinity when \( n \) tends to infinity. Suppose there exists a sequence \( \{ (\alpha_n, \beta_n, \alpha_n, \eta_n, \varrho_n) \}_{n \in \mathbb{N}} \) such that \( (\alpha_n, \beta_n, \alpha_n, \eta_n, \varrho_n) \in \mathcal{M}(\omega, J, s, \varrho) \) obeying \( \|\eta_n\|_{\mathcal{N}} \leq e^{-\tau_n} \). Then, after passing to a suitable subsequence, \( \{\alpha_n^{-1}(0)\}_{n \in \mathbb{N}} \) converges in the Hausdorff topology to a compact \( J \)-holomorphic curve \( D \) (which may have multiple irreducible components) whose homology class \([D]\) \( \in H_2(X, \mathbb{Z}) \) is the Poincaré dual of \( c_1(L_\varnothing) \).

This theorem is an extension of the main result in [T1] where \( X \) is supposed to be closed. When \( X \) is non-compact, we must overcome the following problems:

The first one is that the sets \( \alpha_n^{-1}(0) \) may possibly escape to the infinity of the end when \( n \) tends to infinity. The monotonicity formula for local energy integral can settle this problem as long as we have an a priori bound for the total energy integral \( \frac{1}{r} \int_X r |1 - |\alpha|^2| \), the bound which is independent of \( r \).
The second one is that it is not obvious at first whether the a priori bound for the total energy integral does exist.

The third one, which is related to the second one, is that the argument in [T1] to find the a priori $C^0$ bound of the anti-self-dual part of the curvature does not work directly in our case.

Our strategy is divided into 3 steps:

**Step 1.** We will show in Sections 5 and 6 that the $C^0$ estimates of the terms $|1 - |\alpha|^2|, |\beta|^2, |\nabla_\alpha \alpha|^2, |\nabla_\alpha \beta|^2$ and $|F^\pm|^2$ given in [T1] are also valid in our case. The major difference from [T1] is in the proof of the $C^0$ estimate for $F^\pm$, which is given in Section 6.

**Step 2.** We will derive in Section 7 an a priori estimate of the total energy integral.

**Step 3.** We will derive in Section 8 a slightly refined monotonicity formula for local energy integral.

With these achieved, we can easily show that $\alpha_n^{-1}(0)$ does remain in some compact set when $n$ tends to infinity. This will be done in Section 9 and allows us to handle the issue as if our manifold $X$ were compact. Thus applying the arguments in [T1] almost directly, we can prove Theorem 4.1.

Before going on to the proof, let us agree that we are subject to Assumption 1 and Conventions 1 and 2 below in Section 5, 6, 7, 8 and 9 unless otherwise specified:

**Assumption 1.** We suppose that $r \geq 1$ and that
\[ \|\eta\|_N \leq e^{-r}. \]

**Convention 1.** We adopt the following convention for constants:

a. The symbol $C$ with no subscript stands for a positive constant which depends only on the data $(\omega, J, c_1(L_\omega))$ and that the value which $C$ is supposed to be may vary from line to line even in a single formula.

b. The symbol $C$ with some subscript such as $C_1$ stands for a positive constant which depends only on $(\omega, J, c_1(L_\omega))$ and the value which it is supposed to be is consistent in later arguments.

**Convention 2.** If we say that a constant, such as $r$, $\kappa$ and so on, is *sufficiently large*, it means that it is larger than a suitable positive constant that depends only on $(\omega, J, c_1(L_\omega))$.

## 5. Preliminary estimates

We will devote this section to derive preliminary estimates.

It is known that the Dolbeaut operators on an almost Kähler manifold satisfy the Kähler identities. See [Ma]. Our starting point is the following identities which derive from the Kähler identities after a short calculation (see [Ko]):

\[ \overline{\partial}_a \overline{\partial}_a \alpha = \frac{1}{2} \nabla^*_\alpha \nabla_\alpha \alpha - \frac{1}{2} \sqrt{-1}(\Lambda F_\alpha) \alpha, \]
\[ \overline{\partial}_a \overline{\partial}_a \alpha = N \circ \partial_\alpha \alpha + F^{0,2}_\alpha \alpha, \]
\[ \overline{\partial}_a \overline{\partial}_a \beta = \partial^*_\beta \circ N^* \beta + (F^{0,2}_\alpha)^* \beta, \]
\[ \overline{\partial}_a \overline{\partial}_a \beta = \frac{1}{2} \nabla^*_\alpha \nabla_\alpha \beta + \frac{1}{2} \sqrt{-1}(\Lambda (F_a + F_{\mathcal{R}})) \beta, \]
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where $N \in \text{Hom}(\Lambda^{1,0}, \Lambda^{0,2})$ is the Nijenhuis tensor of $J$, $\tilde{\nabla}_a$ is the unitary connection of $\Lambda^{0,2} \otimes L$ whose $(1,0)$ part agrees with the Dolbeaut operator $\bar{\partial}_a : \Omega^{0,2}(L) \to \Omega^{1,2}(L)$ and $F_0 + F_\infty$ is the curvature of $\tilde{\nabla}_a$.

**Remark.** In the case where $(\omega, J)$ is Kähler, the identities (5.1) are exactly the Weitzenböck formula of a Dirac operator.

It follows from (3.1) and (5.1) after a short calculation that

\begin{equation}
\frac{1}{2} \nabla_a^* \nabla_a \alpha = -\frac{r}{8} (-1 + |\alpha|^2 + |\beta|^2) \alpha - \partial_a^* \circ N^* \beta
\end{equation}

\begin{equation}
- (\eta^{0,2})^* \beta + \frac{\sqrt{-1}}{2} (\Lambda \eta) \alpha,
\end{equation}

\begin{equation}
\frac{1}{2} \nabla_a^* \nabla_a \beta = -\frac{r}{8} (1 + |\alpha|^2 + |\beta|^2) \beta + N \circ \partial_a \alpha
\end{equation}

\begin{equation}
- \frac{\sqrt{-1}}{2} (\Lambda F_\infty) \beta - \alpha \eta^{0,2} - \frac{\sqrt{-1}}{2} (\Lambda \eta) \beta.
\end{equation}

Taking the inner product of (5.2.1) with $\alpha$ and making use of the identity $\frac{1}{2} \Delta(|\alpha|^2) = \langle \nabla_a^* \nabla_a, \alpha \rangle - |\nabla_a \alpha|^2$, it follows that

\begin{equation}
\frac{1}{4} \Delta(|\alpha|^2) = - \frac{1}{2} |\nabla_a \alpha|^2 - \frac{r}{8} (-1 + |\alpha|^2 + |\beta|^2) |\alpha|^2 - \langle \partial_a^* \circ N^* \beta, \alpha \rangle
\end{equation}

\begin{equation}
- \langle \eta^{0,2}, \beta, \alpha \rangle + \frac{\sqrt{-1}}{2} \Lambda \eta |\alpha|^2.
\end{equation}

Similarly, it follows that

\begin{equation}
\frac{1}{4} \Delta(|\beta|^2) = - \frac{1}{2} |\tilde{\nabla}_a \beta|^2 - \frac{r}{8} (1 + |\alpha|^2 + |\beta|^2) |\beta|^2
\end{equation}

\begin{equation}
+ \langle \beta, N \circ \partial_a \alpha \rangle - \frac{\sqrt{-1}}{2} (\Lambda F_\infty) |\beta|^2
\end{equation}

\begin{equation}
- \langle \eta^{0,2} \alpha, \beta \rangle - \frac{\sqrt{-1}}{2} (\Lambda \eta) |\beta|^2.
\end{equation}

Since $(X, \omega, J)$ is weakly convex, $N$, $F_\infty$ and their higher covariant derivatives are all bounded. Thus by dropping some non-positive terms and applying Schwarz’ inequality, we obtain

**Lemma 5.0.** Let $(\alpha, \beta, \alpha)$ be a solution of equations (3.1) with $r \geq 1$. It holds that

\begin{equation}
\frac{1}{2} \Delta + \frac{r}{4} |\alpha|^2 (|\alpha|^2 - 1)
\end{equation}

\begin{equation}
\leq -|\nabla_a \alpha|^2 + C |\tilde{\nabla}_a \beta| \cdot |\alpha| + (C + |\eta|) |\alpha| \cdot |\beta| + |\eta| \cdot |\alpha|^2,
\end{equation}

\begin{equation}
\frac{1}{2} \Delta + \frac{r}{4} |\alpha|^2 |\beta|^2\leq -|\nabla_a \beta|^2 - \frac{r}{4} (1 - \frac{C}{r}) |\beta|^2
\end{equation}

\begin{equation}
+ C |\nabla_a \alpha| \cdot |\beta| + |\eta| \cdot |\alpha| \cdot |\beta| + |\eta| \cdot |\beta|^2.
\end{equation}

By making use of it, we can show

**Proposition 5.1.** Let $(\alpha, \beta, \alpha)$ be a solution of equations (3.1) with $r \geq 1$. There exist non-negative constants $\kappa_1, \kappa_2$ which depend only on $(\omega, J, c_1(L_e))$ and have
Proof. It follows from (4.1), (5.4.1), (5.4.2) and Hölder’s inequality that

\[
\frac{1}{2} \Delta + \frac{r}{4} |\alpha|^2 \leq - \left( 1 - \frac{\zeta \kappa_1}{r^{1+p}} \right) |\nabla \alpha|^2 - \frac{\zeta}{2} r^p |\nabla \beta|^2 - \frac{\zeta}{24} r^{1+p} |\beta|^2 + \kappa_2 \left( \frac{1}{r} + \zeta \right) \frac{1}{r^p} |\alpha|^2.
\]

By putting \( \alpha \) and \( \beta \) to be solutions of (3.1) with \( r \geq 1 \), and have the following significance: If \( p \) and \( \zeta \) obey that \( 1 \geq p \geq 0 \), \( \zeta > 0 \), then

\[
\frac{1}{2} \Delta + \frac{r}{4} |\alpha|^2 \leq - \left( 1 - \frac{\zeta \kappa_1}{r^{1+p}} \right) |\nabla \alpha|^2 - \frac{\zeta}{2} r^p |\nabla \beta|^2 - \frac{\zeta}{24} r^{1+p} |\beta|^2 + \kappa_2 \left( \frac{1}{r} + \zeta \right) \frac{1}{r^p} |\alpha|^2.
\]

Proof. It follows from (4.1), (5.4.1), (5.4.2) and Hölder’s inequality that

\[
\text{R.H.S.} \leq - |\nabla \alpha|^2 - \zeta r^p |\nabla \beta|^2 - \frac{\zeta}{8} r^{1+p} |\beta|^2
\]

\[
+ C_1 \zeta r^p |\nabla \alpha||\beta| + C_2 |\nabla \beta||\alpha| + C_3 (1 + \zeta) |\alpha||\beta| + |\eta||\alpha|^2
\]

\[
\leq - (1 - \frac{C_1 \zeta}{2r^{1+p}}) |\nabla \alpha|^2 - r^p \left( \frac{\zeta}{2} \right) |\nabla \beta|^2
\]

\[
- \frac{r^{1+p}}{8} \left( \frac{4C \zeta}{C_1} - \frac{4C_2}{C_1} (1 + \zeta) \right) |\beta|^2 + \frac{1}{r^p} \left( \frac{C_2}{2} + \frac{C_3 \zeta}{2} (1 + \zeta) + r^p |\eta| \right) |\alpha|^2.
\]

By putting \( \epsilon_1 = 12C_1 \), \( \epsilon_2 = \frac{\epsilon_1}{C_1} \) and \( \epsilon_3 = \frac{12C_1 (1 + \zeta)}{\zeta} \), we obtain the result. \( \square \)

**Proposition 5.2.** Let \((\alpha, \beta, a)\) be a solution of equations (3.1) with \( r \geq 1 \). There exists a constant \( C \) which depends only on \((\omega, J, c_1(L_g))\) and has the following significance: It holds that

\[
|\alpha|^2 + |\beta|^2 \leq 1 + \frac{C}{r}.
\]

Proof. Define \( f \) to be \(|\alpha|^2 - 1 + |\beta|^2 - \frac{\kappa}{r}\) where \( \kappa \) is a positive constant determined later. Proposition 5.1 implies that \( f \) obeys

\[
\frac{1}{2} \Delta + \frac{r}{4} |\alpha|^2 \leq \left( C - \frac{\kappa}{4} \right) |\alpha|^2.
\]

By taking \( \kappa \) sufficiently large, the right-hand side is nonpositive. On the other hand, \( f \) is negative outside some compact set (that may depend on \( r \) and \( \kappa \)). Thus a maximum principle implies \( f \leq 0 \). \( \square \)

**Proposition 5.3.** Let \((\alpha, \beta, a)\) be a solution of equations (3.1) with \( r \geq 1 \). There exists a constant \( C_M \) which depends only on \((\omega, J, c_1(L_g))\) and has the following significance: It holds that

\[
|\beta|^2 \leq \frac{1}{r} (1 - |\alpha|^2) + \frac{C_M}{r^3}.
\]

Proof. Let \( \zeta \) be a fixed positive constant such that \( \zeta \leq 1 \). Define \( f \) to be \(|\alpha|^2 - 1 + \zeta r |\beta| - \frac{\kappa}{r}\) where \( \kappa \) is a positive constant determined later. Proposition 5.1 implies that \( \left( \frac{1}{2} \Delta + \frac{r}{4} |\alpha|^2 \right) f \leq \left( C - \frac{\zeta}{4} \right) |\alpha|^2 \). Thus if \( \kappa \) is sufficiently large, the same argument as in the proof of Proposition 5.2 implies \( f \leq 0 \). \( \square \)

**Proposition 5.4.** Let \((\alpha, \beta, a)\) be a solution of equations (3.1) with \( r \geq 1 \). There exist positive constants \( \mu_1, \mu_2 \) which depend only on \((\omega, J, c_1(L_g))\) and have the following significance: It holds that

\[
|F_a^+| \leq \frac{r}{4 \sqrt{2}} \left( 1 + \frac{\mu_1}{r} \right) (1 - |\alpha|^2) + \frac{\mu_2}{r}.
\]

Proof. This follows directly from (3.1.2), (3.1.3) and Proposition 5.3. \( \square \)
6. The $C^0$ estimate of the anti-self-dual part of the curvature

We will devote the whole of this section to prove

**Proposition 6.1.** Let $(\alpha, \beta, \gamma)$ be a solution of equations (3.1) with $r \geq 1$. There exist non-negative constants $\mu_3, \mu_4$ which depend only on $(\omega, J, c_1(L))$ and have the following significance: It holds that

$$|F^a_\alpha| \leq \frac{r}{4\sqrt{2}} (1 + \frac{\mu_3}{r^4}) (1 - |\alpha|^2) + \frac{\mu_4}{r^4}.$$  

This estimate will be needed in the proofs of Proposition 7.1 and Proposition 8.1.

The proof is divided into 8 steps.

**Step (0).** Denote $|F^-_\alpha|$ by $t$. We will derive a differential inequality that $t$ obeys.

**Lemma 6.2.** $t$ obeys the following inequality on $X \setminus F^{-1}(0)$:

$$2\Delta + \frac{r}{4} |\alpha|^2 t \leq Rt + \frac{r}{4\sqrt{2}} (|\nabla_\alpha |^2 + |\nabla_\beta |^2) + Cr |\beta|^2 + |h_\eta|.$$  

Here $R$ is a non-negative function derived from the Riemannian metric and $h_\eta$ denotes $tP^{-}(d^* dp)$ where $P^-$ stands for the orthogonal projection $P^- : \Lambda \rightarrow \Lambda^+.$

**Proof.** The Bianchi identity implies that

$$dF^a_\alpha + dF^-_\alpha = 0.$$  

Then a Bochner-Weitzenbock formula implies that

$$\frac{1}{2} \nabla^* \nabla F^-_\alpha + RF^-_\alpha = - P^- d^* dF^-_\alpha,$$

where $\mathcal{R} \in \text{Hom}(\Lambda^-, \Lambda^-)$ derives from the anti-self-dual part of the curvature of the Riemannian metric and the scalar curvature. (3.1.2) and (3.1.3) imply that

$$\text{R.H.S. of (6.4)} = P^- d^* d \left\{ - \frac{\sqrt{-1}}{8}(1 + |\alpha|^2 - |\beta|^2) \omega - \frac{r}{4} \alpha^* \beta + \frac{r}{4} \alpha \beta^* - \eta \right\}.$$  

By making use of the Kähler identities,

$$P^- d^* d \left\{ - \frac{\sqrt{-1}}{8}(1 + |\alpha|^2 - |\beta|^2) \omega \right\}$$

$$= - \frac{\sqrt{-1}}{8} P^- (\partial^* \partial + \overline{\partial} \overline{\partial}) (|\alpha|^2 - |\beta|^2) \omega$$

$$= - \frac{\sqrt{-1}}{8} P^- (\overline{\partial} \partial |\alpha|^2 + \partial \overline{\partial} |\beta|^2) \omega$$

(since $\text{Image}(\Lambda : \Lambda^{2,2} \rightarrow \Lambda^{1,1}) \subset \Lambda^+$)

$$= - \frac{r}{4} P^- (\partial \overline{\partial} |\alpha|^2 + \partial \overline{\partial} |\beta|^2)$$

(since $\Lambda^\circ(\omega \wedge) = \text{id}$ on $\Lambda$ and since $\partial \overline{\partial} + \partial \overline{\partial} = 0$ on $\Lambda^{0,0}$).

Thus we obtain the equality (6.7) below:

$$\text{R.H.S. of (6.6)} = - \frac{r}{4} P^- \left\{ (\partial_a \partial_a \alpha) + (\alpha, \partial_a \overline{\partial}_a \alpha) \right\} + \frac{1}{2} \partial_a \partial_a \alpha + \overline{\partial} \beta \overline{\partial} \beta$$

$$+ \overline{\partial} \partial \beta \partial \gamma + (\partial_a \overline{\partial}_a \beta) \overline{\partial} \partial \beta + (\partial_a \beta, \partial_a \partial_a \beta) \partial \overline{\partial} \beta - (\overline{\partial} \beta \overline{\partial} \beta, \overline{\partial} \partial \partial) \partial \overline{\partial} \beta \overline{\partial} \overline{\partial} \beta - (\overline{\partial} \beta \overline{\partial} \beta, \overline{\partial} \partial \beta \partial \overline{\partial} \beta).$$
where \( \langle \cdot, \cdot \rangle_L \) and \( \langle \cdot, \cdot \rangle_{L \otimes \Omega^2} \) are the Hermitian inner products of the line bundle \( L \) and \( L \otimes \Omega^2 \), respectively. Further, the exterior products of the forms are implicit in these expressions. \( \partial_{\bar{\varphi}_a} \) stands for the coupled Dolbeault operator \( \partial_{\bar{\varphi}_a} : \Omega^{p,q}(L \otimes \Omega^2) \mapsto \Omega^{p+1,q}(L \otimes \Omega^2) \).

On the other hand, since \( \alpha^* \beta \) is a \((0,2)\) form, it follows that
\[
P^{-d^* d}(-\frac{1}{4} \alpha^* \beta) = \frac{1}{4} P^{-} (\sqrt{-1} \partial \bar{\partial}) (\alpha^* \beta)
\]
\[
= \frac{1}{4} P^{-} \partial \{ \Lambda \bar{\partial}_a \alpha^* \wedge \beta + \Lambda \alpha^* \partial \beta \}
\]
\[
= \frac{1}{4} P^{-} \partial \{ \Lambda \bar{\partial}_a \beta^* \wedge \bar{\partial} + \sqrt{-1} (\alpha^* \bar{\partial}_a) \}
\]
\[
= \frac{1}{4} P^{-} \partial \{ \Lambda \bar{\partial}_a \beta^* \wedge \bar{\partial} - \sqrt{-1} \alpha^* (\bar{\partial}_a \alpha) \}
\]
where we have used (3.1.1) and the Kähler identities. Applying to (6.8) the identity
\[
\sqrt{-1} \Lambda (\beta \wedge (\bar{\partial}_a \beta)^*) \equiv \beta (\partial_{\bar{\varphi}_a} \beta)^* \quad \text{which also derives from the Kähler identities, we obtain}
\]
(6.9.1) \[
P^{-} d^* d(-\frac{1}{4} \alpha^* \beta) = \frac{1}{4} P^{-} \partial \{ - \langle \beta, \partial_{\bar{\varphi}_a} \beta \rangle_{L \otimes \Omega^2} + \langle \bar{\partial}_a \alpha, \alpha \rangle_L \}.
\]
Taking its complex conjugate, we obtain the equality
(6.9.2) \[
P^{-} d^* d(\frac{1}{4} \alpha^* \beta) = \frac{1}{4} P^{-} \partial \{ \langle \partial_{\bar{\varphi}_a} \beta, \beta \rangle_{L \otimes \Omega^2} - \langle \alpha, \bar{\partial}_a \alpha \rangle_L \}.
\]
Therefore, by applying the identities
(6.10.1) \[
P^{-} F_a \equiv P^{-} (\bar{\partial}_a \partial_a + \partial_a \bar{\partial}_a),
\]
(6.10.2) \[
P^{-} (F_a + F_a^*) \equiv P^{-} (\bar{\partial}_a \partial_a + \partial_a \bar{\partial}_a)
\]
to (6.4), (6.7) and (6.9) and summing up the result, it follows that
(6.11) \[
\frac{1}{2} \nabla \nabla^* F_a - \mathcal{R} F_a^* = -r \frac{1}{4} (P^{-} F_a \alpha, \alpha)_L - r \frac{1}{4} (P^{-} (F_a + F_a^*) \beta, \beta)_{L \otimes \Omega^2}
\]
\[
+ r \frac{1}{4} P^{-} \{ \langle d_a \alpha, d_a \alpha \rangle_L + \langle d_{\bar{\varphi}_a} \beta, d_{\bar{\varphi}_a} \beta \rangle_{L \otimes \Omega^2} \} + \frac{1}{4} P^{-} (d^* d \eta)
\]
By taking the Hermitian inner product of this with \( P^{-} F_a \), and making use of the inequality \( (\Delta |F|) |F| \leq \langle \nabla^* \nabla F, F \rangle \) for an arbitrary non-vanishing real 2-form \( F \), we obtain the inequality
(6.12) \[
(\frac{1}{2} \Delta + r \frac{1}{4} |\alpha|^2) t \leq |\mathcal{R} |t + r \frac{1}{4} |\beta|^2 |F_{\Omega^2}| + r \frac{1}{4} P^{-} \{ \langle d_a \alpha, d_a \alpha \rangle_L + \langle d_{\bar{\varphi}_a} \beta, d_{\bar{\varphi}_a} \beta \rangle_{L \otimes \Omega^2} \}|
\]
\[
+ \frac{1}{4} |P^{-} d^* d \eta|
\]
\[
\leq |\mathcal{R} |t + Cr |\beta|^2 + r \frac{1}{4 \sqrt{2}} (|\nabla_a \alpha|^2 + |\bar{\nabla}_a \beta|^2) + |\mathcal{H}|.
\]

\textbf{Step (1).} We will introduce a comparison function \( q_0 \).
Take a sufficiently large \( \kappa > 1 \) and define the function \( q_0 \) by
(6.13) \[
q_0 := \frac{r}{4 \sqrt{2}} (1 + \frac{2 \kappa_1}{r^2}) (1 - |\alpha|^2 - r^2 |\beta|^2 + \frac{\kappa}{r^2}).
\]
Lemma 6.2, Proposition 5.1 and Proposition 5.3 imply that if \( r \) is sufficiently large, \( q_0 \) is positive and obeys

\[
\frac{1}{2} \triangle + \frac{r}{4} |\alpha|^2) (t - q_0) \leq R_0 \cdot t + |h_0|,
\]

where \( R_0 \) denotes \( \sup_X |\mathcal{R}| \).

Here we applied Proposition 5.1 to \( p = \frac{1}{2} \) and \( \zeta = 1 \) and used the fact that \( 1 \leq (1 - \frac{4\kappa}{r^2})(1 + \frac{2k}{r^2}) \) if \( r \) is sufficiently large. We included the constant term \( \kappa r^{-2} \) in the definition of \( q_0 \) in order to compensate for the last term of the R.H.S. in the inequality of Proposition 5.1, whose existence derives from the Nijenhuis tensor of \( J \).

Step (2). We will define a good comparison function \( q \in W^{2,2}_0(X) \) so that \( q \)
obey \( t \leq q_0 + q \).

**Lemma 6.3.** The operator \( \left( \frac{1}{2} \triangle + \frac{r}{4} |\alpha|^2 \right) : C^\infty_0(X) \rightarrow C^\infty_0(X) \) extends to a self-adjoint operator \( \tilde{L} \) over \( L^2(X) \) with \( \text{Dom}(\tilde{L}) = W^{2,2}_0(X) \). Further, \( \tilde{L} \) is surjective.

Here \( W^{2,2}_0(X) \) denotes the completion of \( C^\infty_0(X) \) with respect to the Sobolev norm \( \| \cdot \|_{W^{2,2}(X)} \) defined by \( \| f \|_{W^{2,2}(X)} := \| f \|_{L^2(X)} + \| \nabla f \|_{L^2(X)} + \| \nabla \nabla f \|_{L^2(X)} \). We will give its proof in Appendix.

Define \( q \in W^{2,2}_0(X) \) to be the unique solution of the equation

\[
\frac{1}{2} \triangle + \frac{r}{4} |\alpha|^2) q = R_0 \cdot t + h.
\]

Here \( h \) denotes \( |h_0| \). By the construction, \( h \) obeys \( h \leq C e^{-\gamma} \) and decays like the function \( e^{-\gamma t} \).

**Lemma 6.4.** \( q \) obeys the following:

1. \( q \) tends to zero uniformly at the end of \( X \).
2. \( q \in C^{2,\frac{1}{2}}(X) \).
3. \( q \geq 0 \).

Then a maximum principle applied to (6.14) and (6.15) implies that

\[
t \leq q_0 + q.
\]

**Proof of Lemma 6.4.** Let \( l > 0 \) denote \( \min_X \sigma \). The property (A) of the Riemannian metric \( g_I \) means that the geometries \( \{g_I|_{B(x,t)}\}_{x \in X} \) are bounded. Thus it follows from the standard \( L^p \)-theory of elliptic operators and the Sobolev embedding theorem that there exists a positive constant \( C \) such that

\[
\| q \|_{C^0(B(x,\frac{r}{l}))} \leq C \left( \| q \|_{L^2(B(x,\frac{r}{l}))} + \| R_0 \cdot t + h \|_{C^0(B(x,\frac{r}{l}))} \right).
\]

Then the first assertion follows from the fact that \( \| R_0 \cdot t + h \|_{C^0(B(x,\frac{r}{l}))} \) tends to zero uniformly when \( \sigma(x) \) tends to infinity. The second assertion follows from the standard Hölder theory of elliptic operators since the right-hand side of (6.15) is in \( C^{\frac{1}{2}}(X) \). Then a maximum principle verifies the third assertion.

**Step (3).** We will estimate \( \| q \|_{L^2(X)} \) in terms of \( \sup_X q \).

Taking the multiple of (6.15) with \( q \) and adding \( \frac{r}{4} (1 - |\alpha|^2) q^2 \) to both sides of it, we obtain the equality

\[
\frac{1}{4} \triangle (q^2) + \frac{1}{2} |\nabla q|^2 + \frac{r}{4} q^2 = (R_0 \cdot t + h) q + \frac{r}{4} (1 - |\alpha|^2) q^2.
\]
Applying Hölder’s inequality to the both terms of the right-hand side, we see that it is no more than
\[
\frac{1}{4} \triangle (q^2) + \frac{r}{12} |q|^2 \leq \frac{6}{r} (R_0 t^2 + h^2) + \frac{3}{16} r (1 - |\alpha|^2)^2 (\sup_X q)^2 + \frac{r}{6} |q|^2.
\]
Thus it follows that
\[
(6.19) \quad \frac{1}{4} \triangle (q^2) + \frac{r}{12} |q|^2 \leq \frac{6}{r} (R_0 t^2 + h^2) + \frac{3}{16} r (1 - |\alpha|^2)^2 (\sup_X q)^2.
\]
The very definition of \(W^2,2_0(X)\) immediately implies that \(\int_X \triangle (q^2) d\text{vol}_X = 0\). Thus by integrating (6.19) over \(X\), we obtain the following inequality:
\[
(6.20) \quad \int_X |q|^2 \leq C \left\{ \frac{1}{r^2} \left( \int_X t^2 \right) + \frac{e^{-2r}}{r^2} + \frac{1}{r} (\sup_X q)^2 \right\}.
\]
On the other hand, Proposition 3.1 implies that
\[
(6.21) \quad \int_X r (1 - |\alpha|^2)^2 \leq C.
\]
Further, it holds that
\[
(6.22) \quad \int_X t^2 \leq Cr + C.
\]
In fact, the Chern-Weil theory implies that
\[
(6.23) \quad \int_X t^2 = \int_X |F_+^a|^2 = \int_X |F_-^a|^2 - \langle c_1^2(L), [X] \rangle.
\]
On the other hand, (3.1.2), (3.1.3) and Proposition 3.1 imply that
\[
(6.24) \quad \int_X |F_+^a|^2 = \frac{r}{32} \int_X r \left\{ (1 - |\alpha|^2 - |\beta|^2)^2 + 2 |\beta|^2 \right\} \leq Cr.
\]
Combining (6.20), (6.21) and (6.22) together, we obtain
\[
(6.25) \quad \|q\|_{L^2(X)} \leq \frac{C}{r^2} + \frac{C}{r^2} \sup_X q.
\]

**Step (4).** We will introduce a comparison function \(p \in W^{2,2}_0(X)\).
Define \(p \in W^{2,2}_0(X)\) to be the unique solution of the equation
\[
(6.26) \quad \left( \frac{1}{2} \triangle + \frac{r}{4} |\alpha|^2 \right) p = (R_0 \cdot t + h) |\alpha|^2.
\]
Exactly the same way as in the case of Lemma 6.4, we can prove

**Lemma 6.5.** \(p\) obeys the following:
\begin{enumerate}
  \item \(p\) tends to zero uniformly at the end of \(X\).
  \item \(p \in C^{2,\frac{1}{2}}(X)\).
  \item \(p \geq 0\).
\end{enumerate}

Applying a maximum principle to \(p - \frac{4}{r} (R_0 \sup_X t + \sup_X h)\), it follows that
\[
(6.27) \quad \sup_X p \leq \frac{4}{r} (R_0 \sup_X t + \sup_X h).
\]

**Step (5).** We will estimate the upper bounds of both \(q\) and \(t\).
We consider the equality below obtained from (6.15) and (6.26):
\[
(6.28) \quad \left( \frac{1}{2} \triangle + \frac{r}{4} |\alpha|^2 \right) (q - p) = (R_0 \cdot t + h) (1 - |\alpha|^2).
\]
We will apply to it the maximum principle of Gilbarg and Trudinger derived from Alexandrov and Bakel’mann. See Theorem 9.20 in [G-T].

**Theorem 6.6 ([G-T]).** Let \( D := -a^{ij} \frac{\partial^2}{\partial x_i \partial x_j} + b^j \frac{\partial}{\partial x_j} + c \) be an elliptic operator defined on the unit ball in \( \mathbb{R}^4 \) and satisfy the conditions below:

1. Let \( A \) be a symmetric matrix \([a^{ij}]\). There exist positive constants \( \lambda_1 \geq \lambda_2 \) such that \( \lambda_1|\xi|^2 \geq \xi^i A \xi \geq \lambda_2|\xi|^2 \) for all \( \xi \in \mathbb{R}^4 \). In other words, \( A \) is uniformly positive definite.

2. There exists \( \lambda_3 \geq 0 \) such that \( |b| \leq \lambda_3 \) and \( c \geq -\lambda_3 \).

Then there exists a positive constant \( C \) which depends only on \( \lambda_1 \), \( \lambda_2 \) and \( \lambda_3 \) and has the following signiﬁcance: If \( f \in C^2(B_1) \) obeys the differential inequality \( Df \leq g \) on \( B_1^+ \subset B_1 \), then it follows that

\[
\sup_{B_1^+} f \leq C' \left( \|f\|_{L^2(B_1^+)} + \|g\|_{L^4(B_1^+)} \right),
\]

where \( B_1^+ \) denotes the subset \( \{x \in B_1 \mid f(x) \geq 0\} \).

The important point is that the coeﬃcient \( c \) is required to be bounded only from below. In [G-T], the assumption of the statement requires that \( |c| \leq \lambda_3 \). But looking closely at the proof, we can easily see that this condition can be relaxed as above.

Let \( x \in X \) attain the maximum of \( q - p \). Theorem 6.6 is applied to (6.28) to show that

\[
\sup_X (q - p) = \sup_{B_1^+(x)} (q - p) \leq C' \left\{ \|q\|_{L^2(X)} + \|p\|_{L^2(B_1(x_n))} \right. \\
\left. \quad + (\sup_X t + e^{-r})\|1 - |\alpha|^2\|_{L^4(X)} \right\}.
\]

The right-hand side of (6.29) is bounded from above by

\[
C \left( \frac{1}{r^2} + \frac{1}{r^2} \sup_X q + \frac{1}{r^2} \sup_X t \right),
\]

because of (6.25), (6.27) and the inequality

\[
\int_X (1 - |\alpha|^2)^4 \leq C \int_X (1 - |\alpha|^2)^2 \leq \frac{C}{r}
\]

that derives from Proposition 5.2 and (6.21). On the other hand, the left-hand side of (6.29) is bounded from below by

\[
\sup_X q - \frac{C}{r} \sup_X t - \frac{C e^{-r}}{r}.
\]

Therefore, for suﬃciently large \( r \), it follows that

\[
\sup_X q \leq C \left( \frac{1}{r^2} + \frac{1}{r^2} \sup_X t \right).
\]

Applying it to (6.16), it follows that

\[
\sup_X t \leq Cr.
\]
which is applied back to (6.27) and (6.30) to prove that

\begin{align}
(6.32.1) \quad & \sup_X q \leq Cr^\frac{1}{r^4}, \\
(6.32.2) \quad & \sup_X p \leq C.
\end{align}

**Step (6).** We will derive a good comparison function which bounds \( q - p \) from above in order to refine the estimate of \( t \).

**Lemma 6.7.** There exists a constant \( \delta > 0 \) such that if \( r \) is sufficiently large, the function \( v := 1 - |\alpha|^2 - |\beta|^2 + \frac{3\delta}{r} \) obeys the following:

1. \( v \geq 1 - |\alpha|^2 + \frac{3\delta}{r} \geq \frac{\delta}{r} \).
2. \( \left( \frac{1}{2} \Delta + \frac{r}{4} |\alpha|^2 \right) v \geq 0 \).

The lemma above follows easily from Propositions 5.1 and 5.3.

**Lemma 6.8.** Define \( v_1 \) by \( v_1 := v^{1-r^{-\frac{4}{r}}}. \) Then it obeys the following:

1. \( 2v \geq v_1 \geq \frac{1}{2} v \).
2. \( \left( \frac{1}{2} \Delta + \frac{r}{4} |\alpha|^2 \right) v_1 \geq \frac{v_1^2}{2} |\alpha|^2 (1 - |\alpha|^2 + \frac{3\delta}{r}) \).

Define the function \( v_2 \) by

\begin{equation}
(6.33) \quad v_2 := \left\{ \frac{\delta}{r^4} \left( R_0 \sup_X t + \sup_X h \right) + 4 \sup_X q \right\} v_1.
\end{equation}

The right-hand side of (6.28) is bounded from above by

\begin{equation}
(6.34) \quad (R_0 t + h)(1 - |\alpha|^2 + \frac{CM}{r^2}) \leq (R_0 \sup_X t + \sup_X h)(1 - |\alpha|^2 + \frac{CM}{r^2}),
\end{equation}

where we have used Proposition 5.3. Thus (2) of Lemma 6.8 implies that, if \( r \) is sufficiently large,

\begin{equation}
(6.35) \quad \left( \frac{1}{2} \Delta + \frac{r}{4} |\alpha|^2 \right) (q - p - v_2) \leq 0
\end{equation}

on the domain \( \Omega^+ \{ x \in X \mid |\alpha|^2 \geq \frac{1}{r^4} \} \). On the other hand, (1) of Lemma 6.7 and (1) of Lemma 6.8 imply that, if \( r \) is sufficiently large,

\begin{equation}
(6.36) \quad v_2 \geq \sup_X q \text{ on } X \setminus \Omega^+.
\end{equation}

Therefore, a maximum principle is applied to prove that, if \( r \) is sufficiently large,

\begin{equation}
(6.37) \quad q - p \leq v_2 \leq Cr^\frac{1}{r^4}(1 - |\alpha|^2) + \frac{C}{r^4}.
\end{equation}

Then (6.16), (6.32.2) and Proposition 5.3 imply that

\begin{equation}
(6.38) \quad t \leq Cr(1 - |\alpha|^2) + C.
\end{equation}

**Proof Lemma 6.8.** The first assertion follows from the inequality

\begin{equation}
(1 + \frac{3\delta}{r}) (r^{-\frac{4}{r}}) \geq \frac{v}{v_1} \geq \left( \frac{\delta}{r} \right) (r^{-\frac{4}{r}}),
\end{equation}

where the left-most and right-most sides tend to 1 when \( r \) tends to infinity. The second assertion follows from (1) of Lemma 6.7, (1) of Lemma 6.8 and the fact that
\( \Delta (f^b) \geq b(\Delta f)f^{b-1} \) for a smooth positive function \( f \) and a constant \( b \) that obeys \( 1 \geq b > 0 \). \( \square \)

**Step (7).** We will derive a good comparison function which bounds \( p \) from above and verify the required estimate of \( t \).

(6.26), (6.38) and (2) of Lemma 6.8 imply that there exists a positive constant \( \kappa_3 \) which depends only on \( (\omega, J, c_1(L_E)) \) such that the function \( f := p - \kappa_3 r^4 v_1 \) obeys \( (\frac{1}{2} \Delta + \frac{3}{2}|\alpha|^2) f \leq 0 \). Since \( f \) is negative outside some compact set, it follows from a maximum principle that

(6.39) \[ p \leq \kappa_3 r^4 v_1 \leq Cr^4(1 - |\alpha|^2) + \frac{C}{r^4}. \]

Combining (6.37) with (6.39), it follows that

(6.40) \[ q \leq Cr^4(1 - |\alpha|^2) + \frac{C}{r^4}. \]

Then (6.16) verifies the required estimate in the statement of Proposition 6.1.

### 7. An a priori estimate for the total energy integral

**Proposition 7.1.** There exists a positive constant \( C \) which depends only on \( (\omega, J, c_1(L_E)) \) and has the following significance: Let \( (\alpha, \beta, \alpha) \) be a solution of equations (3.1) with \( r \geq 1 \). Then it holds that

(7.1) \[ |
\nabla_\alpha \alpha|^2 + r|\nabla_\beta \beta|^2 \leq C \{r(1 - |\alpha|^2) + 1\}. \]

This corresponds to Proposition 2.8 of [T1] and can be proved exactly in the same way by making use of the estimates in Section 5 and Proposition 6.1. See [T1] for the proof.

With this in hand, we will devote the latter part of this section to prove

**Proposition 7.2.** There exists a positive constant \( C_e \) which depends only on \( (\omega, J, c_1(L_E)) \) and has the following significance: Let \( (\alpha, \beta, \alpha) \) be a solution of equations (3.1) with \( r \geq 1 \). Then it holds that

(7.2) \[ \int_X \frac{r}{4}|1 - |\alpha|^2| \leq C_e. \]

Of course, the pointwise a priori estimates of the integrand that we have obtained in Section 5 do not directly imply the estimate above since a noncompact weakly convex manifold has infinite volume.

**Proof.** The proof is divided into 3 steps.

**Step (1).** Let \( X_\frac{1}{2} \) denote the set \( \{x \in X \mid |\alpha|^2 \leq \frac{1}{2}\} \). We will introduce good subsets \( X^1, X^2 \subset X \).

**Lemma 7.3.** There exists a positive constant \( C_v \) which depends only on \( (\omega, J, c_1(L_E)) \) and has the following significance: Let \( V \) be a finite subset \( \{x_1\}_{1 \leq i \leq k} \subset X_\frac{1}{2} \) such that \( B(x_i, r^{-\frac{1}{2}}) \) are mutually disjoint, where \( B(x_i, r^{-\frac{1}{2}}) \) denotes the geodesic ball of radius \( r^{-\frac{1}{2}} \) with center \( x_i \). Then \# \( V \leq C_v r \).

Let \( V_M \) be one of the sets described in Lemma 7.3 and suppose it is maximal among such sets. Define \( X^1 \) and \( X^2 \) as \( \bigcup_{x \in V_m} B(x, 2r^{-\frac{1}{2}}) \) and \( \bigcup_{x \in V_m} B(x, 4r^{-\frac{1}{2}}) \), respectively. Then the following properties hold:

1. \( X_\frac{1}{2} \subset X^1 \subset X^2 \).
(2) dist$(X^1, X \backslash X^2) \geq r^{-\frac{1}{2}}$.

(3) Vol$(X^2) \leq C r$.

In fact, the first property follows from the maximality of $V_M$. The second property is obvious. The third property follows from the bound of $\#V_M$ given in Lemma 7.3.

**Proof of Lemma 7.3.** Proposition 7.1 and the inequality $|V|\alpha|^2| \leq 2|\nabla \alpha| \alpha| | | \alpha | |$ imply that there exists a positive constant $C$ such that if dist$(y, X^1) \leq \frac{1}{C} r^{-\frac{1}{2}}$, then $1 - |\alpha|^2 \geq \frac{1}{4}$. Thus there exists a positive constant $C$ such that

$$\int_{B(x, r^{-\frac{1}{2}})} r(1 - |\alpha|^2)^2 \geq \frac{1}{C} r^{-1},$$

if $x \in X^1$. On the other hand, the integral $\int_X r(1 - |\alpha|^2)^2$ is bounded from above by a constant which does not depend on $r$. See Proposition 3.1. Thus we are done. \(\Box\)

**Step (2).** We will introduce a comparison function $\phi$ on $X$ which obeys

$$|1 - |\alpha|^2| \leq \phi \text{ on } X \backslash X^2.$$  \(7.4\)

Let $C_\phi$ be a constant determined later such that $0 < C_\phi \leq 1$ and such that it depends only on the weakly convex almost Kähler structure.

**Lemma 7.4.** There exist positive constants $C_c$ and $\epsilon_c$ which depend only on $(\omega, J, c_1(L_\omega))$ and have the following significance: Let $y \in X \backslash X^2$.

1. If dist$(y, X^1) \geq C_\phi \sigma(y)$, then

$$|1 - |\alpha|^2| \leq C_c \exp^{-\epsilon_c \sqrt{\tau}(C_\phi \sigma(y))}.$$  \(7.5.1\)

2. If dist$(y, X^1) \leq C_\phi \sigma(y)$, then

$$|1 - |\alpha|^2| \leq C_c \max_{x_i \in V_M} \{ \exp^{-\epsilon_c \sqrt{\tau}(\text{dist}(y, x_i) - 2r^{-\frac{1}{2}})} \}.$$  \(7.5.2\)

**Proof of Lemma 7.4.** Define $d_y$ by

$$d_y := \min \{ C_\phi \sigma(y), \min_{x_i \in V_M} \text{dist}(y, x_i) - 2r^{-\frac{1}{2}} \}.$$  

Then we see that $|\alpha|^2 \geq \frac{1}{2}$ on the geodesic ball $B(y, d_y)$. Let $\tilde{e}_y : TX_y \to X$ be the map defined by $\tilde{e}_y(v) := \exp_y(d_y v)$. Then the pull-back $(\tilde{\alpha}, \tilde{\beta}, \tilde{\omega}) := \tilde{e}_y^*(\alpha, \beta, \omega)$ is a solution of (3.1) with rescaling parameter $r d_y^2$. The pull-back Riemannian metric and symplectic form are a priori bounded in the sense of Definition 1.1. Then the assertion is an immediate consequence of the following:

**Proposition 7.5 ([K-M2]).** Let $(\alpha, \beta, \omega)$ be a solution of equations (3.1) defined on the unit ball $B_1$ with rescaling parameter $r_1 > 0$ and suppose that $\eta$ obeys $\|\eta\|_{C^1(B_1)} \leq e^{-\delta_1 r_1}$ for a positive constant $\delta_1$. Then there exist positive constants $C_\epsilon$ and $\epsilon_\eta$ that depend only on $\delta_1$ and on the Riemannian metric and the symplectic form of the unit ball and have the following significance: If $|\alpha|^2 \geq \frac{1}{2}$ on $B_1$, then

$$\sup_{B_1^+} \{ |1 - |\alpha|^2| + |\beta|^2 + |\nabla \alpha|^2 + |\nabla \beta|^2 + |F_a| \} \leq C_\epsilon \exp^{-\epsilon_\eta \sqrt{\tau}}.$$  \(6.6\)

We may define the comparison function $\phi$ by

\begin{equation}
\phi(y) := C_c \sum_{x_i \in V_M} \Omega_{B(x_i, \sigma(x_i))}(y) \exp^{-\epsilon_c \sqrt{\tau} \left\{ \text{dist}(y, x_i) - 2r^{-\frac{1}{2}} \right\}} + \exp^{-\epsilon_c \sqrt{\tau} \left\{ C_g \sigma(y) \right\}}.
\end{equation}

where the symbol $\Omega_A$ for $A \subset X$ denotes the characteristic function of $A$. Then Lemma 7.4 and the following lemma verify (7.4).

**Lemma 7.6.** There exists a constant $C_g$ such that $0 < C_g \leq 1$ and such that it depends only on $(\omega, J, \sigma)$ and has the following significance: If $r$ is sufficiently large and if $\text{dist}(y, x) \leq C_g \sigma(y) + 2r^{-\frac{1}{2}}$, then $\text{dist}(y, x) \leq \sigma(x)$.

The lemma above follows from (4) of Property (A) in Definition 1.1. \qed

**Step (3).** We will verify the required estimate for the energy integral. We will estimate first the integral over $X \setminus X^2$. It follows from (7.4) that

\begin{equation}
\int_{X \setminus X^2} |1 - |\alpha|^2| \leq \int_X \phi
\end{equation}

\begin{equation}
\leq C_c \sum_{x_i \in V_M} \int_{B(x_i, \sigma(x_i))} \exp^{-\epsilon_c \sqrt{\tau} \left\{ \text{dist}(y, x_i) - 2r^{-\frac{1}{2}} \right\}}
\end{equation}

\begin{equation}
+C_c \int_X \exp^{-\epsilon_c \sqrt{\tau} \left\{ C_g \sigma(y) \right\}}.
\end{equation}

Lemma 7.3 implies that the first term of the right-hand side of (7.8) is bounded from above by

\begin{equation}
C_c (C_g r) C_l \int_{R^4} \exp^{-\epsilon_c \sqrt{\tau} \left\{ |\alpha|^2 - 2r^{-\frac{1}{2}} \right\}}.
\end{equation}

Here $C_l$ is a positive constant which depends only on $(\omega, J)$ and has the following significance: Let $x \in X$. Fix an isometry $P_x : R^4 \rightarrow TX_x$ and define the Riemannian metric $g_x$ on $B(0, \sigma(x)) \subset R^4$ by $g_x := (exp_x \circ P_x)^*(g_J)$ where $g_J$ is the Riemannian metric of $X$. Then it follows that $\int_{\partial B(0, R)} i_{\alpha} d \text{vol}_{g_{\alpha}} \leq 4\pi^2 C_l R^3$ where the coordinate $R$ stands for the distance from the origin. The existence of $C_l$ is assured by the weak convexity of $X$.

The integrand in (7.9) is no more than $\exp^{2\epsilon_c} \cdot \exp^{-\epsilon_c \sqrt{\tau} |\alpha|}$. Thus (7.9) is no more than

\begin{equation}
C r \int_0^\infty dR R^3 \exp^{-\epsilon_c \sqrt{\tau} R}
\end{equation}

\begin{equation}
= \frac{C}{r} \int_0^\infty dQ Q^3 \exp^{-\epsilon_c Q}
\end{equation}

\begin{equation}
\leq \frac{C}{r}.
\end{equation}

The second term of the right-hand side of (7.8) is estimated as follows (see Property (B) of the Definition 1.1):

\begin{equation}
C_c \int_{R} dy g_x \exp^{-\epsilon_c \sqrt{\tau} \left\{ C_g y \right\}} \leq C \int_{R} dy y^{\max(1, \epsilon_0)} \exp^{-\epsilon_c \sqrt{\tau} \left\{ C_g y \right\}}
\end{equation}

\begin{equation}
\leq C r^{\max(1, \frac{1}{1+\epsilon_0})}.
\end{equation}
Thus we have obtained

$$\int_{X \setminus X^2} |1 - |a|^2| \leq Cr^{-1}. \tag{7.12}$$

On the other hand, the third property of $X^2$ and Proposition 5.2 imply that

$$\int_{X^2} |1 - |a|^2| \leq C \cdot \text{Vol}(X^2) \leq Cr^{-1}. \tag{7.13}$$

Therefore, the required estimate (7.2) is verified.

8. A MONOTONICITY FORMULA FOR LOCAL ENERGY INTEGRALS

We will prove in this section a monotonicity formula for local energy integral, the formula which is a slightly refined version of Proposition 3.2 in [T1].

**Proposition 8.1.** Let $(\alpha, \beta, \sigma)$ be a solution of equations (3.1) with $r \geq 1$. For $x \in X$ define the function $\mathcal{E}_x$ by $\mathcal{E}_x(R) := \int_{B(x, R)} (1 - |a|^2)$. There exist positive constants $\mu_7, \mu_8, \mu_9$ and $\rho_0$ with $1 \geq \rho_0 > 0$ which depend only on $(\omega, J, c_1(L_0))$ and have the following significance:

- If $\rho_0 \sigma(x) \geq R \geq 0$, then
  \[
  \mathcal{E}_x(R) \leq \frac{R}{2} \left(1 + \frac{\mu_7}{\sigma(x)}\right) \left(1 + \frac{\mu_8}{R^4}\right) \frac{d}{dR} \mathcal{E}_x(R) + \frac{\mu_9}{R^4} R^4. \tag{8.1}
  \]

We omit the proof since it is exactly the same as that of Proposition 3.2 in [T1]. But it is essential to make use of Proposition 6.1. Our formula is different from the one in [T1] in that it has $r^{-\frac{4}{3}}$ factor in the second term of the right-hand side, which is due to the existence of the $r^{-\frac{1}{3}}$ factor in the second term of the right-hand side of (6.1) (and that of the $r^{-1}$ factor in the second term of the R.H.S. of (5.7)).

By making use of it, we will prove

**Proposition 8.2.** There exist a positive constant $C_f$ and a positive function $\pi_0$ which depend only on $(\omega, J, c_1(L_0))$ and have the following significance: If $|a|^2 \leq \frac{1}{2}$ and if $R$ obeys $r \geq \pi_0(R)$ and $\rho_0 \sigma(x) \geq R$, then

$$\mathcal{E}_x(R) \geq \frac{1}{C_f} R^2. \tag{8.2}$$

**Proof of Proposition 8.2.** We will mimic the proof of Proposition 3.1 in [T1].

Define the function $f_x$ by

$$f_x(R) := -2 \left(1 + \frac{\mu_8}{R^4}\right)^{-1} \log \left(\frac{R}{1 + \mu_7^{-1} \sigma(x)}\right).$$

It follows from (8.1) that if $\rho_0 \sigma(x) \geq R \geq 0$, then

$$\frac{d}{dR} \left( \exp^f \mathcal{E}_x \right) \geq -C r^{-\frac{4}{3}} R^3 \exp^f.$$

Fix a positive constant $R_0$. Let $x \in X$ satisfy the condition that $\rho_0 \sigma(x) \geq R_0$. There exists a positive constant $C_{R_0}$ which depends only on $R_0$ and on $(\omega, J, c_1(L_0))$ and has the following significance: If $r^{-\frac{1}{3}} \leq R \leq R_0$, then $\exp^f(R) \leq C_{R_0} R^2$. Here we have used the fact that $\lim_{r \to \infty} r^{(r^{-\frac{1}{3}})} = 0$. This implies that if $r^{-\frac{1}{3}} \leq R \leq R_0$, then

$$\frac{d}{dR} \left( \exp^f \mathcal{E}_x \right) \geq -C \cdot C_{R_0} R^{-\frac{4}{3}}.$$
Integrating (8.4) over \([r^{-\delta}, R_0]\), we obtain
\[
\mathcal{E}_x(R_0) \geq \exp\left(f_x(r^{-\delta})-f_x(R_0)\right) \{ \mathcal{E}_x(r^{-\delta}) - CC_{R_0}r^{-\delta} \cdot \exp^{-f_x(r^{-\delta})} \cdot R_0^2 \}.
\]

We will estimate the right-hand side of (8.5);

**Lemma 8.3.** If \(|\alpha|^2 \leq \frac{1}{4}\), then \(\mathcal{E}_x(r^{-\delta}) \geq \zeta_0 r^{-1}\) for some positive constant \(\zeta_0\) that depends only on \((\omega, J, c_1(L_0))\).

On the other hand, we can easily check that
\[
\lim_{r \to \infty} r^{-1} \left( \exp\left(f_x(r^{-\delta})-f_x(R_0)\right) \right) = \left(1 + \mu \sigma(x) R_0^2 \right)^{-2} R_0^2,
\]
\[
\lim_{r \to \infty} r \left( C_{R_0}r^{-\delta} \cdot \exp^{-f_x(r^{-\delta})} \cdot R_0^2 \right) = 0.
\]
Therefore, if \(r\) is no less than a sufficiently large constant \(\pi_0(R_0)\) that depends only on \(R_0\), we see that
\[
\mathcal{E}_x(R_0) \geq \frac{1}{2} \left(1 + \mu \sigma(x) \right)^{-2} \zeta_0 R_0^2.
\]
The assumption that \(\rho_0 \sigma(x) \geq R_0\) implies that the coefficient of \(\zeta_0 R_0^2\) in the right-hand side is no less than a positive constant that depends only on \((\omega, J, c_1(L_0))\). Thus we are done.

**Proof of Lemma 8.3.** Proposition 7.1 implies that there exists a positive constant \(C\) such that \(1 - |\alpha|^2 \geq \frac{1}{4}\) on the geodesic ball \(B(x, \frac{1}{C}r^{-\delta})\) if \(|\alpha|^2 \leq \frac{1}{2}\). Thus it follows that
\[
\mathcal{E}_x(r^{-\delta}) = \frac{r}{4} \int_{B(x, r^{-\delta})} \left|1 - |\alpha|^2\right| \geq \frac{r}{16} \text{Vol}\{B(x, r^{-\delta} \cdot \min(1, C^{-1}))\} \geq \frac{1}{C r^2}.
\]

9. **Final arguments for Main Theorem**

Recall that \(C_{\epsilon}, \rho_0\) and \(C_f\) are the constants defined in Proposition 7.2, 8.1 and 8.2 respectively and that \(\pi_0\) is the function defined in Proposition 8.2.

**Proposition 9.1.** There exists a constant \(R_M\) which depends only on \((\omega, J, c_1(L_0))\) and has the following significance: Let \((\alpha, \beta, \alpha)\) be a solution of (3.1). If \(x \in X\) obeys \(|\alpha|^2 \leq \frac{1}{2}\) and if \(r \geq \pi_0(R_M)\), then \(\rho_0 \sigma(x) < R_M\).

**Proof.** We may take \(R_M\) to be \(\sqrt{2C_{\epsilon} C_f}\). In fact, suppose that \(|\alpha|^2 \leq \frac{1}{2}\), \(r \geq \pi_0(R_M)\) and \(\rho_0 \sigma(x) \geq R_M\). Then Proposition 8.2 implies that
\[
\mathcal{E}_x(R_M) \geq \frac{1}{C_f} R_M^2 = 2C_{\epsilon},
\]
which contradicts the assertion of Proposition 7.2 that \(C_{\epsilon} \geq \mathcal{E}_x(R_M)\).

**Corollary 9.2.** There exist a compact set \(K_M \subset X\) and a positive constant \(C\) which depend only on \((\omega, J, c_1(L_0))\) and have the following significance: Any solution \((\alpha, \beta, \alpha)\) of (3.1) with \(r \geq 1\) obeys \(|\alpha|^2 \geq \frac{1}{2}\) on \(X \setminus K_M\).

Combining Corollary 9.2 with Proposition 7.5, we immediately obtain
Proof of Proposition 10.1. Let \( \Omega_M \) be the domain \( \{ x \in X \mid \sigma(x) < 2 \max \sigma \} \). Then \( \overline{\Omega}_M \) is compact. We may assume that \( \partial \Omega_M \) is smooth. With this understood, we require the function \( u \) in the statement not to be an element of \( C^\infty(X) \) but that of \( C^\infty(\Omega_M) \cap C^0(\overline{\Omega}_M) \) with \( u|_{\partial \Omega_M} \equiv 0 \). Accordingly, we replace the Green function \( G \) in the proof by the fundamental solution of the Dirichlet problem of \( d^*d \) with domain \( \Omega_M \). Then by making use of the modified \( u \) with Proposition 9.4, we can prove exactly the same result as in (d) of Section 3 in [T1].

The second modification is in Part (1) of the proof of Lemma 4.3 in [T1], where we must bound the function \( |P^+F_a|^2 - |P^-F_a|^2 \) from below by a function \( f \) that obeys \( \|f\|_{L^1(X)} \leq C \) for a constant \( C \) which depends only on \( (\omega, J, c_1(L_0)) \). For this purpose, we may define \( f \) by

\[
 f := -\begin{cases} \kappa \{ r |1 - |\alpha|^2| + 1 \} & \text{on } \Omega_M, \\ \kappa C_d^2 \exp^{-2z\sqrt{\tau}\sigma} & \text{on } X \setminus \Omega_M, \end{cases}
\]

where the constant \( \kappa \) is chosen sufficiently large.

10. An Application

Let \( \Gamma \) be a discrete subgroup of \( SU(2) \). The classification of such groups is well known. They are in one-to-one correspondence with the Dynkin diagrams of type \( A_n, D_n \) and \( E_6, E_7, E_8 \).

Let \( Y_1, Y_2, Y_3 \) be the standard basis of the Lie algebra \( \mathfrak{su}(2) \) which we regard as right invariant vector fields. Define the contact 2-plane field \( \zeta \) to be the span of \( Y_1 \) and \( Y_2 \), which is called the standard contact structure of the 3-sphere. \( \zeta \) drops to the quotient space \( M_T := SU(2)/\Gamma \) as a contact structure denoted by \( \zeta_T \).

Theorem 10.1. Let \( (X_0, \omega) \) be a symplectic filling of \( (M_T, \zeta_T) \) such that it is minimal.

(1) The intersection form of \( X_0 \) is negative definite.

(2) The trivialization of the canonical line bundle \( K_{X_0} \) given over \( \partial X_0 \) by \( Y_1 \) extends to the interior of \( X_0 \). In particular, \( X_0 \) must be a spin manifold.

Notice that, if we regard \( \zeta_T \) as a complex line bundle, it is canonically isomorphic to \( K_{X_0}|_{\partial X_0} \).

Remark 10.2. (1) Ohta and Ono [O-O] proved this theorem in the case where the Dynkin diagram of \( \Gamma \) is \( E_6 \), that is, \( M_T \) is the Poincaré homology of the 3-sphere.

(2) Combining our result with that in [F], we get a good estimate of \( b_2(X_0) \). In particular, if \( \Gamma \) corresponds to \( E_8 \), the intersection matrix of \( X_0 \) must be \( -E_8 \).

Proof of (2) of Theorem 10.1. Denote by \( Y_1^*, Y_2^*, Y_3^* \) the standard dual basis of \( \mathfrak{su}(2)^* \) which we regard as right-invariant 1-forms of \( SU(2) \). Proposition 1.3 implies that there exists a weakly convex almost Kähler manifold \( (X, \tilde{\omega}, J) \) obeying:
(1) $X \cong X_0 \cup_{id} M \times [1, \infty)$ as smooth manifolds.
(2) $\omega|_{X_0} = \omega$.
(3) There exists a positive constant $l \geq 1$ such that $\omega|_{M \times [l, \infty)} = d(t^2 Y^+_3)$ and such that $J|_{M \times [l, \infty)}$ obeys the formulae $J(Y_1) = Y_2$, $J(Y_2) = -Y_1$, $J(\partial_t) = Y_3$, $J(Y_3) = -\partial_t$.

For simplicity, we may assume that $l = 1$.

All through the later arguments, we regard $X_0$ as a subset of $X$ and denote by $X^+$ the conical end $M \times [1, \infty)$.

Define the 1-parameter family of symplectic forms $\{\omega_\nu\}_{0 \leq \nu \leq 1}$ on $X^+$ by

$$\omega_\nu := d(t^2 ((\cos \pi \nu) Y^+_3 + (\sin \pi \nu) Y^+_1))$$

These $\omega_\nu$ are self-dual 2-forms of length $\sqrt{2}$ with respect to $g|_{X^+}$. Hence, for each $\nu$ there exists a unique almost complex structure $J_\nu$ compatible with $\omega_\nu$ such that the associated metric $\omega_\nu(\cdot, J_\nu \cdot)$ coincides with $g|_{X^+}$. Then we see that $(\tilde{\omega}, J_0)|_{X^+} = (\omega_0, J_0) = (-\omega_1, -J_1)$.

Remark. These $J_\nu$ are integrable. In fact, $g|_{X^+}$ is a hyper-Kähler metric.

For the time being, we fix an element $(s, \varrho) \in S(X, \omega)$.

Let $I$ be the unit length section of $W_s|_{X^+}$ given as the pull-back of $(1, 0) \in \Gamma(W_{s_\omega}) \cong \Gamma(C \oplus K)$ through the identification map $\varrho : W_s|_{X^+} \to W_{s_\omega}|_{X^+}$. Notice that $\rho(\tilde{\omega})I = -2\sqrt{-1}I$. We see that there exists a smooth 1-parameter family of unit length sections $\{I_\nu\}_{0 \leq \nu \leq 1}$ which obeys the equation $\rho(\omega_\nu)I_\nu = -2\sqrt{-1}I_\nu$ and the initial condition $I_0 = 1$. This induces a smooth 1-parameter family of the isomorphisms $\varphi_\nu : W_{s_\omega}|_{X^+} \to W_{s_\omega}|_{X^+}$ by imposing the condition $\varphi_\nu(I_\nu) = (1, 0)$. Notice that $\varphi_0 = \varrho$. We can easily show that the family $\{(\omega_\nu, J_\nu, \varphi_\nu)\}_{0 \leq \nu \leq 1}$ satisfies the assumption in the statement of the first property of the monopole invariant $SW$ (see Section 1). Thus it follows that

$$SW(X, \tilde{\omega}, J, s, \varrho) = \pm SW(X, -\tilde{\omega}, -J, s, \varrho).$$

Let $-s$ be the Spin$^c$ structure obtained from $s$ by changing the sign of the complex structure. Then $W_{-s}$ is canonically isomorphic to $W_s$ as a real vector bundle. Denote by $\overline{I_1}$ the section of $W_{-s}$ that corresponds to $I_1$. Then $\rho(\tilde{\omega})\overline{I_1} = -2\sqrt{-1}\overline{I_1}$ since $\rho(\tilde{\omega})I_1 = 2\sqrt{-1}I_1$. Since the change of the sign of the complex structure does not affect the underlying equation, we obtain

$$SW(X, -\tilde{\omega}, -J, s, \varrho) = \pm SW(X, \tilde{\omega}, J, -s, \varrho).$$

Now suppose that the element $(s, \varrho)$ that we have fixed so far is $(s_{\omega}, id)$. Since $SW(X, \tilde{\omega}, J, s_{\omega}, id) = 1$ (see Section 1), by combining the two formulae above, we have

$$SW(X, \tilde{\omega}, J, -s_{\omega}, \varrho) = \pm 1.$$
where the $D_i$’s are mutually distinct and non-multiple such that each $D_i$ is the image of a non-constant $J$-holomorphic map from a connected compact Riemann surface. $n_i$ is a positive integer that represents the multiplicity of $D_i$ in $D$. The minimality of $(X_0, \omega)$ means that $(X, \tilde{\omega}, J)$ contains no embedded $J$-holomorphic rational curve whose self-intersection number is $-1$. Thus the argument in the proof of Proposition 7.1 in [T1] shows that, if $J$ is generic, each $D_i$ is a smooth submanifold, $D_i \cap D_j = \emptyset$ for $i \neq j$ and $D_i \cdot D_i \geq 0$. Since $\partial X_0$ is a rational holomorphy 3-sphere, the intersection form of $X$ is non-degenerate. Further, $[D_i] \in H_2(X, \mathbb{Z})$ is not zero since $\int_{D_i} \tilde{\omega} > 0$. Thus it follows that $b_2^+ (X_0) \geq 1$, which contradicts assertion (1). 

**Remark 10.3.** In general, a compact $J$-holomorphic curve $D$ in a weakly convex almost Kähler manifold $(X, \omega, J)$ is contained in a compact set $K[D]$ which is determined a priori by the value $([D], [\omega])$ due to the monotonicity formula of energy density. Thus to have $J$ generic, it is sufficient to consider the space $\mathcal{J}$ of compatible complex structures which agree with a fixed almost complex structure outside a fixed compact set. In fact, we can show that there exists a Baire subset of $\mathcal{J}$ whose elements have the needed genericity for all $J$-holomorphic curves of a fixed homology class.

**Proof of (1) of Theorem 10.1.** This follows from the standard necking argument in gauge theory, which is well-known by the experts. Hence, we will give here only the sketch of the proof. See [M-S-T] and [P] for the details.

We will derive a contradiction by assuming that $b_2^+ (X_0) > 0$.

Let $X$ and $X^+$ be as defined in the proof of assertion (1). Perturb the Riemannian metric of $X$ only near $\partial X_0 = -\partial X^+$ so that some regular neighborhood of $\partial X_0$ is isometric to the Cartesian product of $(M_\Gamma, g_M)$ with a small open interval and so that $\partial X_0$ is totally geodesic. Here $g_M$ is the standard Riemannian metric of $M_\Gamma$. Splitting $X$ along $\partial X_0$ into pieces and gluing back $(X^+_R, g^+_R) := (M_\Gamma \times [-R, R], g_M + dt^2)$ with $R > 1$ between them, we obtain the new Riemannian manifold $(X_R, g_R)$ with no boundary.

Fix an element $(s, \rho) \in S(X, \tilde{\omega})$ and consider the following monopole equation on $X_R$ with variables $(\Phi, B) \in \Gamma(W^+_s) \times \mathcal{A}(\det W^+_s)$:

$$D_a \Phi = 0,$$

$$F^+_a = \rho^{-1}(\Phi \Phi^*)_0 - \frac{\sqrt{-1}}{2} \tau^+ \cdot \tilde{\omega} + \tau_m \cdot \text{Pr}^+ \{ \pi^*(\mu_m) \} + \mu_1 + \mu_2.$$ 

We will explain the notation in order:

1. $\rho^{-1} : \sqrt{-1} \text{SkewEnd}(W^+_s) \mapsto \Lambda^+$ is the inverse of the bundle isomorphism $\rho$.
2. $\tau^+ \in C^\infty(X_R)$, $\text{supp}(\tau^+) \subset X^+$ and $\tau^+ \equiv 1$ outside some compact set.
3. $\tau_m \in C^\infty(X_R)$, $\text{supp}(\tau_m) \subset X^+_R$ and $\tau_m \equiv 1$ on $M_\Gamma \times [-R + 1, R - 1] \subset X^+_R$.
4. $\mu_m$ is an exact 2-form of $M_\Gamma$.
5. $\pi : M_\Gamma \times [-R, R] \mapsto M_\Gamma$ is the natural projection.
6. $\mu_1$ is a self-dual 2-form such that $\text{supp}(\mu_1) \subset X_0$.
7. $\mu_2$ is a self-dual 2-form such that $\text{supp}(\mu_2) \subset X^+$ and such that $\|\mu_2\|_{N(X^+)} < \infty$.

Notice that this equation can be written in the form of (3.1) with $r = 1$ when restricted to the complement of a sufficiently large compact set. We impose the
same boundary condition as in Section 3 to \((\Phi, B)\) and define the moduli space \(\mathcal{M}_R\) to be the gauge equivalence classes of the solutions.

**Assertion 10.4.** For the generic choice \((\mu_m, \mu_1, \mu_2)\) (which can be taken smooth), the equation is transverse, that is, the linearized equation at any solution is surjective.

The important feature of this equation is that it restricts to \(X^m_R \cong M_F \times [-R, R] \times \mathbb{R} \) as the gradient flow equation of the perturbed Chern-Simons-Dirac functional \(C.S.D_{\mu_m} \) when adopting temporal gauge. In general, a stationary point of \(C.S.D_{\mu_m} \) is a solution of the following, reduced-to-3-dimensional monopole equation:

\[
D_B \Phi = 0,
\]

\[
\rho(F_B)|_{W^+_s} = (\Phi \Phi^*)_0 + \mu_m.
\]

Here the Spin\(^c\) structure \(s'\) on \(M_F\) is such that \(\pi'(s') \cong s|_{X^m_R} \). In general, the same argument that derives the a priori \(C^0\) estimate of monopole equations shows that if \(||\mu_m||_{C^0}\) is sufficiently small and if the Riemannian metric has positive scalar curvature, there are only reducible solutions, that is, \(\Phi \equiv 0\). Thus we have

**Lemma 10.5.** The stationary point of \(C.S.D_{\mu_m} \) on \(M_F\) is reducible and unique up to gauge equivalence if \(\mu_m\) is sufficiently small. Further, for generic \(\mu_m\) the Hessian of \(C.S.D_{\mu_m} \) at the stationary point \((0, B_0)\) is non-degenerate when restricted to the orthogonal complement of the tangent space of the gauge orbit containing \((0, B_0)\).

Gluing the half cylinder \((M_F \times [0, \infty), g_M + dt^2)\) along the boundary to \(X_0\) and \(X^+ \) respectively, we get two Riemannian manifolds with no boundary denoted by \(X_1\) and \(X_2\) respectively. Assume that \(\mathcal{M}_R\) be non-empty for all sufficiently large \(R\). Then taking \(R\) to infinity and following the standard necking argument (see [M-S-T]), we obtain on each \(X_i\) a solution \((\Phi_i, B_i)\) described as follows:

1. \((\Phi_1, B_1) \in \Gamma(W^+_s|_{X_1}|) \times \mathcal{A}(\text{det}W^+_s|_{X_1})\) obeys

\[
D_{B_1} \Phi_1 = 0,
\]

\[
F^+_{B_1} = \rho^{-1}(\Phi \Phi^*)_0 + \mu_1 + \tau \cdot \text{Pr}^+ \{\pi^*(\mu_m)\},
\]

\[
||\Phi_1, B_1||_{M_F \times [0, \infty)} - \pi^*(0, B_0)||_{W^{k,2}(M_F \times [0, \infty))} < \infty.
\]

2. \((\Phi_2, B_2) \in \Gamma(W^+_s|_{X_2}|) \times \mathcal{A}(\text{det}W^+_s|_{X_2})\) obeys

\[
D_{B_2} \Phi_2 = 0,
\]

\[
F^+_{B_2} = \rho^{-1}(\Phi \Phi^*)_0 - \frac{\sqrt{-1}}{2} \tau^+ \cdot \tilde{\omega} + \mu_2 + \tau \cdot \text{Pr}^+ \{\pi^*(\mu_m)\},
\]

\[
||\Phi_2, B_2||_{M_F \times [0, \infty)} - \pi^*(0, B_0)||_{W^{k,2}(M_F \times [0, \infty))} < \infty,
\]

\[
||\Phi_2, B_2||_{X^+} - ||(\Phi, B)||_{W^{k,2}(X^+)} < \infty.
\]

Here \(k\) is fixed sufficiently large and \(\tau \in C^\infty_0(M_F \times [0, \infty))\) such that \(\tau \equiv 1\) on \(M_F \times [1, \infty)\). \(B_d\) in (2) is the connection of \(\text{det}(W_{s_2})\) that corresponds to the trivial connection of the trivial line bundle. (See Section 2.)

Now we have to define suitable moduli spaces \(\mathcal{M}_i\) in which the gauge equivalence classes of the solutions \((\Phi_i, B_i)\) should live respectively. The usual Sobolev norm is not suitable for this purpose since the “boundary value” \((0, B_0)\) is reducible. We have to adopt a weighted Sobolev norm \(||\cdot||_{W^{2,k}_i}\) which is in the form \(||f||_{W^{2,k}_i} := \)
\[ \sum_{i=1}^{k} \left\{ \int e^{\delta t} |\nabla f|^2 \right\}^{\frac{1}{2}} \] in the cylindrical end and agrees with the usual one in the complement. Here \( \delta \) is a sufficiently small positive constant and \( f \) stands for a 1-form, a section of the spinor bundle and so on. Anyway, we can construct the moduli spaces \( M_i \) according to the standard procedure.

Any solution \((\Phi_2, B_2)\) is irreducible since \( \Phi_2 \) approaches asymptotically to the unit length section \( I \) at the infinity of the conical end. As for \((\Phi_1, B_1)\), its irreducibility is assured by the assumption that \( b_2^+ (X_1) > 0 \). In fact, we can choose \( \mu_1 \) from the complement of the affine subspace

\[ F_{B_b}^+ - \tau \cdot \text{Pr}^+ \{ \pi^* (\mu_m) \} + \text{Image} \{ d^+ : \Omega^1_{W_k, 2} (X_1) \to \Omega^+_{W_k, 1, 2} (X_1) \} \]

because the codimension is no less than 1. Here \( B_b \) is a fixed base point of connections such that \( F_{B_b}^+ |_{M_R \times [1, \infty)} = \text{Pr}^+ \{ \pi^* (\mu_m) \} \). The second line of the equation prevents \( \Phi_1 \) from vanishing identically.

Thus we have

**Proposition 10.6.**

1. If \( M_R \) are non-empty for all sufficiently large \( R \), then neither \( M_1 \) nor \( M_2 \) are empty.

2. If \( b_2^+ (X_0) > 0 \) and if the perturbation is generic, \( M_i \) are finite dimensional smooth manifolds such that \( \dim M = \dim M_1 + \dim M_2 + 1 \).

**Remark 10.7.** The term 1 in the right-hand side of the formula in (2) is the dimension of \( U(1) \), which is the isotropy subgroup at \((0, B_0)\) of the gauge group.

Now suppose \((s, q)\) to be \((s_\infty, \text{id})\). Then \( \dim M_R = 0 \) and \( M_R \) is non-empty (see Section 1). Then the first assertion of Proposition 10.6 implies that \( M_1 \) and \( M_2 \) are both non-empty. But the second assertion of Proposition 10.6 implies that either \( M_1 \) or \( M_2 \) is a negative dimensional manifold and thus must be empty. This is a contradiction.

\[ \square \]

11. Appendix

We will prove Lemma 6.3.

Denote by \( L \) the operator \( \triangle + \frac{\tau}{2} |\alpha|^2 \) acting on \( C_0^\infty (X) \).

**Lemma 11.1.** There exist a compact set \( K \subset X \) and a positive constant \( C \) such that, for an arbitrary \( f \in C_0^\infty (X) \), it holds that

\[ \| f \|_{W^2, 2 (X)} \leq C \left( \| Lf \|_{L^2 (X)} + \| f \|_{L^2 (K)} \right). \]

**Proof.** A short calculation shows that

\[ \nabla^* \nabla \nabla f = \nabla \triangle f + \text{Ric} (\nabla f, \ast) \]

where Ric means the Ricci curvature of the Riemannian metric. Taking the inner product of both sides with \( \nabla f \), integrating the result over \( X \) and using an integration by parts, we obtain

\[ \int_X |\nabla \nabla f|^2 = \int_X |\triangle f|^2 + \int_X \text{Ric} (\nabla f, \nabla f). \]

On the other hand, the very definition of \( L \) and an integration by parts imply that

\[ \int_X |\nabla f|^2 = \int_X \langle Lf, f \rangle - \int_X \phi |f|^2 \]

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
where \( \phi \) denotes the function \( \frac{1}{2}|\alpha|^2 \). Choose a compact set \( K \) sufficiently large so that \( \phi \geq \frac{1}{2} \) on the complement of \( K \). (See Proposition 3.2.) Then Hölder’s inequality implies that

\[
(11.3) \quad \int_X |\nabla f|^2 \leq \frac{1}{2} \int_X |L f|^2 + \frac{1}{2} \int_K |f|^2.
\]

Further, integrating the identity

\[
|\triangle f|^2 = |L f|^2 - 2(\triangle f, \phi f) - \phi^2 |f|^2
\]

over \( X \) and making use of an integration by parts and Schwarz’ inequality, we obtain

\[
\int_X |\triangle f|^2 \leq \int_X |L f|^2 - \int_X \left(2\phi |\nabla f|^2 + \phi^2 |f|^2\right) + 2 \int_X |f| |\nabla f| |\nabla \phi|.
\]

By choosing \( K \) sufficiently large, we may assume that \( |\nabla \phi| \leq \frac{1}{4} \) on the complement of \( K \). (See Proposition 3.2.) Thus we obtain

\[
(11.4) \quad \int_X |\triangle f|^2 \leq \int_X |L f|^2 - \frac{1}{8} \int_{X-K} \left(|\nabla f|^2 + |f|^2\right) + C \int_K \left(|\nabla f|^2 + |f|^2\right).
\]

The weak convexity implies that \( |\text{Ric}| \) is bounded over \( X \). Thus combining the inequalities (11.1), (11.3) and (11.4), we get the required inequality.

\[\square\]

**Proof of Lemma 6.3.** It is trivial that \( L \) extends uniquely to the symmetric operator \( \bar{L} \) over \( L^2(X) \) with domain \( W^{2,2}_0(X) \).

First, we will show that \( \bar{L} \) is self-adjoint. Suppose that \( u, v \in L^2(X) \) satisfy

\[
(11.5) \quad \langle u, \bar{L}f \rangle = \langle v, f \rangle
\]

for an arbitrary \( f \in W^{2,2}_0(X) \). Let \( \{u_n\}_{n \in \mathbb{N}} \subset C_0^\infty(X) \) converges strongly to \( u \) with respect to the \( L^2(X) \) norm. It follows by using an integration by parts that

\[
\langle u_n, \bar{L}f \rangle = \langle Lu_n, f \rangle
\]

which implies that \( \{Lu_n\}_{n \in \mathbb{N}} \) converges weakly to \( v \) with respect to the \( L^2(X) \) norm. Thus \( \{||Lu_n||_{L^2(X)}\}_{n \in \mathbb{N}} \) is bounded. Then Lemma 11.1 implies \( \{||u_n||_{W^{2,2}(X)}\}_{n \in \mathbb{N}} \) is also bounded. By passing to a suitable subsequence, we may assume that \( \{u_n\}_{n \in \mathbb{N}} \) converges weakly to an element \( u_0 \in W^{2,2}_0(X) \) with respect to the \( W^{2,2}(X) \) norm. It follows from (11.5) that \( u_0 = u \) almost everywhere, that is, \( u \in W^{2,2}_0(X) \).

Second, we will show

**Lemma 11.2.** If a sequence \( \{u_n\}_{n \in \mathbb{N}} \subset W^{2,2}_0(X) \) satisfies that \( \lim_{n \to \infty} ||\bar{L}u_n||_{L^2(X)} = 0 \) and \( ||u_n||_{L^2(K)} = 1 \), then \( \{u_n\}_{n \in \mathbb{N}} \) converges strongly to an element \( u_0 \in \text{Ker} \bar{L} \) with respect to the \( W^{2,2}(X) \) norm.

It is easy to check that this lemma derives immediately the closedness of \( \text{Im} \bar{L} \) in \( L^2(X) \) and the finite dimensionality of \( \text{Ker} \bar{L} \).

The inequality (11.0) implies that \( \{u_n\}_{n \in \mathbb{N}} \) is bounded in \( W^{2,2}_0(X) \). Thus by passing to a suitable subsequence, we may assume that \( \{u_n\}_{n \in \mathbb{N}} \) converges weakly to an element \( u_0 \) with respect to the \( W^{2,2}_0(X) \) norm. Then the Sobolev embedding theorem implies that \( \{u_n|_K\}_{n \in \mathbb{N}} \) converges strongly to \( u_0|_K \) in \( L^2(X) \). (It is this part where we have to use the compactness of \( K \).) Applying (11.0) to \( \{u_n - u_0\}_{n \in \mathbb{N}} \), we can show that \( \{u_n\}_{n \in \mathbb{N}} \) converge strongly to \( u_0 \) in \( W^{2,2}_0(X) \).
Third, we will show that \( \ker \tilde{L} = \{0\} \), which in the same time implies that \( \text{coker} \tilde{L} = \{0\} \). Suppose \( Lu = 0 \). The local elliptic regularity means that \( u \) is smooth. On the other hand, (11.2) implies that \( \int_X |\nabla u|^2 = 0 \). Thus \( u \) is a constant function. Since \( u \in L^2(X), u \equiv 0 \).

**Remark 11.3.** Due to the weak convexity, we can show that \( W^{2,2}_0(X) \) coincides with the function space \( W^{2,2}(X) \) that consists of \( L^2 \)-functions whose distributional derivatives of order 1 and 2 are realized as \( L^2 \)-functions. (See [K-M2].)
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