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Abstract. The main objective of this paper is to work out a full-scale application of the integrability analysis of the inverse problem of the calculus of variations, as developed in recent papers by Sarlet and Crampin. For this purpose, the celebrated work of Douglas on systems with two degrees of freedom is taken as the reference model. It is shown that the coordinate-free, geometrical calculus used in Sarlet and Crampin’s general theoretical developments provides effective tools also to do the practical calculations. The result is not only that all subcases distinguished by Douglas can be given a more intrinsic characterization, but also that in most of the cases, the calculations can be carried out in a more efficient way and often lead to sharper conclusions.

1. Introduction

In a number of recent papers, we have revisited the inverse problem of the calculus of variations for second-order ordinary differential equations in its most difficult aspect: that of classifying equations

\[ \dddot{x}^i = f^i(t, x, \dot{x}) \quad (i = 1, 2, \ldots, n), \]

for which a non-singular symmetric multiplier matrix \( g_{ij}(t, x, \dot{x}) \) exists, such that

\[ g_{ij}(\dddot{x}^j - f^j) = \frac{d}{dt} \left( \frac{\partial L}{\partial \ddot{x}^i} \right) - \frac{\partial L}{\partial x^i}, \]

for some function \( L \). Such a classification of course has to be achieved by means of conditions on the given data \( f^i \); and, given the fact that the so-called Helmholtz conditions to be satisfied by \( g_{ij} \) involve algebraic as well as partial differential equations, one can expect that addressing the classification question will amount to a systematic integrability analysis of those conditions.

The first author who addressed this integrability aspect of the inverse problem was Douglas [5]. His paper, which dealt exclusively with systems with two degrees of freedom \( (n = 2) \), became notorious, because its complexity for a long time discouraged any further attempt to “solve” the inverse problem in this sense for systems with more than two degrees of freedom. The first novel contribution to the integrability problem perhaps came with the work of Anderson and Thompson [1]. Among other things, they were the first who succeeded in generalizing one of
the cases in Douglas’s classification (Case I) to an arbitrary number of degrees of freedom.

Our own renewed interest in the inverse problem came from the development of an interesting geometrical calculus, first related to autonomous equations (see \[7, 8, 9\]) and later generalized to time-dependent systems in \[11, 12\]. In \[4\], it was observed that this calculus was particularly suitable for understanding Douglas’s analysis from a geometrical point of view. Indeed, it was shown explicitly how the different cases distinguished by Douglas could be given a coordinate-free interpretation. There were strong indications that the new calculus would lend itself to the application of the old Riquier-Janet theory of formally integrable partial differential equations \[11\] in a modern coordinate-free way, and this for arbitrary \(n\). This challenge was addressed in \[13\], where the authors gave a fairly complete account of the integrability or passivity conditions, the way they occur in the Riquier approach. The completeness of the analysis is restricted by two conditions, however: firstly, it must be possible to select a so-called proper ordering for the Riquier algorithm; secondly, a certain class of passivity conditions, which in general can be of second order, should not degenerate into conditions of first or zeroth order. The first point was in fact overlooked in \[13\] and has only recently been clarified \[12\]. Although this is all one could possibly hope to obtain by this method at such a level of generality, it turns out that this completion of the integrability analysis, when related to Douglas’s work for \(n = 2\), would really bring us to the end of the line in his Case I only (and indeed, this case was also generalized to arbitrary \(n\) in \[13\]). On the other hand, one should not be led to believe then that no progress was made for the other cases. For example, our geometrical approach very often succeeds in reproducing in one fell swoop expressions which Douglas had to compute in coordinates over and over again for each subcase. Further evidence of the value of the method was given in \[3\], where also Douglas’s Case IIa1 was generalized to arbitrary \(n\).

With the present paper, we want to pay tribute to the celebrated work of Douglas, by reinvestigating the case \(n = 2\) with our more intrinsic version of the Riquier algorithm. Unlike other modern approaches to the subject, in particular the recent contributions by Grifone and Muzsnay \[6, 10\], which are based on the Spencer-Goldschmidt theory of formal integrability, our geometrical approach is based on the same underlying methodology as the analytical work of Douglas. We are therefore in a favourable position to streamline his results.

Let us now briefly sketch the basics of our geometrical calculus. Consider a bundle \(\pi : E \to \mathbb{R}\) and its first jet bundle \(J^1\pi\) with, in particular, the projection \(\pi^0_1 : J^1\pi \to E\). The most specific feature of our calculus is that it deals with tensor fields and operators, defined not on the manifold \(J^1\pi\), but rather along the projection \(\pi^0_1\). The non-singular symmetric matrix \(g_{ij}\) we are looking for in the inverse problem is to be regarded as providing the components of a symmetric type (0,2) tensor field \(g\) along \(\pi^0_1\). As reported in many of the above cited papers, a geometrical formulation of the Helmholtz conditions to be satisfied by \(g\) reads as follows:

\[
\begin{align*}
(1.3) & \quad \nabla g = 0, \\
(1.4) & \quad D^\nu_{X_i} g(X_j, X_k) = D^\nu_{X_i} g(X_j, X_k), \\
(1.5) & \quad D^\mu_{X_i} g(X_j, X_k) = D^\mu_{X_i} g(X_j, X_k), \\
(1.6) & \quad g(\Phi(X_i), X_j) = g(X_i, \Phi(X_j)).
\end{align*}
\]
Here, \( \Phi \) is the Jacobi endomorphism, a type \((1,1)\) tensor field along \( \pi^0_1 \), coming from a given second-order system

\begin{equation}
\Gamma = \frac{\partial}{\partial t} + \dot{x}^i \frac{\partial}{\partial x^i} + f^i(t,x,\dot{x}) \frac{\partial}{\partial \dot{x}^i}
\end{equation}

on \( J^1 \pi \). The components of \( \Phi \) are

\begin{equation}
\Phi^j_i = -\frac{\partial f^i}{\partial \dot{x}^j} - \Gamma^k_i \Gamma^j_k - \Gamma^j_i,
\end{equation}

where

\begin{equation}
\Gamma^k_i = -\frac{1}{2} \frac{\partial f^i}{\partial \dot{x}^k}
\end{equation}

are the connection coefficients of the non-linear connection associated to \( \Gamma \). The operators \( r \), \( D^V_X \), and \( D^H_X \) are degree zero derivations acting on tensor fields along \( \pi^0_1 \). We shall list important relations and properties concerning these operations when needed, but in large parts of the calculations in the present paper, they will in fact be acting on functions \( F \) on \( J^1 \pi \), and their action then is simply that of a vector field: we have

\begin{equation}
\nabla F = \Gamma(F), \quad D^V_X F = X^V(F), \quad D^H_X F = X^H(F),
\end{equation}

where \( X \) is a vector field along \( \pi^0_1 \), and \( X^V \) and \( X^H \) are vector fields on \( J^1 \pi \), with the following coordinate representation:

\begin{equation}
X = X^i(x,\dot{x}) \frac{\partial}{\partial x^i}, \quad X^V = X^i \frac{\partial}{\partial \dot{x}^i}, \quad X^H = X^i \left( \frac{\partial}{\partial \dot{x}^i} - \Gamma^k_i \frac{\partial}{\partial \dot{x}^k} \right).
\end{equation}

As the representation of \( X \) indicates, all vector fields along \( \pi^0_1 \) which enter the calculations in the present context take their values in the vertical subbundle of \( TE \) (and in fact also all tensor fields under consideration act on such vectors only). As a result, although the set-up is about time-dependent systems, the formulas of the geometrical calculus we need are rather those of the autonomous theory, and derivatives with respect to time only occur in the dynamical covariant derivative \( \nabla \).

To complete the picture, it suffices to recall how the derivations under consideration act on the local bases of vector fields and 1-forms along \( \pi^0_1 \). We have

\begin{align*}
\nabla \left( \frac{\partial}{\partial \dot{x}^i} \right) &= \Gamma^j_i \frac{\partial}{\partial \dot{x}^j}, \\
D^V_X \left( \frac{\partial}{\partial \dot{x}^i} \right) &= 0, \\
D^H_X \left( \frac{\partial}{\partial \dot{x}^i} \right) &= X^V(\Gamma^i_j) \frac{\partial}{\partial x^j}.
\end{align*}

\begin{align*}
\nabla(dx^i) &= -\Gamma^j_i dx^j, \\
D^V_X(dx^i) &= 0, \\
D^H_X(dx^i) &= -X^V(\Gamma^i_j) dx^j.
\end{align*}

Now, to be a bit more precise, the most succinct version of the Helmholtz conditions is actually a subset of the set of conditions listed above, namely the conditions \((1.3)\), \((1.4)\) and \((1.6)\). But the extra condition \((1.5)\) is also a necessary one: it is the first integrability requirement which has to be added on as a result of comparing prolongations of \((1.3)\) and \((1.4)\), knowing the property

\begin{equation}
[\nabla, D^V_X] = D^V_X - D^V_X.
\end{equation}

Other obvious necessary requirements, which follow from compatibility between \((1.3)\) and \((1.6)\), are the algebraic conditions

\begin{equation}
g(\nabla^k_X(X_i), X_j) = g(X_i, \nabla^k_X(X_j)), \quad \forall k \geq 1.
\end{equation}
There is another infinite hierarchy of algebraic conditions on $g$, involving the curvature $R$ of the non-linear connection (see e.g. [13]), but it will be less important here, as it is void for $n = 2$.

The idea is first to exhaust all the information coming from the algebraic requirements on $g$ (these might, in fact, simply reduce the dimension of the solution space to zero). Once we have done that, the Riquier algorithm requires writing the closure conditions (1.4-1.5) in a systematic way in order to obtain a system of equations in orthonomic form. This involves selecting an ordering for the dependent variables and their derivatives, and will determine, for each equation of type (1.4) or (1.5), which term is chosen for the left-hand side (and is then called a principal derivative) and which are the terms on the right-hand side (called parametric derivatives). At this point, the concept of a proper ordering, as introduced in [12], becomes important. Essentially, the ordering will be proper if whenever two left-hand sides of (1.4) refer to the same component of $g$, $D^V_X g(X_j, X_k)$ and $D^V_X g(X_j, X_k)$ for example, the corresponding right-hand sides involve derivatives with respect to the same argument, i.e. they are for example $D^V_X g(X_i, X_k)$ and $D^V_X g(X_i, X_k)$. If the ordering is proper, the next compatibility requirements come only from comparing $D^\mu$-prolongations of (1.4) with $D^\nu$-prolongations of (1.5). They are what we shall call $A$-conditions, and read:

$$
(A(X_i, X_j)g)(X_k, X_l) := \left( \left( D^\nu_X D^\mu_X - D^\nu_X D^\mu_X - D^\mu_{D^\nu_X} X_i + D^\mu_{D^\nu_X} X_i \right) g \right)(X_k, X_l) + g(\theta(X_k, X_l) X_i, X_j) - g(X_i, \theta(X_k, X_l) X_j) = 0
$$

(1.13)

(see the definition (1.14) for the meaning of the tensor field $\theta$). Clearly, these are, in principle, second-order partial differential equations for $g$. It was further shown in [13, 12] that for a proper ordering, provided there is no degeneracy in the conditions (1.13), the process of generating integrability conditions stops right there, which is a quite striking result. For example, any attempt to confront, say, $D^\nu$-prolongations of the conditions (1.13) with second-order $D^\nu$-prolongations of (1.5) and $D^\nu D^\mu$-prolongations of (1.4), can never give rise to new integrability conditions. When some of the entries of the matrix $g_{ij}$ are zero as a result of algebraic restrictions, however, some or all of the $A$-conditions will ‘degenerate’ into first-order equations (or even algebraic ones). The search for further integrability conditions then becomes a different story, as prolongations of the conditions (1.13) then should be compared with first-order prolongations of the conditions (1.4-1.5), so the proof that the procedure terminates breaks down.

When $\Phi$ is a multiple of the identity, there are no algebraic restrictions on $g$; that corresponds to Case I in Douglas’s classification and explains why we were able to extend this case to arbitrary dimensions. For all other cases, unfortunately, one is bound to continue the integrability analysis case by case. Nevertheless, our approach enables us to improve significantly on Douglas. Not only is it coordinate-free and valid for arbitrary $n$, but it also tells us where to start the next step in the analysis in each case: the $A$-conditions, for a proper ordering, cover in a uniform way a large number of very different-looking conditions which Douglas had to compute separately for each case. In fact, there is even one exception to the point made above about the general proof breaking down: indeed, the proof that compatibility between the $A$-conditions and the equation $\nabla g = 0$ is identically satisfied remains
valid even when the $A$-conditions degenerate. This is so because the right-hand side of the equation for $\nabla g$ is simply zero (so that it makes no difference whether one takes first- or second-order prolongations), and the fact that no extra vector argument is introduced when taking $\nabla$ prolongations. This observation alone covers numerous situations where Douglas computes compatibility conditions with the $(\partial/\partial t)$-equation for individual components of $g$, only to find in each case that the condition is identically satisfied. There are still other aspects of our $A$-conditions (1.13) which call for an explicit verification in particular situations. For example, as already reported in earlier work, in Case I, for every condition of type (1.13) we can write down, Douglas would be led to compute two second-order conditions and would conclude that they happen to coincide.

Part of the purpose of the present paper is to illustrate the practical value and utility of the $A$-conditions in a number of different situations where they degenerate. The only way to do that convincingly is to go back to systems with two degrees of freedom and to show explicitly how we can recover and improve upon results obtained by Douglas in each of the main classes of his classification. Needless to say, this will involve some quite tedious calculations. For a brief summary of the classification scheme of Douglas, we refer to [4]. More details will be given as we proceed with the present analysis. We set the stage in the next section, where the differential conditions (1.3-1.5) and (1.13) are made concrete with respect to an appropriate local basis of vector fields along $\sigma^0_1$, and already a few of the points raised above are verified explicitly. In Section 3, we show how our method works in a number of different subcases with a diagonalizable $\Phi$ and thereby confirms or sharpens the results of Douglas. We do the same in Section 4 for the case that $\Phi$ is not diagonalizable (Case IIb of Douglas). Each of the cases is illustrated by an explicit example in the last section.

One point remains to be explained here: the algebraic part of the $A$-conditions (1.13) contains a type (1,3) tensor field $\theta$ along $\sigma^0_1$, which is defined as follows:

$$\theta(X_k, X_l)X_i := \left( D^V_{X_k} D^\mu_{X_l} - D^\nu_{X_l} D^\mu_{X_k} X_i - D^\mu_{D^\mu_{X_k} X_l} X_i + D^\nu_{D^\nu_{X_l} X_k} X_i \right) X_i.$$  

Explicit calculations, when they involve $\theta$, can require some ingenuity, as one often has to make use of the property that $\theta$ is symmetric in all its arguments. As a matter of fact, with respect to a local basis of coordinate vector fields and forms, the components of $\theta$ are proportional to $\partial^3 f^i / \partial \xi^j \partial \xi^k \partial \xi^l$.

2. The differential conditions for $n = 2$

In view of the algebraic condition (1.10) which expresses the symmetry of the product of two matrices, one being the unknown $g$, the other one the given $\Phi$, it is natural that a classification of all possible cases will be dictated by the different real Jordan normal form structure that the given $\Phi$ can have. The best way then of writing down explicit expressions for the differential conditions on $g$ will be with respect to a local frame of vector fields along $\sigma^0_1$, maximally adapted to the structure of $\Phi$ (eigenvectors, for example). So, let $(X_i)_{i=1,2}$ be such a frame, to be specified later on for each case separately, and let $(\theta^j)_{j=1,2}$ be the dual coframe of 1-forms. We introduce various structure functions to express covariant derivatives of these elements with respect to the same basis. In general we will put (the summation
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The functions \( \nu_i^j \), \( \tau_{ij} \) and \( \mu_{ij} \) are to be regarded as known functions, and there are relations among them, coming from properties of the derivations such as (1.11) By duality, we likewise have

\[
\nabla \theta = -\nu_i^j \theta^j, \quad D_{X_i} \theta^j = -\tau_{ij}^k \theta^k, \quad D_{X_i} \theta = -\mu_i^j \theta^j.
\]

With respect to the selected coframe, the most general expression for a symmetric type (0,2) tensor field \( g \) along \( \pi^0 \) reads

\[
g = \rho \, g^A, \tag{2.3}
\]

where

\[
g^1 = \theta^1 \otimes \theta^1, \quad g^2 = \theta^2 \otimes \theta^2, \quad g^3 = \theta^1 \otimes \theta^2 + \theta^2 \otimes \theta^1. \tag{2.4}\]

So, a capital latin index will run from 1 to 3, and we will also write \( \rho = \rho_3 \) for the off-diagonal component of \( g \).

It will also be advantageous to make temporary use of structure functions which relate directly to the basis \( \{ g^A \} \) of symmetric (0,2) tensors. We put

\[
D_{X_i} g^A = \nu_{ij}^A g^B, \quad D_{X_i} \kappa^A = \kappa_{ij}^A g^B, \tag{2.5}
\]

as a means of easing the writing. One easily verifies from the defining relations that the following identities hold (written down in the format of 3\times3 matrices, with \( i = 1 \) or 2):

\[
\begin{pmatrix} \nu_{ij}^A \end{pmatrix} = \begin{pmatrix} 2 \tau_{11}^1 & 0 & \tau_{12}^2 \\ 0 & 2 \tau_{22}^2 & \tau_{21}^3 \\ 2 \tau_{12}^3 & 2 \tau_{21}^3 & \tau_{11}^3 + \tau_{22}^3 \end{pmatrix}, \quad \begin{pmatrix} \kappa_{ij}^A \end{pmatrix} = \begin{pmatrix} 2 \mu_{11}^1 & 0 & \mu_{12}^2 \\ 0 & 2 \mu_{22}^2 & \mu_{21}^3 \\ 2 \mu_{21}^3 & 2 \mu_{11}^3 & \mu_{12}^3 + \mu_{22}^3 \end{pmatrix}. \tag{2.6}\]

We now set up some master expressions for the differential conditions (1.4), (1.5) and (1.13), which will then have to be adapted to each of the different situations coming from the algebraic conditions (1.6) (or possibly even (1.12)). There is no need to do that for equation (1.3) at the moment, since it hardly plays a role in the integrability discussion, for reasons already indicated. With \( n = 2 \), we have two conditions in the grouping (1.4) (and likewise for (1.5)), namely \( D_{X_1} g (X_1, X_2) = D_{X_1}^\nu g (X_1, X_1) \) and \( D_{X_1}^\nu g (X_2, X_2) = D_{X_1}^\nu g (X_2, X_1) \). The computations are now straightforward: since all operations involved are degree zero derivations, we write, for example,

\[
D_{X_1}^\nu g = \left(D_{X_1} \rho_B \right) g^B + \rho_A \nu_{ij}^A g^B, \tag{2.7}
\]

and then evaluate such tensors on the appropriate arguments. This way, the so-called closure conditions (1.4) and (1.5) become

\[
\begin{align*}
D_{X_2} \rho_1 &= D_{X_1} \rho + \rho_A (\nu_{13}^A - \nu_{21}^A), \tag{2.7} \\
D_{X_1} \rho_2 &= D_{X_2} \rho + \rho_A (\nu_{23}^A - \nu_{12}^A), \tag{2.8} \\
D_{X_2} \rho_1 &= D_{X_1} \rho + \rho_A (\kappa_{13}^A - \kappa_{21}^A), \tag{2.9} \\
D_{X_1} \rho_2 &= D_{X_2} \rho + \rho_A (\kappa_{23}^A - \kappa_{12}^A). \tag{2.10}
\end{align*}
\]
As long as the closure conditions can be written in the above format, there is no danger about the ordering: the ordering is proper simply because the two vertical derivations do not involve the same $\rho_i$. The situation may be different if algebraic restrictions force one or both of the $\rho_i$ to be zero.

Concerning (1.13), since the $A$-operator is skew-symmetric, the only (symmetric) tensor field to compute here is $A(X_1, X_2)g$. Leaving the algebraic terms involving the $\theta$ tensor (1.14) unspecified at the moment, one obtains

\begin{equation}
(2.11) \quad A(X_1, X_2)g = [(D^X_1 D^X_2 - D^X_2 D^X_1)(\rho_B) + \nu^A_1 D^X_2 \rho_A - \nu^A_2 D^X_1 \rho_A + \kappa^A_2 D^X_1 \rho_A - \kappa^A_1 D^X_2 \rho_A + \rho_A(D^X_1 \kappa^A_2 - D^X_2 \kappa^A_1) + \rho_A(\kappa^A_{2C} \nu^C_1 - \kappa^A_1 \nu^C_2) - (\tau^k_{12} - \tau^k_{21})D^H_k \rho_B - (\tau^k_{12} - \tau^k_{21})\rho_A \kappa^A_k] g^B + \rho_B g^B(\theta(\cdot, \cdot) X_1, X_2) - \rho_B g^B(X_1, \theta(\cdot, \cdot) X_2).
\end{equation}

One then has to decide which components of this symmetric tensor field are relevant. Recall that all derivatives of principal derivatives are principal also. The rule of thumb in this matter then simply is: for a proper ordering, the $A$-conditions to be considered are those for which the second-order derivative terms are not principal derivatives. So, as long as $\rho_1$ and $\rho_2$ are not zero, there is just a single $A$-condition, namely

\begin{equation}
(2.12) \quad (A(X_1, X_2)g)(X_1, X_2) = 0.
\end{equation}

It will clearly produce a second-order partial differential equation for $\rho$ (excluding for the moment the case that $\rho$ is zero). This is in a way a rather challenging claim when we compare it to the calculations in [5], especially since the direct calculations of [5] also make perfect sense in our more geometrical set-up. Indeed, suppose we look directly at equations (2.7,2.10) and enquire about integrability conditions. The left-hand sides are after all just vector fields acting on functions, so we can proceed directly via Frobenius’s theorem. Clearly then, there are two conditions to be investigated, one coming from the commutator $[X^Y_1, X^H_i]$ acting on the function $\rho_1$ and the other one coming from $[X^Y_1, X^H_i]$ acting on $\rho_2$. How does this match the claim that there is just a single $A$-condition to be verified? The first point to observe from the structure of equations (2.7,2.9), respectively (2.8,2.10), is that both computations will give rise to a second-order equation for $\rho$. In an appendix, we briefly sketch how one can proceed to show that these two equations are equivalent, i.e., they are the same after all substitutions of parametric for principal derivatives have been carried out. We further leave it as an exercise for the reader to verify that they are also equivalent in the same sense to the single second-order equation for $\rho$ coming from (2.12). This of course requires computing (2.12) in full detail, but the reader will find enough indications of how to do this in the next section, where we will effectively compute (2.12) in a situation where it “degenerates” into a lower-order condition because of the fact that $\rho$ is zero. Finally, a second interesting exercise is to verify explicitly another aspect of our claim. Indeed, our theory predicts that the diagonal components of the tensor field $A(X_1, X_2)g$ do not give rise to new restrictions here: that is to say, $(A(X_1, X_2)g)(X_k, X_k) \equiv 0$ ($k = 1, 2$) when substituting parametric for principal derivatives. Again, it would not be fruitful to verify this here, but Section 4 will show the way to do it, because we will then be in a situation where precisely these diagonal components are the $A$-conditions that matter.
3. The cases where $\Phi$ is diagonalizable

As explained in [4], the main classification scheme of Douglas comes from looking at the dependence (or independence) of the matrices $\Phi, \nabla \Phi, \nabla^2 \Phi$ and the identity $I$. Inside each of his three main cases (we exclude his Case IV from our considerations because then the system can never be variational), further subdivisions have to do with properties of the eigenvalues of $\Phi$, or in other words with the nature of the Jordan normal form of $\Phi$. We, on the other hand, will base our investigations here directly on the latter aspect and will arrive this way at subcases of the three different main classes of Douglas.

Assume that $\Phi$ is diagonalizable (with real eigenvalues for simplicity). If the eigenvalues are equal, we have $\Phi = \lambda I$, which is Case I of Douglas, the case that was extensively discussed (for general $n$) in [13] and was found to be variational by several authors. Assume therefore that the two eigenvalues $\lambda_i$ are distinct. We may then be in Case IIa of Douglas or in Case III (cf. [4]). Let $X_i$ be vector fields along $\pi_i^1$ which each span one of the 1-dimensional eigendistributions. This is the local basis of vector fields along $\pi_i^1$ with respect to which we do the calculations now. There is still some scale freedom, which we will exploit later on.

The first algebraic condition (1.6) implies that $g$ will be diagonal (with respect to the dual basis $\theta^i$ which here are eigenforms of $\Phi$):

\begin{equation}
(3.1) \quad g = \rho_1 \theta^1 \otimes \theta^1 + \rho_2 \theta^2 \otimes \theta^2.
\end{equation}

With $\rho = 0$, the closure conditions become

\begin{align}
(3.2) & \quad D_{X_2}^\nu \rho_1 = \rho_2 (v_{13}^k - v_{21}^k) = (2\tau_{21}^1 - \tau_{12}^1)\rho_1 - \tau_{11}^2 \rho_2, \\
(3.3) & \quad D_{X_2}^\nu \rho_2 = \rho_2 (v_{23}^k - v_{12}^k) = (2\tau_{12}^2 - \tau_{21}^2)\rho_2 - \tau_{22}^1 \rho_1, \\
(3.4) & \quad D_{X_2}^\nu \rho_1 = \rho_2 (\kappa_{13}^k - \kappa_{21}^k) = (2\mu_{21}^1 - \mu_{12}^1)\rho_1 - \mu_{11}^2 \rho_2, \\
(3.5) & \quad D_{X_2}^\nu \rho_2 = \rho_2 (\kappa_{23}^k - \kappa_{12}^k) = (2\mu_{12}^2 - \mu_{21}^2)\rho_2 - \mu_{22}^1 \rho_1.
\end{align}

We now proceed to compute the $A$-condition (2.12) explicitly (it is not much harder to do it without the simplification $\rho = 0$ for comparison with the second-order conditions derived in the Appendix). We shall split the expression in different parts for a more transparent view of the way to proceed. First, we compute the derivative terms in (1.13) (with $i = k = 1, j = l = 2$). In other words, we take the first three lines of the right-hand side of (2.11) and evaluate them on the pair $(X_1, X_2)$. It is clear then that in the sum over $B$, only the term for $B = 3$ survives. We denote this part of the expression by $(A(X_1, X_2)g)(X_1, X_2)$. Needless to say, derivatives of the $\rho_i$ which are left-hand sides in the closure conditions (3.2), (3.5) have to be replaced by the corresponding right-hand sides. The result is

\begin{equation}
(3.6) \quad (A(X_1, X_2)g)(X_1, X_2) = v_{13}^2 D_{X_2}^\nu \rho_2 - v_{23}^1 D_{X_1}^\nu \rho_1 + \kappa_{23}^k v_{12}^C \rho_1 - \kappa_{13}^k v_{21}^C \rho_2 \\
+ \rho_2 \left[ v_{13}^i (\kappa_{13}^i - \kappa_{21}^i) - v_{23}^i (\kappa_{23}^i - \kappa_{12}^i) - \kappa_{13}^i (v_{13}^i - v_{21}^i) + \kappa_{23}^i (v_{23}^i - v_{12}^i) \right] \\
+ D_{X_1}^\nu \kappa_{23}^k - D_{X_2}^\nu \kappa_{13}^k + \kappa_{23}^C v_{13}^C - \kappa_{12}^C v_{23}^C - (\tau_{12}^1 - \tau_{21}^1) \kappa_{33}^k.
\end{equation}
Eventually, one has to express everything in terms of the $\tau_{ij}^k$ and $\mu_{ij}^k$ via (2.6). The result then reads

\begin{equation}
(A(X_1, X_2)g)(X_1, X_2) = -\tau_{12}^1 D_{X_1}^\mu_1 \rho_2 + \tau_{12}^2 D_{X_1}^\mu_2 \rho_1 - \mu_{12}^1 D_{X_1}^\mu_1 \rho_1 + \mu_{12}^2 D_{X_2}^\mu_2 \rho_2
\end{equation}

\begin{equation}
+ \rho_1 \left[ D_{X_1}^\mu_1 \mu_1^2 - D_{X_1}^\mu_2 \mu_1^2 + \mu_2^1 (\tau_{11}^1 + 2\tau_{12}^1 - 2\tau_{21}^1) + \tau_{22}^1 (\mu_2^1 - 2\mu_1^1) \right]

- \mu_1^1 (\tau_{22}^1 - \tau_{12}^1) - \rho_2 \left[ \begin{array}{c} 1 \\ 2 \end{array} \right],
\end{equation}

where the coefficient of $-\rho_2$ is obtained from that of $\rho_1$ by interchanging all indices 1 and 2. To this we still have to add the terms

\begin{equation}
g(\theta(X_1, X_2), X_1, X_2) - g(X_1, \theta(X_1, X_2), X_2)
= \rho_2 \langle \theta(X_1, X_2), X_1, \theta^2 \rangle - \rho_1 \langle \theta(X_1, X_2), X_2, \theta^1 \rangle.
\end{equation}

The computation of the first term proceeds as follows. From the defining relation (1.13), we have

\begin{equation}
\theta(X_1, X_2) X_1 = \left( D_{X_1}^\mu_1 D_{X_1}^\mu_2 D_{X_1}^\mu_1 - D_{X_1}^\mu_1 X_2 + D_{X_2}^\mu_2 X_1 \right) X_1
= D_{X_1}^\mu_1 (\mu_1^2 + \mu_2^2) X_2 - D_{X_1}^\mu_1 (\tau_{11}^1 + \tau_{12}^1 - 12^1 (\mu_1^1 X_1 + \mu_2^1 X_2)
- \tau_{12}^2 (\mu_2^1 X_1 + \mu_2^2 X_2) + \mu_2^1 (\tau_{11}^1 + \tau_{12}^1 X_1 + \tau_{12}^1 X_2) + \mu_2^1 (\tau_{21}^1 X_1 + \tau_{21}^1 X_2),
\end{equation}

from which it follows that

\begin{equation}
\langle \theta(X_1, X_2), X_1, \theta^2 \rangle = \mu_2^1 \tau_{11}^1 + D_{X_1}^\mu_1 \mu_2^1 - \tau_{11}^1 \mu_2^1 - D_{X_1}^\mu_1 \tau_{11}^1
- \tau_{12}^2 \mu_2^1 + \mu_2^1 \tau_{12}^1 + \mu_2^1 \tau_{21}^1.
\end{equation}

This expression has to be added to the coefficient of $\rho_2$ in (3.7), which gives rise to some simplifications. For the other term in (3.8), we can make good use of the symmetry properties of the $\theta$ tensor. Indeed, we know for example that

\begin{equation}
\theta(X_1, X_2) X_2 = \theta(X_2, X_1) X_2,
\end{equation}

and since the coefficients of $\rho_1$ and $-\rho_2$ in (3.7) can be mapped into one another by interchanging 1 and 2 everywhere, it is clear that we had better use the right-hand side of the above equality to compute the second term in (3.8).

The final equation we obtain this way, reads as follows:

\begin{equation}
0 = \tau_{12}^1 D_{X_1}^\mu_1 \rho_1 - \mu_{12}^1 D_{X_1}^\mu_1 \rho_2 + \mu_1^2 D_{X_2}^\mu_2 \rho_2
+ \rho_1 \left[ \mu_{22}^1 (2\tau_{12}^1 - \tau_{21}^1 + \tau_{11}^1) - \tau_{22}^1 (2\mu_1^2 - \mu_2^2 + \mu_1^1) + D_{X_1}^\mu_1 \tau_{22}^1 - D_{X_2}^\mu_2 \tau_{22}^1 \right]

- \rho_2 \left[ \mu_2^1 (2\tau_{21}^1 - \tau_{22}^1 + \tau_{21}^1) - \tau_{11}^1 (2\mu_2^1 - \mu_1^2 + \mu_1^1) + D_{X_1}^\mu_1 \tau_{11}^1 - D_{X_2}^\mu_2 \tau_{11}^1 \right].
\end{equation}

This is the explicit expression for the only $A$-condition which has to be imposed in all situations where $\Phi$ is diagonalizable with distinct eigenvalues, and it is at most a first-order partial differential equation. Hence, unless (3.11) happens to be identically satisfied, we know that further integrability analysis with the closure conditions will be necessary. We must not forget also that further algebraic restrictions may have to be imposed, coming from the hierarchy (1.12).

In agreement with the objectives set out in the Introduction, we now focus on a number of different subcases of Douglas which have in common that $\Phi$ is diagonalizable with distinct eigenvalues. Assume first that $[\nabla \Phi, \Phi] = 0$. For $n = 2$ this is equivalent to saying that $\nabla \Phi = a \Phi + b I$ for some functions $a, b \in C^\infty(J^1 \pi)$, so there are no further restrictions coming from the hierarchy (1.12), and we are in Case IIa of Douglas. It follows from the extra assumption that the eigenspaces of
\(\Phi\) are \(\nabla\)-invariant, so that \(\nabla X_i \propto X_i, \ i = 1, 2\), and since one can always rescale the \(X_i\) in such a way that the functions \(\nu_i^l\) in (2.1) are zero, we can assume here that \(\nabla X_i = 0\). It then follows from the general commutator property (1.11) that
\[
\mu^k_{ij} = -\nabla^k_{ij}.
\]
Moreover, the equation \(\nabla g = 0\), which we have not specified so far, in this situation simply becomes
\[
\nabla \rho_1 = \nabla \rho_2 = 0,
\]
i.e. the \(\rho_i\) must be first integrals.

For completeness, we first recall Case IIa1, called by Douglas the ‘separated case’. It is the case where the closure conditions (3.2-3.5) decouple. In view of (3.12), it is obvious that this requires
\[
\tau_{12}^1 = \tau_{11}^2 = 0,
\]
and we immediately see that (3.14) is identically satisfied, so the system is variational. (We observed already in [4] that (3.14) are tensorial properties: they are equivalent to the vanishing of the type (1,2) tensor field \(H\), defined by
\[
H_{\Phi}(X_k, X_l) := C_{\Phi}^{\nu}(\Phi X_k, X_l) - \Phi (C_{\Phi}^{\nu}(X_k, X_l)) \quad (3.15)
\]
where
\[
C_{\Phi}^{\nu}(X_k, X_l) := [D_X^\nu \Phi, \Phi](X_l) \quad (3.16)
\]
In [3], it was shown, via the same type of calculations, that this situation actually has an extension to arbitrary \(n\).

Let us now test the method further on Case IIa2 (the ‘semi-separated case’), where the closure conditions only partially decouple, say
\[
\tau_{11}^2 = 0, \quad \text{but} \quad \tau_{22}^1 \neq 0. \quad (3.17)
\]
This is also a geometrical condition, as it means that only one of the two components of \(H\) (which are not identically zero for the type of \(\Phi\) under consideration) vanishes.

A schematic summary of Douglas’s results for this case reads as follows: beyond the closure conditions, there are two new integrability conditions which turn out to coincide and give a first-order equation for \(\rho_1\); the further integrability analysis is reduced to the four equations one then has for \(\rho_1\); compatibility between the new equation and the \(\nabla\) equation is identically satisfied; compatibility between the new equation and the \(D^\nu\) and \(D^\rho\) equations (i.e. the reduced equations (3.2) and (3.4)) may result in two new first-order conditions involving the same derivative of \(\rho_1\); an algebraic discussion then has to be conducted concerning the internal consistency of these two new equations; if they are effectively first-order equations, but then linearly dependent for consistency, all derivatives of \(\rho_1\) have become principal derivatives and integrability becomes a matter of a certain 1-form being closed.

Let us see how this materialises in our approach to Case IIa2. Beyond the closure conditions, we generate only one new condition, namely the \(A\)-condition (3.11), which in view of the assumptions (3.17) reduces to
\[
\tau_{22}^1 D_{X_1}^{\nu} \rho_1 - \mu_{22}^{12} D_{X_1}^{\nu} \rho_1 = \rho_1 \left[ -\mu_{22}^{12}(2\tau_{12}^1 - \tau_{21}^2 + \tau_{11}^1) + \tau_{12}^1 (2\mu_{12}^2 - \mu_{21}^2 + \mu_{11}^1) - D_{X_1}^{\nu} \tau_{22}^1 + D_{X_1}^{\nu} \mu_{22}^1 \right] \quad (3.18)
\]
with the $\mu_{ij}^k$ given by (3.12). We know that the new equation will be compatible with the equation $\nabla \rho_1 = 0$, but it is of interest to explore this compatibility in more detail. By the nature of (3.18), we are led to introduce the vector field
\begin{equation}
Z = \tau_{12}^1 X'^1 + \nabla \tau_{22}^1 X'^1.
\end{equation}

Writing the coefficient of $\rho_1$ for shorthand as $b$, so that
\begin{equation}
b = \nabla \tau_{22}^1(2\tau_{12}^2 - \tau_{21}^2 + \tau_{11}^1) - \tau_{22}^1 \nabla(2\tau_{12}^2 - \tau_{21}^2 + \tau_{11}^1) - D_{X_1}^\mu \tau_{12}^1 - D_{X_1}^\nu \nabla \tau_{22}^1,
\end{equation}
and putting $\varrho_1 = \ln \rho_1$, (3.18) becomes
\begin{equation}
Z(\varrho_1) = b.
\end{equation}

Recall that, in vector field notations, the other equations to be satisfied by $\varrho_1$ are
\begin{equation}
\Gamma(\varrho_1) = 0, \quad X_2^i(\varrho_1) = (2\tau_{12}^1 - \tau_{12}^2), \quad X_2^\mu(\varrho_1) = -\Gamma(2\tau_{21}^1 - \tau_{21}^2).
\end{equation}

Now we reveal some more properties of the known structure functions $\tau_{ij}^k$.

Similar to the relation (1.11), there is a corresponding but more complicated commutator property for the operators $\nabla$ and $D_{X_i}^\mu$; for its action on the module of vector fields along $\pi_i^0$ we have
\begin{equation}
[\nabla, D_{X_i}^\mu]X_j = D_{X_i}^\nu X_j + D_{X_j}^\mu X_j - (D_{X_i}^\nu \Phi)(X_j) - R(X_i, X_j),
\end{equation}
where $R$ is the curvature of the non-linear connection and is related to $\Phi$ by the following identity (always with the same restriction to $\pi$-vertical vector fields along $\pi_i^0$ as explained in the Introduction):
\begin{equation}
3R(X_i, X_j) = D_{X_i}^\nu \Phi(X_j) - D_{X_j}^\nu \Phi(X_i).
\end{equation}

Making use of the defining relations (2.21) of the structure functions, it is clear that the equality (3.24) will give rise to various relations between these functions, possibly involving the eigenvalues $\lambda_i$ of $\Phi$. We shall work them out, first assuming only that $\Phi(X_i) = \lambda_i X_i$ and $\nabla X_i = 0$. Taking all possible combinations for $i$ and $j$ in (3.24) and equating each time the coefficients of the two independent terms, one obtains eight equalities which can be represented as follows (there is no summation over repeated indices here, and $i \neq j$):
\begin{equation}
\nabla^2 \tau_{ij}^i + \lambda_i \tau_{ij}^i = 0,
\end{equation}
\begin{equation}
\nabla^2 \tau_{ii}^i + \lambda_i \tau_{ii}^i = D_{X_i}^\nu \lambda_i,
\end{equation}
\begin{equation}
\nabla^2 \tau_{jj}^i + \lambda_j \tau_{jj}^i + \frac{1}{4}(\lambda_i - \lambda_j)\tau_{ij}^i = \frac{1}{4}D_{X_i}^\nu \lambda_i,
\end{equation}
\begin{equation}
\nabla^2 \tau_{jj}^i + \lambda_j \tau_{jj}^i - \frac{1}{4}(\lambda_j - \lambda_i)\tau_{ij}^i = \frac{1}{4}D_{X_j}^\nu \lambda_i.
\end{equation}

Returning to Case IIIa2, we can show that the vector field $Z$ introduced in (3.19) is actually a symmetry of $\Gamma$. Indeed, recalling that
\begin{equation}
[\Gamma, X^\nu] = -X'^\nu + (\nabla X)^\nu, \quad [\Gamma, X'^\nu] = (\nabla X')'^\nu + \Phi(X)^\nu,
\end{equation}
a direct calculation gives:
\begin{equation}
[\Gamma, Z] = (\Gamma^2(\tau_{12}^1 + \lambda_1 \tau_{22}^1)) X'^1 = 0,
\end{equation}
in view of (3.29). Since we know from the theory that compatibility between (3.24) and $\Gamma(\varrho_1) = 0$ should be satisfied automatically, this implies that the function $b$
defined in (3.20) will be a first integral. It is instructive to double check this: it follows from (3.21) - 2(3.28) that
\begin{equation}

\nabla^2(r_{ij}) - 2r_{ij} + \lambda_j(r_{ij} - 2r_{ij}) = 0 \quad (i \neq j).
\end{equation}

The computation of \( \nabla b \), making use of (3.29) again, then simplifies to
\begin{equation}
\nabla b = -r_{i1}D_{X_i}^1, \lambda_1 - \nabla D_{X_i}^1, \nabla r_{i2} - \nabla D_{X_i}^2, \tau_{i2}.
\end{equation}

Using the commutators (1.11) and (3.23) (the last two terms of which are absent when acting on functions), the right-hand side eventually becomes zero.

The next stage in the integrability analysis of the system (3.21-3.22) for \( \varrho_1 \) involves looking at the commutators \([X_i^\nu, Z]\) and \([X_i^\mu, Z]\). For this we need the following bracket relations for horizontal and vertical lifts (the middle one is the same as \( A.1 \) when restricted to functions):
\begin{align}
[X_i^\nu, X_j^\nu] &= \left( D_{X_i}^\nu X_j - D_{X_j}^\nu X_i \right)^\nu, \\
[X_i^\mu, X_j^\nu] &= \left( D_{X_i}^\mu X_j - D_{X_j}^\mu X_i \right)^\nu - \left( D_{X_j}^\nu X_i - D_{X_i}^\nu X_j \right)^\mu + R(X_i, X_j)^\nu, \\
[X_i^\mu, X_j^\mu] &= \left( D_{X_i}^\mu X_j - D_{X_j}^\mu X_i \right)^\mu + R(X_i, X_j)^\nu.
\end{align}

We shall not give the details of the two new integrability conditions which emerge, but merely explain what can happen by looking at their structure. The point to observe is that the two commutators under investigation can easily be expressed as a linear combination of the vector fields \( Z, X_i^\nu, X_j^\nu \) and \( X_i^\mu \). Since we have substitutions to make for the first three of these from (3.21-3.22), the result is two equations of the same type, say
\begin{align}
A_1 X_1^\nu(\varrho_1) + B_1 &= 0, \\
A_2 X_2^\nu(\varrho_1) + B_2 &= 0,
\end{align}

where the \( A_i \) and the \( B_i \) are known functions of the \( \tau_{ij} \) and \( \lambda_i \). This is in full agreement with the results of Douglas as summarized above. Douglas would say: if, for example, \( A_1 = 0 \) but \( B_1 \neq 0 \), then \( \Gamma \) is not variational; likewise for \( A_2 \) and \( B_2 \). Since we are doing these calculations in a more suitable frame than the coordinate vector fields, we can actually do a bit better here and find a certain relationship between (3.35) and (3.36). Let us take one step back and look at the representation of the two equations before the substitutions from (3.21-3.22) are done; we then write them as
\begin{align}
[X_2^\nu, Z](\varrho_1) &= X_2^\nu(b) - Z(2\tau_{21} - \tau_{12}), \\
[X_2^\mu, Z](\varrho_1) &= X_2^\mu(b) + Z(\Gamma(2\tau_{21} - \tau_{12})).
\end{align}

Regardless of the internal consistency of the new conditions (3.35) and (3.36), one normally has to start the integrability procedures again, and the first step would be to check compatibility with the equation \( \Gamma(\varrho_1) = 0 \). But from the Jacobis identity, using the facts that \( \nabla X_2 = 0 \) and \( [Z, \Gamma] = 0 \), we have
\begin{align}
[X_2^\mu, Z] &= -[[[\Gamma, X_2^\nu], Z], Z] = [[X_2^\nu, Z], \Gamma].
\end{align}

Hence,
\begin{align}
[X_2^\mu, Z](\varrho_1) &= \mathcal{L}_\Gamma ([X_2^\nu, Z](\varrho_1)),
\end{align}
and since \( b \) is a first integral and \( Z \) commutes with \( \Gamma \), we likewise have for the right-hand side of (3.38)

\[
X_2^\mu(h) + Z(\Gamma(2\tau_{12}^1 - \tau_{12}^1)) = \mathcal{L}_\Gamma (X_2^\mu(h) - Z(2\tau_{21}^1 - \tau_{12}^1)) .
\]

It follows that compatibility between (3.37) and \( \Gamma(q_1) = 0 \) reproduces (3.38). One can verify in the same way that compatibility between (3.38) and \( \Gamma(q_1) = 0 \) is (not surprisingly) identically satisfied. Going back to the representation (3.35), (3.36) of the new equations, the conclusion is that also (3.36) is just the Lie derivative with respect to \( \Gamma \) of (3.35). But the latter gives

\[
\Gamma(A_1)X_1^\nu(g_1) - A_1X_1^\nu(g_1) + \Gamma(B_1)
\]

\[
= \Gamma(A_1)X_1^\nu(g_1) - (\tau_{22}^1)^{-1} A_1(Z - \Gamma(\tau_{22}^1)X_1^\nu)(g_1) + \Gamma(B_1) .
\]

We conclude therefore that

(3.39) \[
A_2 \propto \Gamma(\tau_{22}^1 A_1), \quad B_2 \propto \tau_{22}^1 \Gamma(B_1) - A_1 b .
\]

This means that one of the situations discussed by Douglas cannot occur, because if the first condition (3.35) is void, the second one (3.36) is void as well \((A_1 = B_1 = 0 \Rightarrow A_2 = B_2 = 0)\). The final list of possibilities in Case IIa2 thus becomes somewhat simpler and reads as follows: (i) if \( A_1 = 0 \) and \( B_1 \neq 0 \), then there is no solution, i.e. the system is not variational; (ii) if \( A_1 = B_1 = 0 \), then the equations (3.21-3.22) for \( g_1 \) are formally integrable, and so are subsequently the three equations for \( \rho_2 \), and for what it is worth, the freedom in the solution is one function of one variable and one function of two variables; (iii) if \( A_1 \neq 0 \), then also \( A_2 \neq 0 \), and to have a solution, we must first of all have that the equations (3.35) and (3.36) are linearly dependent, i.e.,

(3.40) \[
(A_1^1\tau_{22}^1) \Gamma(B_1) - \Gamma(A_1\tau_{22}^1) B_1 = A_1^2 b ;
\]

with (3.40) satisfied, we have equations for all first-order derivatives of \( q_1 \), and their integrability is a standard test which amounts to a certain 1-form being closed; if that happens then the freedom in the solution is one function of two variables (coming from the equations for \( \rho_2 \)). All of this is in agreement with the results of Douglas, and actually makes them more precise on a number of points. In fact, it would not be too hard to go further and compute explicitly the obstructions for the closure of the 1-form under consideration; they come from the compatibility between (3.35) and each of the equations (3.21-3.22), with the exception of \( \Gamma(q_1) = 0 \). But perhaps it is not very fruitful to do this in such a general discussion; it can easily be done for each example in this category. This concludes our treatment of Case IIa2.

What about Case IIa3, the “non-separated case”, i.e., the case where both \( \tau_{12}^2 \neq 0 \) and \( \tau_{11}^2 \neq 0 \)? Obviously, this discussion is bound to be even more complicated, so we will not carry it out here. It is instructive to see, however, how our treatment of the previous case directly gives some clues about addressing the present issue. Going back to the final A-condition (3.11) we obtained before we started using simplifications coming from assumptions on \( H_q \), it is obvious that there are two parts in it which can be mapped into each other by interchanging 1 and 2, and that the whole discussion in Case IIa2 was about one of these parts. So, we should write (3.11) in the form

(3.41) \[
Z_1(\rho_1) - b_1 \rho_1 = Z_2(\rho_2) - b_2 \rho_2 ,
\]

where \( Z_1 \) and \( b_1 \) are the \( Z \) and \( b \) defined respectively in (3.19) and (3.20), and \( Z_2 \) and \( b_2 \) are their analogues with 1 and 2 interchanged. The direct verification we
did before, proving that \( Z \) is a symmetry of \( \Gamma \) and \( b \) is a first integral, remains unaltered and applies to both \( Z_i \) and \( b_i \) here. As a kind of separation of variables technique, it looks plausible next to introduce an auxiliary unknown, \( \tau \) say, which represents both sides of (3.11). Not surprisingly, this is precisely what Douglas did to continue the integrability analysis of this case. But we have much more accurate information about the quantities involved now, so we can undoubtedly sharpen Douglas’s results in this case as well. For example, it follows from the properties of \( Z_i \) and \( b_i \) that we will have \( \Gamma(\tau) = 0 \), which is easier to handle than the non-zero expression Douglas had (in fact, he mentions having to compute two expressions for \( \Gamma(\tau) \), which happen to coincide). We leave it to the reader to complete this discussion.

We shall now depart from Case IIa by assuming that \( [\nabla \Phi, \Phi] \neq 0 \). The algebraic freedom in \( g \) will then further be restricted by the condition (1.12) for \( k = 1 \). In fact, in order to have a solution for the inverse problem, all further conditions in the hierarchy (1.12) must be satisfied identically, so we have to assume that

\[
\nabla^2 \Phi = a \nabla \Phi + b \Phi + c I, \quad a, b, c \in C^\infty(J^1 \pi).
\]

This is Case III of Douglas, which is further subdivided into two subcases, but only in the first of these, Case IIIa, is there a chance for finding a non-degenerate solution for \( g \). It was shown in [4] that \( \Phi \) is then necessarily diagonalizable again. So, we assume we are in this situation now. This time, all we can achieve by rescaling the eigenvectors \( X_i \) is to have \( \nu_i^1 = 0 \), i.e.

\[
\nabla X_1 = \nu_2^1 X_2, \quad \nabla X_2 = \nu_1^2 X_1.
\]

With \( g(X_1, X_2) = 0 \) from the condition (1.6) as before, (1.12) for \( k = 1 \) is equivalent to \( g(\nabla X_1, X_2) + g(X_1, \nabla X_2) = 0 \), which implies \( \nu_2^1 \rho_1 + \nu_1^2 \rho_2 = 0 \). It further follows that \( \alpha = \nu_2^1 / \nu_1^2 \) is a first integral which is known in principle (see [4]). Hence, any algebraically admissible \( g \) is of the form

\[
g = \rho_1(\theta^1 \otimes \theta^1 - \alpha \theta^2 \otimes \theta^2), \quad \text{with} \quad \Gamma(\alpha) = 0.
\]

Turning to the differential conditions for the only unknown function \( \rho_1 \), \( \nabla g = 0 \) requires that \( \Gamma(\rho_1) = 0 \), while the closure conditions (3.2)-(3.3) become

\[
D^V_{X_i} \rho_1 = (2 \tau^1_{21} - \tau^1_{12} + \alpha \tau^2_{11}) \rho_1,
\]

\[
\alpha D^V_{X_i} \rho_1 = (\alpha(2 \tau^2_{12} - \tau^2_{21}) + \tau^1_{22} - D^V_{X_i} \alpha) \rho_1,
\]

\[
D^V_{X_i} \rho_1 = (2 \mu^1_{21} - \mu^1_{12} + \alpha \mu^2_{11}) \rho_1,
\]

\[
\alpha D^V_{X_i} \rho_1 = (\alpha(2 \mu^2_{12} - \mu^2_{21}) + \mu^1_{22} - D^V_{X_i} \alpha) \rho_1.
\]

This is a typical situation where the linear dependence between \( \rho_1 \) and \( \rho_2 \) has made the ordering become improper: we have two vertical derivatives of \( \rho_1 \) in the list of principal derivatives (after division by \( \alpha \) in (3.44)) and the corresponding right-hand sides are not derivatives of \( g \) with respect to the same vector argument. As a result, we can no longer trust that the single \( A \)-condition (3.11) would constitute the only second-order passivity condition. In fact, it is manifestly clear that there will, for example, be a \( D^V D^V \)-compatibility condition coming from (3.45) and (3.46). Since we have equations for all derivatives of the single unknown \( \rho_1 \), however, we can say (with Douglas) that integrability now is a matter of a certain 1-form being closed. The verification of this is a standard process so, rather than working out all mixed
derivative conditions coming from (3.4.1-3.4.18) in all generality, we can safely leave that to each explicit example falling in this category.

4. The cases where $\Phi$ is not diagonalizable

There is one main category in Douglas’s classification which we have not touched upon yet, namely Case II. So assume again that $[\nabla \Phi, \Phi] = 0$, but that this time $\Phi$ is not diagonalizable. We choose a local frame of vector fields along $\pi^1_1$ such that

\begin{align}
(4.1) & \quad \Phi(X_1) = \lambda X_1, \\
(4.2) & \quad \Phi(X_2) = a X_1 + \lambda X_2 \quad a \neq 0.
\end{align}

The algebraic condition (1.6) then requires that $g(X_1, X_1) = 0$. The next one in the hierarchy would read $g(\nabla X_1, X_1) = 0$, but since $\nabla \Phi$ can be expressed as a linear combination of $\Phi$ and the identity, this condition has to be void, meaning that $\nabla X_1$ will be proportional to $X_1$ and thus can be rescaled to be zero. So, we may assume here that the $X_i$ are chosen in such a way that

\begin{align}
(4.3) & \quad \nabla X_1 = 0, \quad \nabla X_2 = \nu^1 X_1,
\end{align}

and $g$ is bound to be of the form (with respect to dual 1-forms)

\begin{align}
(4.4) & \quad g = \rho_2 \theta^2 \otimes \theta^2 + \rho (\theta^1 \otimes \theta^2 + \theta^2 \otimes \theta^1).
\end{align}

The closure conditions (2.7-2.10) with $\rho_1 = 0$ can be written in the form

\begin{align}
(4.5) & \quad D^\nu_X, \rho = \rho_A (v^A_{21} - v^A_{13}) , \\
(4.6) & \quad D^\nu_{X_1}, \rho_2 = D^\nu_{X_2}, \rho + \rho_A (v^A_{23} - v^A_{12}) , \\
(4.7) & \quad D^\nu_{X_2}, \rho = \rho_A (\kappa^A_{21} - \kappa^A_{13}) , \\
(4.8) & \quad D^\nu_{X_1}, \rho_2 = D^\nu_{X_2}, \rho + \rho_A (\kappa^A_{23} - \kappa^A_{12}).
\end{align}

Written in this form, the ordering is proper, so the rule concerning the $A$-conditions says that there is again only one condition to look at (this time different from (2.12) however), namely

\begin{align}
(4.9) & \quad (A(X_1, X_2) g)(X_1, X_1) = 0.
\end{align}

We sketch in a few steps how the computation goes. A good starting point is the general expression (2.11), which we apply to the pair $(X_1, X_1)$, knowing further that $\rho_1 = 0$. Clearly, there are no second-order terms; we further make substitutions for all first-order $X_i$-derivatives from the above closure conditions. Expressing everything in terms of $\tau^i_j$ and $\mu^i_j$ by using (2.6), the part which does not involve the $\theta$-tensors eventually becomes

\begin{align}
(4.10) & \quad (A(X_1, X_2) g)(X_1, X_1) = 2 \mu^2_{11} D^\nu_{X_2}, \rho - 2 \mu^2_{11} D^\nu_{X_1}, \rho + \rho \left[ -2 D^\nu_{X_2}, \mu^2_{21} + 2 D^\nu_{X_1}, \mu^2_{11} \\
& \quad - 2 \mu^2_{21} (\tau^2_{21} - \tau^1_{11}) + 2 \mu^2_{11} (\tau^1_{12} - 3 \tau^1_{21}) + 2 \tau^2_{11} (\mu^1_{21} + \mu^2_{22}) \right].
\end{align}

To this we must add the terms

\begin{align}
(4.11) & \quad g(\theta(X_1, X_1) X_1, X_2) - g(X_1, \theta(X_1, X_1), X_1) = \rho_2 (\theta(X_1, X_1) X_1, \theta^2) \\
& \quad + \rho \left[ (\theta(X_1, X_1) X_1, \theta^1) - (\theta(X_1, X_1) X_2, \theta^2) \right].
\end{align}

As before, we need to make a choice concerning the way in which we compute the $\theta$-tensors. The coefficient of $\rho_2$ which emerges here starts with $X^\nu_i$ and $X^\mu_i$ derivatives of structure functions; the same will be true for the term in $\rho$ coming
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Putting everything together then, we reach the following general expression for the
condition (4.12) (which will be valid as long as it makes sense to write the closure
conditions with principal derivatives as in (4.5-4.8)):
\begin{equation}
0 = 2\mu_{11}^2 D_{X_2}^2 \rho - 2\tau_{11}^2 D_{X_2}^2 \rho + \rho \left[ D_{X_1}^2 (\mu_{11}^1 - 2\mu_{21}^2 + \mu_{12}^1) \right.
\end{equation}

The relationship between the \( \mu_{ij}^k \) and \( \tau_{ij}^k \) follows from (1.11) as before. To be
concrete, computing the identity \( [\nabla, D_{X_1}^2] X_j = D_{X_1}^2 V, X_j - D_{X_1}^2 X_j, \) taking account
of the simplifications (1.3), one easily finds that
\begin{equation}
\mu_{ij}^k = -\nabla \tau_{ij}^k - \tau_{ij}^k \nu_1^1 \nu_2^1 \theta_1^1 + \delta_i^j (\nu_1^1 D_{X_1}^2 \nu_2^1 + \nu_2^1 \theta_1^1 ) + \delta_i^j \nu_1^1 \theta_1^1 ,
\end{equation}
which means for example that, in particular,
\begin{equation}
\mu_{11}^2 = -\nabla \tau_{11}^2 .
\end{equation}
We will not, at this level of generality, list the eight further relations (involving also
the entries \( \lambda \) and \( \alpha \) of \( \Phi \)) which follow from the identity (3.23). The simplest one
of them reads
\begin{equation}
\nabla \mu_{11}^2 = \lambda \tau_{11}^2 .
\end{equation}
It follows from (1.14) and (1.16) as before that the vector field \( \tau_{11}^2 X_2^k - \mu_{11}^2 X_2^k \),
which determines the first-order part in the integrability condition (1.12), is a sym-
metry of \( \Gamma \). This extra information will undoubtedly be useful again, if one were to
analyse completely Case IIb2 of Douglas, which is the case where \( \tau_{11}^2 \neq 0 \), so that
the \( A \)-condition (1.12) does not further degenerate into an algebraic condition. In
Douglas’s analysis, however, this case gives rise to numerous complicated subcases;
we shall therefore not push this discussion through until the end, even though there
is little doubt that we should obtain more accurate conclusions for this situation
also.

Let us then concentrate on the more manageable Case IIb1, which is the case where
\begin{equation}
\tau_{11}^2 = 0 .
\end{equation}
The reason Douglas singled out this case is again that it corresponds to a decoupling
of the closure conditions: it is easy to see that with \( \tau_{11}^2 = 0 \), the equations (4.6)
and (4.7) for \( \rho \) decouple from the equations for \( \mu_2 \). The geometrical interpretation
of (4.16) is \( H_\Phi = 0 \) again. To see this, let us write \( \Phi \), as determined by (4.11.2),
as
\begin{equation}
\Phi = \lambda I + a N ,
\end{equation}
with \( NX_1 = 0, \ NX_2 = X_1 \), and hence \( N^2 = 0 \). From the defining relations (3.15), one obtains

\[
H_\Phi(X_i, X_j) = a^2 \left( D^\nu \Phi(NX_i, NX_j) - N(D^\nu \Phi(X_i, NX_j) + D^\nu \Phi(NX_i, X_j)) \right),
\]

with

\[
D^\nu \Phi(X_i, X_j) \equiv D^\nu_{X_i} \Phi(X_j)
\]

\[
= (D^\nu_{X_i} \lambda) X_j + (D^\nu_{X_i} a) NX_j + a(D^\nu_{X_i} (NX_j) - N(D^\nu_{X_i} X_j)),
\]

which ultimately results in the simple expression

\[
(4.18) \quad H_\Phi(X_i, X_j) = -2a^3 N \left( D^\nu_{NX_i} (NX_j) \right).
\]

The only component of this which is not identically zero is the one for \( i = j = 2 \), and \( N(D^\nu_{X_1} X_1) = 0 \) is clearly equivalent to (4.16).

In view of (4.14), we also have \( \mu_{11}^2 = 0 \) here, so the \( \mathcal{A} \)-condition (4.12) drastically reduces to an algebraic requirement of the form

\[
(4.19) \quad b \rho = 0,
\]

with

\[
(4.20) \quad b = D^\nu_{X_1} (\mu_{11}^1 - 2 \mu_{21}^2 + \mu_{12}^2) - D^\nu_{X_1} (\tau_{11}^1 - 2 \tau_{21}^2 + \tau_{12}^2)
\]

\[
+ \tau_{11}^1 (2 \mu_{21}^2 - \mu_{12}^2) - \mu_{11}^1 (2 \tau_{21}^2 - \tau_{12}^2).
\]

Can anything more be said about the known function \( b \)? Observe first that with \( g \) of the form (4.4) and the \( X_i \) satisfying (4.3), it follows that the equation \( \nabla g = 0 \) requires

\[
(4.21) \quad \nabla \rho = 0, \quad \nabla \rho_2 = 2 \rho_2^1 \rho.
\]

In view of our general claim that \( \mathcal{A} \)-conditions always are compatible with the equation \( \nabla g = 0 \), we should have that \( b \) is a first integral. Let us once more indicate how this can be verified explicitly. With \( \tau_{11}^1 = 0 \), there are some simplifications in the relations (4.13) which result in the following property holding true:

\[
(4.22) \quad \mu_{11}^1 - 2 \mu_{21}^2 + \mu_{12}^2 = -\nabla (\tau_{11}^1 - 2 \tau_{21}^2 + \tau_{12}^2).
\]

Also the eight relations following from the identity (3.23) become somewhat simpler. Among them we find that

\[
D^\nu_{X_1} \lambda = -\nabla \mu_{11}^1 + \lambda \tau_{11}^1 = \nabla^2 \tau_{11}^1 + \lambda \tau_{11}^1,
\]

\[
\frac{4}{3} D^\nu_{X_1} \lambda = -\nabla \mu_{21}^2 + \lambda \tau_{21}^2 = \nabla^2 \tau_{21}^2 + \lambda \tau_{21}^2,
\]

\[
\frac{2}{3} D^\nu_{X_1} \lambda = -\nabla \mu_{21}^2 + \lambda \tau_{21}^2 = \nabla^2 \tau_{21}^2 + \lambda \tau_{21}^2,
\]

from which it follows that

\[
(4.23) \quad \nabla^2 (\tau_{11}^1 - 2 \tau_{21}^2 + \tau_{12}^2) + \lambda (\tau_{11}^1 - 2 \tau_{21}^2 + \tau_{12}^2) = 0.
\]

With the properties (4.22, 4.23) it is easy to check that the function \( b \) of (4.20) is indeed a first integral.

In any case, the conclusions which we find for Case IIIb1 are very simple (and in agreement with Douglas): (i) if \( b \neq 0 \), then the system is not variational (choosing \( \rho = 0 \) would violate the regularity condition for \( g \)); (ii) if \( b \equiv 0 \), then the system is variational and the freedom in the solution for \( g \) is two functions of two variables.
(for each of the unknowns $\rho$ and $\rho_2$, three of their five first-order partial derivatives are determined by \text{(4.5-4.8)} and \text{(4.21)}).

This discussion of Case IIb1 gives us an opportunity to illustrate explicitly that the possible occurrence of higher-order passivity conditions in Riquier’s approach to formal integrability is fully consistent, even if we select an ordering which is not proper. Going back to the start of the section, suppose we choose to write the closure conditions \text{(4.5-4.8)} in the following way (which in some respects may in fact seem to be more logical):

$$D_{X_1}V = \rho_A(v_{21}^A - v_{13}^A),$$

$$D_{X_2}V = D_{X_1}^2\rho - \rho_A(v_{23}^A - v_{12}^A),$$

$$D_{X_1}H = \rho_A(\kappa_{21}^A - \kappa_{13}^A),$$

$$D_{X_2}H = D_{X_1}^2\rho - \rho_A(\kappa_{23}^A - \kappa_{12}^A).$$

With reference to the original vertical closure conditions \text{(1.4)}, the left-hand sides of \text{(4.24)} and \text{(4.25)} come from $D_{X_1}g(X_1, X_2)$ and $D_{X_2}^2g(X_1, X_2)$, respectively. The right-hand sides correspondingly originate from $D_{X_1}g(X_1, X_1)$ and $D_{X_1}^2g(X_2, X_2)$, which are components of derivatives of $g$ with respect to different vector arguments. Hence, the ordering is not proper, and there may be more second-order passivity conditions than those coming from $A$-conditions. Without going into details, a sketch of what one will obtain in the simplified situation $H = 0$ goes as follows.

The computation of the bracket $[X_1^V, X_2^H](\rho)$ produces an algebraic condition which is \text{(4.19)} again. All the other mixed derivatives give rise to second-order conditions on $\rho_2$, but the ones coming from $[X_1^H, X_2^V](\rho)$ and $[X_1^V, X_2^H](\rho)$ coincide. No further passivity conditions can be obtained. Although the present set of conditions looks very different from what we had before, the overall conclusion is the same: provided $b = 0$, the system is variational. To count the freedom in the solution: we have equations for all first-order derivatives of $\rho$, leaving no arbitrariness there; for $\rho_2$, on the other hand, we have the equation for $\nabla \rho_2$ coming from $\nabla g = 0$, plus four second-order conditions; it can be verified by drawing up the appropriate table of parametric derivatives and multipliers (see \text{[13]} for details) that the freedom in the solution is again two functions of two variables.

5. Examples

As a first example, we consider the system

$$\begin{align*}
\dot{x}_1 &= \frac{1}{x_1}(1 + \dot{x}_1^2 + \dot{x}_2^2) \quad (= f_1), \\
\dot{x}_2 &= 0,
\end{align*}$$

which is taken from \text{[5]} and should fall into Case IIa2. The Jacobi endomorphism is given by

$$\Phi_j^i = \frac{2}{x_1^2} \begin{pmatrix} 1 + \dot{x}_2^2 & -\dot{x}_1 \dot{x}_2 \\ 0 & 0 \end{pmatrix}$$

and has eigenvalues $\lambda_1 = 2x_1^{-2}(1 + \dot{x}_2^2)$, $\lambda_2 = 0$. One easily verifies that $[\nabla \Phi, \Phi] = 0$, so we are certainly in Case IIa. Eigenvectors of $\Phi$ which are $\nabla$-invariant are given...
by

\[ X_1 = x_1 \frac{\partial}{\partial x_1}, \quad X_2 = \dot{x}_1 \dot{x}_2 \frac{\partial}{\partial x_1} + \left(1 + \dot{x}_2^2\right) \frac{\partial}{\partial x_2}. \]

We then have

\[ D^\nu_{X_i} X_1 = 0, \quad D^\nu_{X_1} X_2 = \dot{x}_2 X_1, \quad D^\nu_{X_2} X_2 = \frac{\dot{x}_1}{x_1} X_1 + 2\dot{x}_2 X_2, \]

from which it follows in particular that \( \tau^1_{11} = 0 \), but \( \tau^1_{22} = \dot{x}_1/x_1 \neq 0 \), so that we are in the “semi-separated” case indeed. The function \( b \) as defined by (3.20) turns out to be zero here. Slightly more tedious is the calculation which leads to the conclusion that also \( A_1 = B_1 = 0 \) (cf. (3.22)). Hence, no further integrability conditions can be obtained beyond the \( \mathcal{A} \)-condition (3.18), which simply reads \( Z(\rho_1) = 0 \). The other equations to be satisfied by \( \rho_1 \), namely (3.22), become

\[ \Gamma(\rho_1) = 0, \quad X_2(\rho_1) = -\dot{x}_2 \rho_1, \quad X_2^\mu(\rho_1) = 0. \]

Note that

\[ Z = \dot{x}_1 \frac{\partial}{\partial x_1} + f_1 \frac{\partial}{\partial x_2} = \Gamma - \dot{x}_2 \frac{\partial}{\partial x_2} - \frac{\partial}{\partial t}, \]

and that

\[ X_2^\mu = \dot{x}_2 Z + \left(1 + \dot{x}_2^2\right) \frac{\partial}{\partial x_2}. \]

It thus readily follows that \( \rho_1 \) cannot depend on \( x_2 \), nor on \( t \), and further must be a first integral, satisfying \( X_2^\mu(\rho_1) = -\dot{x}_2 \rho_1 \). This leaves the freedom of an arbitrary function of the variable

\[ \frac{1}{x_1} \sqrt{\frac{1 + \dot{x}_2^2 + \dot{x}_2^2}{1 + \dot{x}_2^2}} \]

in the solution for \( \rho_1 \). The remaining conditions (3.3) and (3.5), together with the requirement \( \Gamma(\rho_2) = 0 \), subsequently leave a freedom of a function of two variables in the solution for \( \rho_2 \). Observe finally that the vector field \( Z \) is indeed a symmetry of \( \Gamma \).

Another example taken from Douglas is the system

\[ \dot{x}_1 = x_2^2, \]
\[ \dot{x}_2 = x_2^2. \]

Again, \( \Phi \) is diagonalizable: the eigenvalues are \( \lambda_1 = -2\sqrt{x_1 x_2}, \lambda_2 = 2\sqrt{x_1 x_2} \). We have \( \nabla \Phi, \Phi \neq 0 \), but (3.12) is satisfied; thus we are in Case IIIa. Eigenvectors, suitably rescaled to satisfy (3.33), are given by

\[ X_1 = \left(\frac{x_2}{x_1}\right)^{1/4} \frac{\partial}{\partial x_1} + \left(\frac{x_1}{x_2}\right)^{1/4} \frac{\partial}{\partial x_2}, \quad X_2 = -\left(\frac{x_2}{x_1}\right)^{1/4} \frac{\partial}{\partial x_1} + \left(\frac{x_1}{x_2}\right)^{1/4} \frac{\partial}{\partial x_2}. \]

Since these are basic vector fields, all \( \tau^k_{ij} \) vanish. We further have \( \nu^1_{ij} = \nu^2_{ij} \), so that the first integral \( \alpha \) in the representation (3.44) of \( g \) is simply the constant 1. Since the \( X_i \) are basic and the connection coefficients \( \Gamma_i \) are zero, the vector fields \( D^\nu_{X_i} X_j \) will be basic as well. This in turn implies that the structure functions \( \mu^k_{ij} \) will be basic. In fact, one can easily verify that the closure conditions (3.45)-(3.48) become

\[ D^\nu_{X_i} \rho_1 = 0, \quad D^\nu_{X_i} \rho_1 = 0, \quad i = 1, 2. \]
The ordering here is not proper, but it is obvious that this system is integrable and limits the unknown $\rho_1$ in $g$ to be a constant (1, say). It is perhaps worth mentioning that while $g$ is diagonal in the eigenform basis $\theta^i$, we find in the coordinate basis that

$$g = \frac{1}{2}(dx_1 \otimes dx_2 + dx_2 \otimes dx_1),$$

leading to the Lagrangian

$$L = \frac{1}{2}\dot{x}_1\dot{x}_2 + \frac{1}{6}(x_1^4 + x_2^4).$$

A simple example belonging to Case IIb1 is the following:

$$\dot{x}_1 = 2f(x_2, \dot{x}_2),$$

$$\dot{x}_2 = 0.$$

$\Phi$ here is of the form $4.17$ with respect to the coordinate vector fields, with $\lambda = 0$ and $a = -2(\partial f/\partial x_2) + \dot{x}_2 (\partial^2 f/\partial x_2 \partial \dot{x}_2)$. The coordinate vector fields already have the scaling properties $4.3$, with $\nu^2_2 = -\partial f/\partial x_2$. Clearly, all $\tau^{k}_{ij}$ are zero and, from $4.13$, all $\mu^{k}_{ij}$ are found to be zero as well, with the exception of $\mu^{2}_{22}$. It then follows from $4.20$ that $b = 0$, so that the system is variational.

The following example is taken from the monograph $1$:

$$\dot{x}_1 = -\phi(x_1, x_2^2),$$

$$\dot{x}_2 = \phi(x_2)\dot{x}_2^2,$$

where $\phi(x_1, x_2)$ is arbitrary except for the assumption $\phi_{x_1,x_2} \neq 0$. The Jacobi endomorphism $\Phi$ has a double eigenvalue $\lambda = 0$ and is not diagonalizable, but $[\nabla \Phi, \Phi] = 0$, so we are in Case IIb to start with. Choosing

$$X_1 = \dot{x}_1 \frac{\partial}{\partial x_1} + \dot{x}_2 \frac{\partial}{\partial x_2}, \quad X_2 = \dot{x}_1 \frac{\partial}{\partial x_1} - \dot{x}_2 \frac{\partial}{\partial x_2},$$

we have $\Phi(X_1) = 0$ and $\Phi(X_2) = -2\phi_{x_1,x_2}\dot{x}_1\dot{x}_2X_1$ (which identifies the function $a$ in $4.2$). It turns out that both $X_1$ are $\nabla$-invariant, so that $\nu^2_1 = 0$. We further get the following structure equations:

$$D^\nu_{X_1} X_1 = X_1, \quad D^\nu_{X_2} X_2 = X_2, \quad D^\nu_{X_2} X_1 = X_2, \quad D^\nu_{X_2} X_2 = X_1,$$

from which we see that all $\tau^{k}_{ij}$ are either zero or one. In particular, we have $\tau^{2}_{11} = 0$, so that we are in fact in Case IIb1 again, and the function $b$ defined by $4.20$ determines whether the system is variational or not. It follows from $4.13$ that all $\mu^{k}_{ij}$ are zero, and thus obviously also $b = 0$. The closure conditions $4.17$ explicitly become

$$X^\nu_1(\rho) = 0, \quad X^\nu_1(\rho_2) = X^\nu_2(\rho) + \rho_2,$$

$$X^\nu_2(\rho) = 0, \quad X^\nu_1(\rho_2) = X^\nu_2(\rho),$$

and both $\rho$ and $\rho_2$ have to be first integrals. The freedom in the solution is clearly two functions of two variables. We shall not determine the complete solution explicitly, but observe in passing that $X_1^\mu = \Gamma - \partial/\partial t$, from which it follows that $\rho$ cannot depend on $t$, whereas $\rho_2$ can be at most linear in $t$. One can verify in detail here that if one selects all derivatives of $\rho$ in the above system as principal derivatives, there will be four second-order passivity conditions to be satisfied by $\rho_2$. This has no effect on the conclusion about the solution.
A minor variation on the above example will bring us back to a Case IIa2 situation. Consider the system

\[
\begin{align*}
\ddot{x}_1 &= -\frac{\phi_{11}}{p} \dot{x}_1, \\
\ddot{x}_2 &= -\frac{\phi_{22}}{q} \dot{x}_2,
\end{align*}
\]

with \(p, q \in \mathbb{R} \setminus \{0\}\) and \(p + q \neq 0\). \(\Phi\) this time has distinct eigenvalues, and the corresponding normalized eigenvectors are given by

\[
\begin{align*}
X_1 &= \dot{x}_1 \frac{\partial}{\partial x_1} + \dot{x}_2 \frac{\partial}{\partial x_2}, \\
X_2 &= qx_1 \frac{\partial}{\partial x_1} - px_2 \frac{\partial}{\partial x_2}.
\end{align*}
\]

We have

\[
\begin{align*}
D_{X_1}^{\nu} X_1 &= X_1, & D_{X_1}^{\nu} X_2 &= (p - q)X_1 + X_2, \\
D_{X_2}^{\nu} X_1 &= X_2, & D_{X_2}^{\nu} X_2 &= pqX_1 + (q - p)X_2.
\end{align*}
\]

All \(\tau_{ij}^k\) are constants again, implying via (3.12) that the \(\mu_{ij}^k\) are zero. Since \(\tau_{11}^2 = 0\) and \(\tau_{22}^2 = pq\), we are indeed in the ‘semi-separated case’. The function \(b\) from (3.20) is zero, and the symmetry vector field \(Z\) is given by

\[
Z = pqX_1^\mu = pq \left( \Gamma - \frac{\partial}{\partial t} \right).
\]

Since \(\rho_1\) has to be a first integral, it follows that the condition \(Z(\rho_1) = 0\) essentially means that \(\rho_1\) does not depend on time. The other equations (3.22) to be satisfied by \(\rho_1\) read

\[
\begin{align*}
X_2^\nu (\rho_1) &= (q - p)\rho_1, \\
X_2^\mu (\rho_1) &= 0.
\end{align*}
\]

It is then immediately clear that confronting these conditions with \(Z(\rho_1) = 0\) does not produce further integrability conditions. In other words, the functions \(A_i\) and \(B_i\) in (3.35), (3.36) are bound to be zero, and the given system is variational.

**Appendix A. A direct calculation of some integrability conditions**

Acting with \(D_{X_2}^{\nu}\) on (2.9) and subtracting the \(D_{X_2}^{\nu}\) prolongation of (2.7), the left-hand side contains the commutator \([D_{X_2}^{\nu}, D_{X_2}^{\mu}]\), for which we make use of the general identity

\[
(A.1) \quad [D_{X_1}^{\nu}, D_{X_1}^{\mu}] = D_{X_1}^{\mu} \delta_{ij} X_j - D_{X_1}^{\nu} \delta_{ij} X_i + \mu_{ij}(x_1, x_j).
\]

The last term on the right represents an algebraic type derivation and in fact has zero action on functions, but we will use the property also on the \((0,2)\) tensors \(g^{\alpha}\) in a moment. So for the immediate need, making use of some relations (2.1), we have

\[
[D_{X_2}^{\nu}, D_{X_2}^{\mu}]\rho_1 = \tau_{22}^k D_{X_2}^{\mu} - \mu_{22}^k D_{X_2}^{\nu}.
\]

Rearranging the resulting integrability requirement to isolate the highest-order derivative terms in the left-hand side, we obtain

\[
(A.2) \quad (D_{X_2}^{\nu} D_{X_1}^{\mu} - D_{X_2}^{\mu} D_{X_1}^{\nu})\rho = \tau_{22}^k D_{X_2}^{\mu} \rho_1 - \mu_{22}^k D_{X_2}^{\nu} \rho_1 - (D_{X_2}^{\nu} \rho A)(\kappa_{13}^A - \kappa_{21}^A) + (D_{X_2}^{\mu} \rho A)(\kappa_{13}^A - \kappa_{21}^A) - \rho A \left( D_{X_1}^{\nu} \kappa_{13}^A - D_{X_2}^{\mu} v_{13}^A - D_{X_2}^{\nu} \kappa_{21}^A + D_{X_2}^{\mu} v_{21}^A \right).
\]
Repeating the same process for the computation of $D_{X_i}^\nu (2.10) - D_{X_i}^\nu (2.8)$, we find, after interchanging also the second-order derivatives acting on $\rho$, the similar condition

\[(D_{X_i}^\nu D_{X_i}^\mu - D_{X_i}^\mu D_{X_i}^\nu )\rho = -\tau_{ij}^k D_{X_i}^\nu \rho_2 + \mu_{ij}^k D_{X_i}^\mu \rho_2 + \tau_{ij}^k D_{X_i}^\nu \rho - \mu_{ij}^k D_{X_i}^\mu \rho + \rho (D_{X_i}^\nu \kappa_{ij}^A - D_{X_i}^\mu \nu_{ij}^A + \tau_{ij}^k \kappa_{ij,A}^C - \nu_{ij}^A \kappa_{ij,B}^C)\].

(A.3)

The two second-order equations thus obtained are not yet written in their appropriate form. Following the general principles of the Riquier theory indeed, we still have to make some substitutions from the closure conditions (2.7-2.11) in the right-hand sides. Having done that, we propose to show that the difference between the right-hand sides of (A.2) and (A.3) is identically zero. That the coefficients of each of the remaining first-order derivative terms in the $\rho_A$ cancel out is a matter of straightforward verification, using where necessary the explicit expressions (2.6) for the terms contain in their coefficients horizontal and vertical derivatives of the structure functions $\tau_{ij}^k, \mu_{ij}^k$. Verifying that the same is true for the remaining algebraic terms is more involved, because some of these terms contain in their coefficients horizontal and vertical derivatives of the $\nu_{ij}^A$ and $\kappa_{ij,B}^A$. Recalling that all structure functions are known in principle, we should make use of certain identities that their derivatives will satisfy. At the level of the structure functions of the $g^A$ in (2.5), such identities follow for example from expressing the equality (A.1) in its action on the $g^A$. This gives rise to the following general properties:

\[(D^\nu_{X_i} \kappa_{ij,B}^A - D^\mu_{X_i} \nu_{ij}^A + \kappa_{ij,C}^A \nu_{ij}^B - \nu_{ij}^A \kappa_{ij,B}^C) g^B = (\tau_{ij}^k \kappa_{ij,B}^A - \mu_{ij}^k \nu_{ij}^B) g^B - g^A (\theta(X_i, X_j) \cdot \cdot \cdot ) - g^A (\cdot \cdot \cdot , \theta(X_i, X_j) \cdot \cdot \cdot ).\]

(Evaluating this tensor equality for example on the arguments $(X_1, X_2)$ with the choice $i = 2, j = 1$, it is clear that we will obtain an expression for $D^\nu_{X_2} \kappa_{12}^A - D^\mu_{X_1} \nu_{12}^A$. Doing the same with $i = 1, j = 2$, we find an expression for $D^\nu_{X_1} \kappa_{12}^A - D^\mu_{X_2} \nu_{12}^A$. With $i = j = 1$, the $(X_2, X_2)$ component yields an expression for $D^\nu_{X_2} \kappa_{12}^A - D^\mu_{X_1} \nu_{12}^A$. Finally, with $i = j = 2$, the $(X_1, X_1)$ component tells us what to substitute for $D^\nu_{X_1} \kappa_{21}^A - D^\mu_{X_1} \nu_{21}^A$. This way, we have expressions for all terms of this type coming into the difference between (A.2) and (A.3). Observe that after this substitutions we will have introduced eight terms of the type $g^A (\theta(X_i, X_j) X_k, X_l)$; immediately, however, they pairwise cancel out in view of the complete symmetry of $\theta$. It is then straightforward, though still quite tedious, to verify, using the expressions (2.6) at the final stage, that all terms cancel out.

This may seem like a very complicated calculation to carry out, but we must not forget that we have obtained after all a quite general result. Indeed, as mentioned at the start of Section 2 and shown explicitly in Sections 3 and 4, there are relations also between the $\mu_{ij}^k$ and the $\tau_{ij}^k$, which are different for each subcase at hand, because they depend on the freedom left in $g$ after imposing the algebraic conditions, and sometimes also on some extra assumptions. But we have not needed any such properties to find that all terms cancel out. Therefore, we have shown that, in all cases where choosing principal derivatives as in (2.7) makes sense (this includes all cases where $g$ will be diagonal with $\rho_1 \neq \rho_2$), the two direct integrability conditions which could be computed from the closure conditions will coincide. Such
a result was obtained by Douglas by doing the computation for each such case separately.
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