ON THE ASYMPTOTIC STABILITY FOR NONAUTONOMOUS FUNCTIONAL DIFFERENTIAL EQUATIONS BY LYAPUNOV FUNCTIONALS

LÁSZLÓ HATVANI

Abstract. Sufficient conditions are given for the asymptotic stability and uniform asymptotic stability of the zero solution of the nonautonomous FDE's whose right-hand sides can be unbounded functions of the time. The theorems are based upon Lyapunov–Krasovskií functionals whose derivatives with respect to the equations are negative semidefinite and can vanish at long intervals. The functionals and their derivatives are estimated by either \( x(t) \), the norm of the instantaneous value of the solutions or \( \|x_t\|_2 \), the \( L_2 \)-norm of the phase segment of the solutions. Examples are given to show that the conditions are sharp, and the main theorems with the two different types of estimates are independent and improve earlier results. The theorems are applied to linear and nonlinear retarded FDE's with one delay and with distributed delays.

1. Introduction

Consider the nonautonomous system of functional differential equations with a finite delay

\[
\frac{dx}{dt}(t) = F(t, x_t),
\]

where we use the standard notation \( [\cdot] \). \( C = C([-h, 0]; \mathbb{R}^n) \) denotes the space of the continuous functions from \([-h, 0]\) into \( \mathbb{R}^n \); \( 0 < h = \text{const.} \) is the size of the delay. If \( x : [t_0 - h, T) \to \mathbb{R}^n \) is an arbitrary function \((0 \leq t_0 < T)\), then for any \( t \in [t_0, T) \) we denote by \( x_t \) \((x_t \in C)\) the segment of \( x \) at \( t \) defined by \( x_t(u) := x(t + u) \) \((-h \leq u \leq 0)\). The right-hand side \( F : \mathbb{R}_+ \times C \to \mathbb{R}^n \) \((\mathbb{R}_+ := [0, \infty))\) is supposed to be continuous, so that for each \((t_0, \varphi) \in \mathbb{R}_+ \times C\) there exists a solution \( x(t_0, \varphi) \) satisfying the initial condition \( x_{t_0}(t_0, \varphi) = \varphi \). We denote by \( x(t) = x(t; t_0, \varphi) \) the value of a solution \( x(t_0, \varphi) \) at \( t \). We will use two norms in the space \( C \):

\[
\|\varphi\|_\infty := \max_{-h \leq u \leq 0} |\varphi(u)|, \quad \|\varphi\|_2 := \left( \int_{-h}^0 |\varphi|^2(u) \, du \right)^{1/2} \quad (\varphi \in C),
\]

where \( |\cdot| \) denotes an arbitrary norm in \( \mathbb{R}^n \). For \( 0 < \alpha = \text{const.} \), the ball \( C_\alpha \) in \( C \) is defined by \( C_\alpha := \{\varphi \in C : \|\varphi\|_\infty < \alpha\} \).

We suppose that \( F(t, 0) \equiv 0 \) \((t \in \mathbb{R}_+)\). This implies that the identically zero function is a solution of \((1.1)\); it will be called the zero solution of \((1.1)\). This
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paper is concerned with sufficient conditions for different kinds of stability of the zero solution of (1.1).

Definition 1.1 (see, e.g., [9]). The zero solution of (1.1) is called:

1. stable if for every \( \varepsilon > 0 \) and \( t_0 \in \mathbb{R}_+ \) there is a \( \delta(\varepsilon, t_0) > 0 \) such that \( \|\varphi\|_\infty < \delta(\varepsilon, t_0) \) implies \( |x(t; t_0, \varphi)| < \varepsilon \) for all \( t \geq t_0 \);
2. uniformly stable if it is stable with \( \delta(\varepsilon) \) independent of \( t_0 \);
3. attractive if for every \( t_0 \in \mathbb{R}_+ \) there is a \( \sigma(t_0) > 0 \) such that \( \|\varphi\|_\infty < \sigma(t_0) \) implies
   \[
   \lim_{t \to \infty} x(t; t_0, \varphi) = 0;
   \]
4. uniformly attractive if this convergence is uniform with respect to \( t_0 \) and \( \varphi \);
   i.e., there exists a constant \( \sigma > 0 \) and, for every \( \eta > 0 \), there is a \( T(\eta) \) such that \( t \geq t_0 + T(\eta) \) implies \( |x(t; t_0, \varphi)| < \eta \) for all \( t_0 \in \mathbb{R}_+, \varphi \in C_\sigma \);
5. asymptotically stable (AS for short) if it is stable and attractive;
6. uniformly asymptotically stable (UAS for short) if it is uniformly stable and uniformly attractive.

We will give sufficient conditions for AS and UAS by Lyapunov functionals. A continuous functional \( V : \mathbb{R}_+ \times C \to \mathbb{R}_+ \) is called a Lyapunov functional if its derivative \( V' \) with respect to (1.1) is not positive; i.e.,
\[
V'(t, \varphi) = V'_\infty(t, \varphi) := \limsup_{\gamma \to 0+} \left( \frac{1}{\gamma} [V(t + \gamma, x_{t+h}(t, \varphi)) - V(t, \varphi)] \right) \leq 0.
\]
Considering nonautonomous functional differential equations (FDE’s for short), in [4, 5] we initiated the use of Lyapunov functionals whose derivatives satisfy one of the inequalities
\[
V'(t, \varphi) \leq -\eta(t)W(\|\varphi(0)\|) \quad ((t, \varphi) \in \mathbb{R}_+ \times C),
\]
(1.2)
\[
V'(t, \varphi) \leq -\eta(t)W(\|\varphi\|) \quad ((t, \varphi) \in \mathbb{R}_+ \times C).
\]
(1.3)

Here, and in the sequel, \( W \) (or \( W_1, W_2, \ldots \)) denotes a wedge, i.e., a continuous, strictly increasing function \( W : \mathbb{R}_+ \to \mathbb{R}_+ \) with \( W(0) = 0 \), and \( \eta : \mathbb{R}_+ \to \mathbb{R}_+ \) denotes a non-negative measurable function. As will be illuminated by examples, the coefficient \( \eta \) appears in the estimates because (1.1) is nonautonomous. It may vanish on subsets in \( \mathbb{R}_+ \), so the derivative \( V' \) of the Lyapunov functional \( V \) is negative semi-definite (not negative definite). Zhang [27] proved AS and UAS by the use of Lyapunov functionals whose derivatives satisfy one of the inequalities
\[
V'(t, \varphi) \leq -W(\|\varphi(0)\|) \quad (t \in \bigcup_{i=1}^{\infty}[t_i - h, t_i], \varphi \in C),
\]
(1.4)
\[
V'(t, \varphi) \leq -W(\|\varphi\|) \quad (t \in \bigcup_{i=1}^{\infty}[t_i - \kappa, t_i], \varphi \in C)
\]
(1.5)

with appropriate sequences \( \{t_i\}_{i=1}^{\infty} \) (\( \lim_{i \to \infty} t_i = \infty \)) and constant \( \kappa > 0 \). The Lyapunov functionals were supposed to satisfy also an estimate
\[
W_1(\|\varphi(0)\|) \leq V(t, \varphi) \leq W_2(\|\varphi(0)\|) + W_3(\|\varphi\|),
\]
(1.6)
introduced by Krasovskii [17].

In this paper we give sufficient conditions for the coefficient \( \eta \) so that the combination of (1.6) and one of (1.2)–(1.3) implies AS or UAS. This theory will unify,
simplify, complete, and improve our results \[4, 5, 10, 11\] and those of other papers \[6, 17, 9, 12, 15, 19, 25, 26, 27\]. For example, Zhang’s theorems \[27\] based on the inequality (1.4) or (1.5) can be obtained by the choice

\[
\eta(t) := \begin{cases} 1 & \text{if } t \in \bigcup_{i=1}^{\infty} [t_i - h, t_i], \\ 0 & \text{otherwise}, \end{cases}
\]

or

\[
\eta(t) := \begin{cases} 1 & \text{if } t \in \bigcup_{i=1}^{\infty} [t_i - \kappa, t_i], \\ 0 & \text{otherwise}, \end{cases}
\]

respectively.

The first part of Section 2 summarizes the preliminaries and motivates the investigation by the example of an FDE with distributed delays:

\[
x'(t) = -a(t)x(t) + b(t) \int_{t-h}^{t} x(s) ds,
\]

where the functions \(a, b : \mathbb{R}_+ \to \mathbb{R}\) are continuous and \(a(t) \geq 0\) for all \(t \in \mathbb{R}_+\). In the second part of Section 2 we formulate and discuss the main theorems. Section 3 contains the proofs. In Section 4 we give some applications, and construct two examples showing that (1.3) is stronger than (1.2) with the same coefficient \(\eta\), and that the main theorems based upon (1.2) and (1.3), respectively, are independent.

2. Preliminaries and main theorems

Lyapunov’s direct method is the most effective tool of stability investigations also for FDE’s. Searching for conditions of AS, Krasovskiǐ \[17, \S31\] defined the negative definiteness of the derivative of a Lyapunov functional \(V\) in the form

\[
V'(t, x_t) \leq -W(|x(t)|) \quad (t \geq 0).
\]

By the fundamental theorem on UAS for FDE’s \[17, \S31\] (see also \[9, \text{Th. 2.1 in Ch. 5}\]), condition (2.1) together with positive definiteness and decrescency of \(V\) (the latter means that \(V(t, \varphi) \to 0\) uniformly with respect to \(t \in \mathbb{R}_+\) as \(||\varphi||_{\infty} \to 0\)) imply UAS, provided that

\[
\text{for every bounded set } K \subset C \text{ the image } F(\mathbb{R}_+ \times K) \text{ is bounded.}
\]

Consider the scalar nonautonomous FDE with distributed delays (1.9), and define the Lyapunov functional

\[
V(t, \varphi) := |\varphi(0)| + \int_{-h}^{0} \int_{t+u}^{t} |b(s-u)||\varphi(s-t)| ds du.
\]

The derivative \(V'(t, x_t)\) can be estimated as follows:

\[
V'(t, x_t) \leq -a(t)|x(t)| + |b(t)| \int_{t-h}^{t} |x(s)| ds + \int_{-h}^{0} |b(t-u)||x(t)| du - \int_{-h}^{0} |b(t)||x(t+u)| du
\]

\[
= - \left[ a(t) - \int_{t}^{t+h} |b(s)| ds \right] |x(t)|.
\]

Applying the fundamental theorem on UAS, we obtain: if
1. there exists a constant \( \gamma \) such that
(2.5) \[ a(t) - \int_{t-h}^{t} |b(s)| \, ds \geq \gamma > 0 \quad (t \in \mathbb{R}_+); \]
2. functions \( a, b \) are bounded on \( \mathbb{R}_+ \),
then the zero solution of (1.9) is UAS.

If (1.9) is autonomous, i.e., \( a(t) \equiv a_0 = \text{const.} \) and \( b(t) \equiv b_0 = \text{const.} \), this consequence says that \( a_0 > |b_0|h \) implies UAS. This sufficient condition is sharp in the sense that, in the case \( a_0 = b_0 h \), every constant function is a solution of (1.9); so the zero solution is not AS. However, if (1.9) is nonautonomous, then 1 and 2 are not sharp for two reasons. In the first place, obviously, the larger \( a(t) \) the better from the point of view of UAS; so the boundedness of \( a \) is not natural. In the second place, condition 1 seems too strong: one is convinced that UAS can be proved also if \( V \) is driven to zero “intermittently”, i.e., if the coefficient \( a(t) - \int_{t}^{t+h} |b| \) vanishes over whole intervals. These observations show that the fundamental theorem is still strongly connected to autonomous systems and cannot handle some important really nonautonomous cases. This can already be seen from the definition of positive definiteness: the right-hand side of (2.1) may not depend on the time \( t \) explicitly.

Besides, AS and UAS are different properties for nonautonomous systems. This gives rise to a third problem: what conditions imply AS (maybe not uniform)?

The first problem (about the boundedness of \( a \) in (1.9)) is caused by condition (2.2). Kato [13] and Makay [21, 22] showed by examples that this condition cannot be dropped from the fundamental theorem; namely, the rest of the conditions do not imply, in general, even AS. However, Krasovskii [17, Theorem 31.3] has discovered that AS can be proved after dropping condition (2.2) if the decrescency condition is strengthened in the following way:
(2.6) \[ V(t, \varphi) \leq W_2 (|\varphi(0)|) + W_3 (||\varphi||_2) \quad ((t, \varphi) \in \mathbb{R}_+ \times C). \]

Later on, Burton [3] proved UAS under the same conditions.

Apply condition (2.6) to the Lyapunov functional (2.3). Changing the order of integration and using Schwarz’s inequality, we get
\[
\int_{-h}^{0} \int_{t-u}^{t} |b(s-u)||\varphi(s-t)| \, ds \, du = \int_{-h}^{t} \int_{-h}^{s-t} |b(s-u)| \, du |\varphi(s-t)| \, ds \\
\leq \int_{-h}^{t} \left( \int_{t}^{s+t} |b(r)| \, dr \right)^2 \, ds \lesssim \|\varphi\|_2, 
\]
whence we obtain: if
1. there exists a constant \( \gamma \) such that (2.5) is satisfied, and
2. there is a constant \( M_1 \) such that
(2.7) \[ \int_{t-h}^{t} \left( \int_{t}^{s+h} |b(r)| \, dr \right)^2 \, ds \leq M_1 \quad (t \in \mathbb{R}_+); \]
then the zero solution of (1.9) is UAS.

This consequence shows that using \( || \cdot ||_2 \) in the decrescency condition (2.6) made it possible to get rid of the boundedness condition (2.2), and this solved our problem with the boundedness of coefficient \( a \) in Equation (1.9). We will establish generalizations of the Krasovskii–Burton Theorem solving the other two problems raised...
above. First, however, let us point out another direction of the further development of the theory. It has been observed \[1,11,10,21,23,26,27\] that using the \( \| \cdot \|_2 \) norm also in condition (2.1) about the negative definiteness of \( V \) from these inequalities, then, obviously, we have to require punov functionals whose derivatives satisfy (1.2) or (1.3). If we want to deduce AS \((2.9)\) holds, then the zero solution of Equation (1.1) is AS.

\[ L \kappa > 0 \text{ exists a constant} \]

Having been motivated by such examples, in \[4, 5\] we initiated the use of Lyapunov functionals whose derivatives satisfy (1.2) or (1.3). If we want to deduce AS \((2.9)\) holds, then the zero solution of Equation (1.1) is AS.

Suppose that there exist a continuous functional \( V : \mathbb{R}_+ \times C \to \mathbb{R}_+ \), wedges \( W_1, W_2, W_3, W_4 \), and a measurable function \( \eta : \mathbb{R}_+ \to \mathbb{R}_+ \) satisfying the conditions

\[ W_1(\|x(t)\|) \leq V(t, x_t), \]

\[ V(t, x_t) \leq W_2(\|x(t)\|) + W_3(\|x_t\|_2), \]

\[ V'(t, x_t) \leq -\eta(t) W(\|x(t)\|) \]

along every solution \( x : [t_0, \infty) \to \mathbb{R}^n \) of Equation (1.1) for all \( t \geq t_0 \).

**Definition 2.1.** A subset \( H \subset \mathbb{R}_+ \) is called \( h \)-dense on the interval \([t_0, \infty)\) if there exists a constant \( \kappa > 0 \) such that

\[ \mu([t, t + h] \cap H) \geq \kappa \quad \text{for all} \ t \geq t_0, \]

where \( \mu(\cdot) \) denotes the Lebesgue measure.

**Theorem 2.2.** Suppose that there exist a continuous functional \( V : \mathbb{R}_+ \times C \to \mathbb{R}_+ \), wedges \( W_1, W_2, W_3, W_4 \), and a measurable function \( \eta : \mathbb{R}_+ \to \mathbb{R}_+ \) satisfying the conditions

\[ W_1(\|x(t)\|) \leq V(t, x_t), \]

\[ V(t, x_t) \leq W_2(\|x(t)\|) + W_3(\|x_t\|_2), \]

\[ V'(t, x_t) \leq -\eta(t) W(\|x(t)\|) \]

along every solution \( x : [t_0, \infty) \to \mathbb{R}^n \) of Equation (1.1) for all \( t \geq t_0 \).

**A.** If for every \( t_0 \in \mathbb{R}_+ \) and every \( h \)-dense subset \( H \subset [t_0, \infty) \) the divergence

\[ \lim_{K \to \infty} \int_{[t_0, t_0 + K] \cap H} \eta(t) dt = \infty \]

holds, then the zero solution of Equation (1.1) is AS.

**B.** Suppose that the divergence in Equation (2.10) is uniform with respect to \( t_0 \) and \( H \), i.e., for every \( L \) there is an \( N = N(L) \) such that \( K > N(L) \) implies \( \int_{[t_0, t_0 + K] \cap H} \eta(t) dt > L \) for all \( t_0 \in \mathbb{R}_+ \) and for all subsets \( H \subset \mathbb{R}_+ \) \( h \)-dense on \([t_0, \infty)\). Then the zero solution of Equation (1.1) is UAS.

Condition (2.10) allows the coefficient \( \eta \) to vanish on whole intervals of whatever length. For example, consider the step functions

\[ \eta_1(t) := \begin{cases} 1 & \text{if } t \in \bigcup_{k \in \mathbb{N}} [3kh, (3k + 1)h], \\ 0 & \text{otherwise}; \end{cases} \]

\[ \eta_2(t) := \begin{cases} 1 & \text{if } t \in \bigcup_{k \in \mathbb{N}} [kh, (k^2 + 1)h], \\ 0 & \text{otherwise}. \end{cases} \]
It is easy to see that both \( \eta_1 \) and \( \eta_2 \) satisfy (2.10); namely, the divergence in (2.10) with \( \eta_1 \) is uniform with respect to \( t_0, H \). However, if we define

\[
\eta_3(t) := \begin{cases} 
1 & \text{if } t \in \bigcup_{k \in \mathbb{N}} [kh, (k + 1/2)h], \\
0 & \text{otherwise},
\end{cases}
\]

then \( \eta_3 \) does not satisfy condition (2.10), because the set

\[
H := \bigcup_{k=0}^{\infty} \left( \left( k + \frac{1}{2} \right) h, (k + 1)h \right)
\]

is \( h \)-dense on \([0, \infty)\) (with \( \kappa = h/2 \)); nevertheless, \( \int_H \eta_3 = 0 \neq \infty \).

It is worth noticing that condition (2.10) and \( \int_0^\infty \eta = \infty \) are equivalent for every nonincreasing function \( \eta \). In fact, if \( \int_0^\infty \eta = \infty \) and \( H \subset \mathbb{R}_+ \) is \( h \)-dense on \([t_0, \infty)\) with constant \( \kappa \), then

\[
\int_H \eta(t) \, dt \geq \sum_{k=\lfloor t_0/h \rfloor + 1}^{\infty} \int_{[kh,(k+1)h] \cap H} \eta(t) \, dt \geq \kappa \sum_{k=\lfloor t_0/h \rfloor + 1}^{\infty} \eta((k+1)h) = \infty,
\]

which means that (2.10) is satisfied (\( \lfloor \cdot \rfloor \) denotes the greatest integer function). On the other hand, if (2.10) is satisfied, then \( \int_0^\infty \eta = \infty \), because interval \([0, \infty)\) is an \( h \)-dense set on \([0, \infty)\) (with constant \( \kappa = h \)).

This shows that condition (2.10) coincides with the best possible one \( \int_0^\infty \eta = \infty \) for monotone coefficients \( \eta \). The next theorem says that \( \int_0^\infty \eta = \infty \) is sufficient for arbitrary \( \eta \) if we have (1.3) instead of (1.2).

**Theorem 2.3.** Suppose that there exist a continuous functional \( V : \mathbb{R} \times C \to \mathbb{R}_+ \), wedges \( W_1, W_2, W_3, W \), and a measurable function \( \eta : \mathbb{R}_+ \to \mathbb{R}_+ \) satisfying conditions (i) and (ii) in Theorem 2.2 and

(iii) \( V'(t, x_t) \leq -\eta(t)W(\|x_t\|_2) \)

along every solution \( x : [t_0, \infty) \to \mathbb{R}^n \) of Equation (1.1) for all \( t \geq t_0 \).

A. If for every \( t_0 \in \mathbb{R}_+ \) the divergence

\[
\lim_{R \to \infty} \int_{t_0}^{t_0+K} \eta(t) \, dt = \infty
\]

holds, then the zero solution of Equation (1.1) is AS.

B. If the divergence in (2.11) is uniform with respect to \( t_0 \in \mathbb{R}_+ \), then the zero solution of Equation (1.1) is UAS.

In order to illuminate their scope, we apply our theorems to the test equation (1.9) using Lyapunov functionals (2.13) and (2.28), respectively:

1. If (2.27) is satisfied, \( a(t) - \int_t^{t+h} |b| \geq 0 \) for all \( t \in \mathbb{R}_+ \), and for every \( t_0 \in \mathbb{R}_+ \),

\[
\int_{[t_0, \infty) \cap H} \left[ a(t) - \int_t^{t+h} |b| \right] \, dt = \infty \text{ for all } h \text{-dense sets } H \subset \mathbb{R}_+,
\]

then the zero solution of Equation (1.9) is AS. If the divergence in (2.12) is uniform with respect to \( t_0 \in \mathbb{R}_+ \) and \( H \subset \mathbb{R}_+ \), then the zero solution is UAS.

2. If (2.27) is satisfied, there exists a \( \beta > 1 \) such that \( a(t) - \beta \int_t^{t+h} |b| \geq 0 \) for all \( t \in \mathbb{R}_+ \), and

\[
\int_{t_0}^{\infty} |b(t)| \, dt = \infty,
\]
then the zero solution of (1.9) is AS. If the divergence in (2.13) is uniform with respect to $t_0 \in \mathbb{R}_+$, then the zero solution is UAS.

**Remark 2.4.** It should be observed that these statements are not independent. Condition (2.12) can be satisfied without fulfilment of (2.13). On the other hand, however, condition (2.13) together with the existence of $\beta$ implies (2.12). In Section 4 we construct an equation and a Lyapunov functional such that Theorem 2.3 is applicable but Theorem 2.2 is not. So it will be shown that our two fundamental theorems are independent.

**Remark 2.5.** Zhang [27] proved the following two statements: Suppose that conditions (i) and (ii) in Theorem 2.2 are satisfied.

1. If condition (1.4) holds with some sequence $\{t_i\}_{i=1}^\infty$ ($\lim_{i \to \infty} t_i = \infty$), then the zero solution of Equation (1.1) is AS. If, in addition, there is a constant $J > 0$ such that $t_{i+1} - t_i \leq J$ ($i \in \mathbb{N}$), then the zero solution is UAS.

2. If condition (1.5) holds with some sequence $\{t_i\}_{i=1}^\infty$ ($\lim_{i \to \infty} t_i = \infty$) and constant $\kappa > 0$, then the zero solution of (1.1) is AS. If, in addition, there is a constant $J > 0$ with the same property as in the previous statement, then the zero solution is UAS.

Obviously, these statements are consequences of Theorems 2.2 and 2.3: it is enough to make the choices (1.7) and (1.8), respectively. On the other hand, our theorems are more general. For example, let us define the saw-shaped function

$$
\eta_1(t) := \begin{cases} 
t - (k - 1)h & \text{if } (k - 1)h \leq t \leq (k - 1/2)h, \\
-t + kh & \text{if } (k - 1/2)h < t < kh, \; k \in \mathbb{N},
\end{cases}
$$

and the step function

$$
\eta_2(t) := \begin{cases} 
k^2 & \text{if } k \leq t \leq k + 1/k^2, \; k \in \mathbb{N}, \\
0 & \text{otherwise},
\end{cases}
$$

for conditions (1.2) and (1.3), respectively. Then (2.10) and (2.11) are satisfied uniformly with coefficients $\eta_1$ and $\eta_2$, respectively; so Theorems 2.2 and 2.3 yield UAS. On the other hand, the sequence $\{t_i\}_{i=1}^\infty$ and the constant $\kappa > 0$ cannot be chosen so that (1.2) implies (1.3), or (1.3) implies (1.2). Therefore, in both cases, Zhang’s theorems cannot guarantee even AS.

**Remark 2.6.** In [4], considering more general situations, we already proved sufficient conditions for UAS based upon other properties of the coefficients $\eta$ (integral positivity, positivity in measure, . . . ). These properties were used by other authors [1, 2, 8, 11, 15, 16, 18, 19, 23, 24, 20, 23, 26]. Parts B in Theorems 2.2 and 2.3 show that these conditions can be essentially weakened if the Lyapunov functional is decrescent in Krasovskii’s sense. The method of proof brings also assumptions for AS at the same time; so we included parts A, proved in [2] by other methods.

### 3. Proofs

The first lemma gives an estimate from below for the Lebesgue measure of a level set of a $\varphi \in C$ in terms of $\|\varphi\|_\infty$ and $\|\varphi\|_2$.

**Lemma 3.1.** For $\varphi \in C_M$ and $\kappa \in (0, M)$, introduce the notation

$$
P(\varphi, \kappa) := \{u \in [-h, 0] : |\varphi(u)| \geq \kappa\}.
$$
Then
\[ \mu \left( P \left( \varphi, \|\varphi\|_2/\sqrt{2h} \right) \right) \geq \|\varphi\|_2^2/2M^2. \]

Proof. We have
\[ \|\varphi\|_2^2 = \int_{-h}^{0} |\varphi(u)|^2 \, du \leq M^2 \mu(P(\varphi, \kappa)) + \kappa^2 [h - \mu(P(\varphi, \kappa))], \]
whence
\[ \mu(P(\varphi, \kappa)) \geq \frac{\|\varphi\|_2^2 - \kappa^2 h}{M^2 - \kappa^2}. \]
Choose \( \kappa := \|\varphi\|_2/\sqrt{2h} \). Then \( \kappa^2 < M^2 \), and
\[ \mu \left( P \left( \varphi, \|\varphi\|_2/\sqrt{2h} \right) \right) \geq \frac{\|\varphi\|_2^2 - \frac{\|\varphi\|_2^2 h}{2h}}{M^2} = \frac{\|\varphi\|_2^2}{2M^2}. \]

**Proof of Theorem 2.2**. Conditions (i) and (ii) imply uniform stability (see, e.g., [11, Th. 5.2.1]), which means that for every \( \varepsilon > 0 \) there is a \( \delta(\varepsilon) > 0 \) such that \( \|\varphi\|_\infty < \delta(\varepsilon) \) implies \( |x(t; t_0, \varphi)| < \varepsilon \) for all \( t_0 \in \mathbb{R}_+, t \geq t_0 \). Take \( \sigma := \delta(1) > 0 \), and consider an arbitrary solution \( x(t_0, \varphi) \) with \( \|\varphi\|_\infty < \sigma \). We know that \( |x(t; t_0, \varphi)| < 1 \) for all \( t \geq t_0 \). Introduce the notation \( v(t) := V(t, x(t_0, \varphi)) \). This is a non-negative, non-increasing function bounded above by the quantity
\[ V(t_0, \varphi) \leq W_2(\sigma) + W_3(\sigma \sqrt{h}) =: c_1, \]

independent of \( t_0 \) and \( \varphi \).

To prove AS, for every \( \gamma > 0 \), \( t_0 \in \mathbb{R}_+ \), and \( \varphi \in C_\sigma \), we have to find \( T = T(\gamma, x(t_0, \varphi)) \) such that \( |x(t; t_0, \varphi)| < \gamma \) holds for all \( t \geq t_0 + T \). To this end it is sufficient to know that \( T > h \), and
\[ v(t_0 + T - h) = V(t_0 + T - h, x(t_0 + T - h)) < W_1(\delta(\gamma)) =: c_2(\gamma) \]
is satisfied. In fact, then
\[ W_1(|x(s)|) \leq V(s, x_s) \leq V(t_0 + T - h, x(t_0 + T - h)) < W_1(\delta(\gamma)), \]
i.e., \( |x(s)| < \delta(\gamma) \) for all \( s \in [t_0 + T - h, t_0 + T] \), which means that \( \|x_{t_0 + T}\|_\infty < \delta(\gamma) \). Since \( \delta(\gamma) \) is the constant of uniform stability, we have \( |x(t)| < \gamma \) for all \( t \geq t_0 + T \). Further, we prove AS by showing the existence of \( T = T(\gamma, x(t_0, \varphi)) \) with property (2.10) under condition (2.11). Then we observe that the uniform version of (2.10) implies that \( T = T(\gamma) \) is independent of the solution \( x(t_0, \varphi) \), which means UAS.

For fixed \( \gamma > 0 \), \( t_0 \in \mathbb{R}_+ \), \( \varphi \in C_\sigma \), solution \( x(t_0, \varphi) \), and \( K > 0 \) let us define the sets
\[ H_0^K = H_0^K(\gamma, x(t_0, \varphi)) := \left\{ t \in [t_0, t_0 + K] : |x(t)| > W_2^{-1} \left( \frac{c_2(\gamma)}{3} \right) =: c_3(\gamma) \right\}, \]
\[ H_2^K = H_2^K(\gamma, x(t_0, \varphi)) := \left\{ t \in [t_0, t_0 + K] : \|x_t\|_2 > W_3^{-1} \left( \frac{c_2(\gamma)}{3} \right) =: c_4(\gamma) \right\}. \]
If we cannot find \( T \leq K + h \) with (3.2), then \( H_0^K \) and \( H_2^K \) together cover the interval \([t_0, t_0 + K]\), because otherwise we would have \( t_\ast \in [t_0, t_0 + K] \) with \( |x(t_\ast)| \leq c_3 \).
\[ ||x_\ast||_2 \leq c_4, \text{ and we would obtain} \]
\[ c_2 \leq v(t_0 + K) \leq v(t_\ast) = V(t_\ast, x_\ast((t_0, \varphi)) \]
\[ \leq W_2(||x_\ast||) + W_3(||x_\ast||_2) \leq \frac{c_2}{3} + \frac{c_2}{3} < c_2, \]
a contradiction. Therefore, if there is no \( T \) in \([t_0, t_0 + K + h]\), then \( H^K_0 \cup H^K_2 \supset [t_0, t_0 + K]. \)
By Lemma 3.1, if \( t \in H^K_2 \), then there is a set \( Q(t) \subset [t - h, t] \) with \( \mu(Q(t)) \geq c_2^2(\gamma)/2 =: c_5(\gamma) \) such that
\[ |x(s)| \geq c_4/\sqrt{2h} \quad \text{for } s \in Q(t). \]
Let us introduce the notation
\[ Q^K := \left( \bigcup_{t \in H^K_2} Q(t) \right) \setminus H^K_0. \]
Now, we can estimate the decrease of \( V \) along the solution \( x(t_0, \varphi). \) From condition (iii), the definitions of \( H^K_0, H^K_2, \) and inequalities (3.1), (3.3) we get
\[ 0 \leq v(t_0 + K + h) \leq v(t_0) + \int_{t_0}^{t_0 + K} v'(t) \, dt \]
\[ \leq c_1 + \int_{H^K_2} v'(t) \, dt + \int_{Q^K} v'(t) \, dt \]
\[ \leq c_1 - c_6 \int_{H^K_2} \eta(t) \, dt - c_7 \int_{Q^K} \eta(t) \, dt \]
\[ \leq c_1 - c_8 \int_{H^K_2 \cup Q^K} \eta(t) \, dt, \]
where
\[ c_6(\gamma) := W(c_3(\gamma)), \quad c_7(\gamma) := W\left( \frac{c_4(\gamma)}{\sqrt{2h}} \right), \quad c_8(\gamma) := \min\{c_6(\gamma), c_7(\gamma)\}. \]
Let us conclude the proof of AS by the method of contradiction. Suppose that the zero solution of (1.1) is not AS. Then there are \( t_0 \in \mathbb{R}_+, \varphi \in C_\sigma, x(t_0, \varphi), \) and \( \gamma > 0 \) such that there exists no \( T < K + h \) with (4.2) for all \( K > 0 \). First we show that the set \( H = H(\gamma, x(t_0, \varphi)) := \bigcup_{K>0} (H^K_0 \cup Q^K) \) is h-dense in \([t_0, \infty)\) with the constant \( \kappa = \kappa(\gamma) := c_5(\gamma)/2. \)
In fact, if \( t \geq t_0 + h, \) then, for some \( K > 0, \) either \([t - c_5/2, t] \subset H^K_0 \), or the interval \([t - c_5/2, t]\) contains a point of \( H^K_2. \) In the latter case, the interval \([t - h - c_5/2, t]\) contains a subset of \( Q^K \) with measure \( c_5. \) Therefore, in any case we have
\[ \mu([t - h, t] \cap (H^K_0 \cup Q^K)) \geq \frac{c_5}{2} = \kappa, \]
which means that \( H \) is h-dense in \([t_0, \infty)\) with the constant \( \kappa. \)
Finally, from condition (2.10) and the estimate (3.3) we obtain
\[ 0 \leq \lim_{t \to \infty} v(t) \leq v(t_0) + \int_{t_0}^{\infty} v'(t) \, dt \]
\[ \leq c_1 - c_8(\gamma) \int_{H(\gamma, x(t_0, \varphi))} \eta(t) \, dt = -\infty. \]
This is a contradiction; hence, for every $x(t_0, \varphi)$ and $\gamma > 0$ there is a $K(\gamma, x(t_0, \varphi))$ such that (3.2) is fulfilled with some $T(\gamma, x(t_0, \varphi)) < K(\gamma, x(t_0, \varphi)) + h$; i.e., the zero solution is AS.

To prove statement B in the theorem we have to observe that the size of $K$ (and, consequently, of $T$) is governed only by $v(t_0)$ and the speed of divergence in (3.5). However, $v(t_0) \leq c_1$, and $c_6(\gamma)$ is independent of $x(t_0, \varphi)$; hence, if we require that $\int_H \eta$ diverge uniformly with respect to $t_0 \in \mathbb{R}_+$ and $h$-dense sets $H \subset \mathbb{R}_+$, then $T = T(\gamma)$ is independent of $t_0, \varphi$, and $x(t_0, \varphi)$; i.e., the zero solution is UAS.

Remark 3.2. This proof allows us to generalize the upper bound on $V$ in Krasovskii’s condition (2.6). Theorem 2.2 remains true after replacing condition (ii) by

\[(\text{ii})\] $V(t, x) \leq W_2(\max\{\|x(t-h/2)\|; \|x(t)\|\}) + W_3(\|x(t)|\).

In fact, we have to modify the proof in the following way. In addition to sets $H^K_0, H^K_2$, we define also

$$H^K_{1/2} = H^K_{1/2}(\gamma, x(t_0, \varphi)) = \left\{ t \in [t_0, t_0 + K] : \left| x(t) - \frac{h}{2} \right| > W_2^{-1}\left(\frac{c_2(\gamma)}{3}\right) = c_3 \right\}.$$

Now if we cannot find $T \leq K$ with (3.2), then $H^K_0, H^K_{1/2},$ and $H^K_2$ together cover the interval $[t_0, t_0 + K]$. On $H^K_{1/2}$ we have the estimate

$$\int_{H^K_{1/2}} \eta \left( t - \frac{h}{2} \right) W \left( \left| x(t - \frac{h}{2}) \right| \right) dt \geq W(c_3) \int_{H^K_{1/2}} \eta \left( t - \frac{h}{2} \right) dt \geq c_6 \int_{H^K_{1/2} - h/2} \eta(s) ds,$$

where the set $\{H^K_{1/2} - h/2\} \subset \mathbb{R}_+$ is defined as the shift of the set $H^K_{1/2}$ to the left by $h/2$. Therefore, now we have to consider the set

$$H := \bigcup_{K>0} \left( H^K_0 \cup \left\{ H^K_{1/2} - h/2 \right\} \cup Q^K \right).$$

It is $h$-dense in $[t_0, \infty)$, which can be proved in the same way as in the original proof.

In Section 4 we will need this modification of Theorem 2.2.

Proof of Theorem 2.3 This coincides with that of Theorem 2.2 to the point where we applied Lemma 3.1. So we suppose also here that there is no $T < K + h$ with property (3.2), whence we know that $H^K_0$ and $H^K_2$ together cover $[t_0, t_0 + K]$. We will find a constant $c_9(\gamma) > 0$ such that $\|x_t\|_2 \geq c_9(\gamma)$ for all $t \in [t_0, t_0 + K]$.

Instead of Lemma 3.1 in this proof we will use the following fact: If $t_s \in H^K_2$, and $|t - t_s| < 3c^2/4$, then $\|x_t\|_2 > c^4/2$. In fact, $\|x_t\|_2 = |x^2(t) - |x^2(t - h)|| \leq 1$; therefore, $\|x_t\|_2 > 3c^2/4$, and we have $\|x_t\|_2 > c^4/4$, i.e., $\|x_t\|_2 \geq c^4/2$.

The sets $H^K_0$ and $H^K_2$ are open in $[t_0, t_0 + K]$. Since $[t_0, t_0 + K]$ is compact, by Borel’s theorem $(t_0, t_0 + K)$ can be covered by finite open intervals $\{I_{p}^{0}\}_{p=1}^{k_0}$ $(I_{p}^{0} \subset H^K_0$, $p = 1, 2, \ldots, k_0)$ and $\{I_{q}^{2}\}_{q=1}^{k_2}$ $(I_{q}^{2} \subset H^K_2$, $q = 1, 2, \ldots, k_2)$.

By the fact we have just proved we know that $\|x_t\|_2 \geq c^4/2$ for all $t \in \bigcup_{q=1}^{k_2} I_{q}^{2}$, where $I_{q}^{2} = (a^2_q - 3c^2/4, b^2_q + 3c^2/4)$. Obviously, $\{I_{p}^{0}\}_{p=1}^{k_0}$ and $\{I_{q}^{2}\}_{q=1}^{k_2}$ even more
cover \((t_0, t_0 + K)\). If \(t_* \notin \bigcup_{q=1}^{k_2} I_q'\), then \(t_* \in H_0^{K}\); what is more, \(|x(t)| \geq c_3\) holds in the interval \((t_* - 3c_2^2/4, t_*)\). Therefore,

\[
\|x_{t_*}\| \geq (c_3 \min\{h; 3c_2^2/4\})^{1/2} = c_3 \min\left\{\sqrt{h}, \frac{\sqrt{3}}{2} c_4\right\}.
\]

Taking into account the estimate for \(|x_t|\) on \(\bigcup_{q=1}^{k_2} I_q'\), we get

\[
|x_t| \geq c_9(\gamma) := \min\left\{\frac{c_4(\gamma)}{2}; \sqrt{h} c_3(\gamma); \frac{\sqrt{3}}{2} c_3(\gamma)c_4(\gamma)\right\} \text{ for all } t \in [t_0, t_0 + K].
\]

Condition (iii) and this inequality imply

\[
0 \leq v(t_0 + K) \leq v(t_0) - \int_{t_0}^{t_0 + K} \eta(t) W(|x_t|) dt \leq c_1 - c_{10}(\gamma) \int_{t_0}^{t_0 + K} \eta(t) dt, \quad c_{10}(\gamma) := W(c_9(\gamma)).
\]

By (2.11), the last estimate yields a contradiction if \(K \to \infty\). This means that for every \(x(t_0, \varphi)\) and \(\gamma > 0\) there is a \(T(\gamma, x(t_0, \varphi))\) with (3.2); i.e., the zero solution is AS.

Estimate (3.6) shows that a \(T = T(\gamma)\), independent of \(t_0, \varphi\), and the solution \(x(t_0, \varphi)\), should exist provided that the divergence in (2.11) is uniform with respect to \(t_0 \in \mathbb{R}_+\). This means that the zero solution is UAS. \(\square\)

4. Applications and Examples

4.1. Retarded FDE with one delay. Consider the equation

\[
x'(t) = -a(t)f(x(t)) + b(t)g(x(t - h)),
\]

where \(a, b : \mathbb{R}_+ \to \mathbb{R}\) are continuous, \(f, g : \mathbb{R} \to \mathbb{R}\) are continuously differentiable, and \(a(t) \geq 0, x f(x) > 0\) for all \(t \in \mathbb{R}_+, x \neq 0\). Suppose that there exists a constant \(c > 0\) such that \(|g(x)| \leq c|f(x)|\) for sufficiently small \(|x|\). Using the notation \(F(x) := \int_0^x f(r) dr\), we introduce the Lyapunov functional

\[
V(t, \varphi) := F(\varphi(0)) + \int_{t-h}^{t} \nu(s) g^2(\varphi(s - t)) ds
\]

with a properly chosen auxiliary function \(\nu : \mathbb{R}_+ \to \mathbb{R}_+\). By the inequality \(\alpha x + \beta x^2 \geq -\alpha^2/4\beta\) for \(x \in \mathbb{R}\) (\(\beta > 0\)), the derivative of \(V\) with respect to (4.1) can be estimated as follows:

\[
V_{\nu}(t, x_t) \leq - \left[ a(t) - c^2 \nu(t) - \frac{b^2(t)}{4\nu(t - h)} \right] f^2(x(t)).
\]

In [7] [9] the functional (4.2) was used with \(\nu(t) = \nu_0 = \text{const.}\) chosen by Busenberg and Cooke [7] to involve varying \(\nu(t)\). One of their choices was

\[
\nu(t) := (1/2p)b^2(t + h)
\]

(0 < \(p = \text{const.}\)), in which case the estimate (4.3) has the form

\[
V_{\nu}(t, x_t) \leq - \frac{1}{2p} \left[ 2pa(t) - c^2 b^2(t + h) - p^2 \right] f^2(x(t)).
\]

Considering the linear case \((f(x) \equiv g(x) \equiv x, c = 1)\) and using an “annulus argument”, they proved the following:
Theorem 4.1 (Busenberg and Cooke [7]). Suppose that

(i) there exist constants \( p > 0, q > 0 \) such that

\[
\eta_{BC}(t; p) := 2pa(t) - b^2(t + h) - p^2 \geq q \quad \text{for all } t \in \mathbb{R}_+, \tag{4.4}
\]

(ii) \( \int_t^{t+h} b^2(s) \, ds \) is bounded, and

(iii) given \( M > 0 \), there exists \( \tau > 0 \) such that \( \int_0^{h \tau} |b(s)| \, ds < M \) for all \( t \in \mathbb{R}_+ \).

Then the zero solution of the linear equation

\[
x'(t) = -a(t)x(t) + b(t)x(t-h) \tag{4.5}
\]

is UAS. For every neighborhood of the origin there is a constant \( c_1 \) such that

\[
V(t, \varphi) := |\varphi(0)| + \int_t^{t+h} |b(s+h)| \|g(\varphi(s-t))\| \, ds.
\]

For every neighborhood of the origin there is a constant \( c_1 \) such that

\[
V(t, \varphi) \leq |\varphi(0)| + c_1 \left( \int_t^{t+h} b^2(s) \, ds \right)^{1/2} \| \varphi \|_2
\]

for all \( \varphi \) in the neighborhood and for all \( t \in \mathbb{R}_+ \). The derivative of \( V \) with respect to \( \frac{d}{dt} \) satisfies

\[
V'(\frac{d}{dt}, x(t)) \leq -|a(t) - c|b(t + h)||f(x(t))|.
\]

From Theorem 4.1 we obtain

Corollary 4.2. Suppose that

(i) \( \eta_1(t; c) := a(t) - c|b(t + h)| \geq 0 \) for all \( t \in \mathbb{R}_+ \), and

(ii) \( \int_t^{t+h} b^2(s) \, ds \) is bounded on \( \mathbb{R}_+ \).

If \( \int_0^{H} \eta_1(t; c) \, dt = \infty \) for all \( h \)-dense sets \( H \subset \mathbb{R}_+ \), then the zero solution of (4.1) is AS. If, in addition, \( \int_{(0, \infty) \cap \mathbb{R}_+} \eta_1(t; c) \, dt = \infty \) uniformly with respect to \( t_0 \in \mathbb{R}_+ \) and \( h \)-dense sets \( H \subset \mathbb{R}_+ \), then the zero solution of (4.1) is UAS.

Obviously, \( \eta_1(t; 1) \geq (1/2)p\eta_{BC}(t; p) \) for all \( t \in \mathbb{R}_+, p > 0 \). Therefore, it follows from Corollary 4.2 that conditions (i)–(ii) in Theorem 4.1 alone imply UAS, i.e., condition (iii) can be dropped from Theorem 4.1. Moreover, Corollary 4.2 sharpens Theorem 4.1 for both large and small \( a(t), b(t) \) (e.g., while \( a(t) \geq p/2 > 0 \) for all \( t \in \mathbb{R}_+ \) in Theorem 4.1 Corollary 4.2 allows \( a(t) \) to vanish on intervals of arbitrary lengths).

Finally, let us improve the conditions of three examples from Hale and Lunel [9].

Example 4.3 (Hale and Lunel [9]). Suppose that

(i) there are constants \( p > 0, q > 0 \) such that

\[
\eta_{HL}(t; p) := (2a(t) - p) - b^2(t) \geq q \quad \text{for all } t \in \mathbb{R}_+;
\]

(ii) \( a(t) \) and \( b(t) \) are bounded on \( \mathbb{R}_+ \).
Then the zero solution of (4.5) is UAS.

**Example 4.4** (Hale and Lunel [9]). Suppose that
(i) there are constants $p > 0$, $q \in (0, 1)$ such that $a(t) \geq p$ and $|b(t)| \leq qp$ for all $t \in \mathbb{R}_+$;
(ii) $a(t)$ is bounded on $\mathbb{R}_+$.

Then the zero solution of the equation
\begin{equation}
(4.9) \quad x'(t) = -a(t)x^3(t) + b(t)x^3(t - h)
\end{equation}
is UAS.

Now we give a common generalization of these examples, sharpening their conditions at the same time. Choose $\nu(s) = p/2$ in (4.2). Then (4.3) has the form
\begin{equation}
V'(s) \leq -\frac{1}{2p} \eta_2(t; p, c) f^2(x(t)) \quad (t \geq 0);
\end{equation}
\begin{equation}
\eta_2(t; p, c) := (2a(t) - c^2p)p - b^2(t),
\end{equation}
and Theorem 2.2 yields

**Corollary 4.5.** Suppose that $\eta_2(t; p, c) \geq 0$ for all $t \in \mathbb{R}_+$ with some $p > 0$. If $\int_H \eta_2(t; p, c) dt = \infty$ for all $h$-dense sets $H \subset \mathbb{R}_+$, then the zero solution of (4.1) is AS. If, in addition, $\int_{[t_0, \infty) \cap H} \eta_2(t; p, c) dt = \infty$ uniformly with respect to $t_0 \in \mathbb{R}_+$ and $h$-dense sets $H \subset \mathbb{R}_+$, then the zero solution of (4.1) is UAS.

It is worth noticing that this corollary does not contain any boundedness condition on $a, b$.

**Example 4.6** (Hale and Lunel [9]). Suppose that $a(t) \equiv a_0 = \text{const.}$, $a_0 > 0$, and $b(t)$ is bounded on $\mathbb{R}_+$. Then the zero solution of the equation
\begin{equation}
(4.10) \quad x'(t) = -a(t)x^3(t) + b(t)x^3(t - h)
\end{equation}
is UAS.

**Corollary 4.7.** Suppose that there exists $p > 0$ such that $a(t) \geq p|b(t + h)|$ and $\int_t^{t+h} b^2(s) ds$ is bounded for all $t \in \mathbb{R}_+$. If $\int_H a(t) dt = \infty$ for all $h$-dense sets $H \subset \mathbb{R}_+$, then the zero solution of Equation (4.10) is AS. If, in addition, $\int_{[t_0, \infty) \cap H} a(t) dt = \infty$ uniformly with respect to $t_0 \in \mathbb{R}_+$ and $h$-dense sets $H \subset \mathbb{R}_+$, then the zero solution of (4.10) is UAS.

**Proof.** From (4.10)–(4.3) it follows (see, e.g., [9] Th. 5.2.1) that the zero solution of (4.10) is uniformly stable; therefore, we may suppose that $|x| \leq p/2$. Then $|x^4| \leq (p/2)|x^3|$, and taking into account also the identity
\begin{equation}
a(t) - \frac{p}{2} |b(t + h)| = \frac{1}{2} a(t) + \frac{1}{2} |a(t) - p|b(t + h)| \geq \frac{1}{2} a(t) \quad \text{for } t \in \mathbb{R}_+,
\end{equation}
we can apply Corollary 4.2 with $c = p/2$. 

4.2. **Condition (2.10) cannot be replaced by (2.11).** Condition (2.10) in Theorem 2.2 seems rather sophisticated in comparison with (2.11) in Theorem 2.3. The following example shows that this is well-founded in the sense that Theorem 2.2 with condition (2.11) instead of (2.10) would not be true. The construction of the example uses some ideas of [13, 22]. Introduce the function
\begin{equation}
g(t) = \begin{cases} 
1 + \frac{1}{2^{k+1}} & \text{if } k \leq t \leq k + 1/2, \\
\frac{1}{2^{k+1}} & \text{if } k + 5/8 \leq t \leq k + 7/8, \quad k \in \mathbb{N},
\end{cases}
\end{equation}
and extend this function so that \( g : \mathbb{R}_+ \to (0, \infty) \) is continuously differentiable on the whole half-line and monotone on the intervals \([k + 1/2, k + 5/8], [k + 7/8, k + 1] \) (\( k \in \mathbb{N} \)). Obviously, \( g \) has the properties

\[
\begin{align*}
  g(t) - g(t + 1) &\geq 0 \quad \text{for all } t \in \mathbb{R}_+, \\
  g(t) - g(t + 1) &= \frac{1}{2^{k+2}} \quad \text{if } k + \frac{5}{8} < t \leq k + \frac{7}{8} \quad (k \in \mathbb{N}).
\end{align*}
\]

Denote

\[
\alpha_k := \frac{g(k + 1)}{g(k)} = 2^{k+2} + 1, \quad p_k := \frac{\alpha_k}{1 - \alpha_k} = 2^{k+2} + 1 \quad (k \in \mathbb{N}).
\]

Let us define a function \( f : \mathbb{R}_+ \times C([-1, 0]; \mathbb{R}) \to \mathbb{R} \) by the following definitions:

a) If \( \varphi(0) \geq 0 \), and \( k \leq t < k + 1 \) for some \( k \in \mathbb{N} \), then

\[
f(t, \varphi) := \begin{cases} 
  \frac{g'(t)}{g(t)} \varphi(0) & \text{if } k \leq t \leq k + 7/8, \\
  p_k \frac{g'(t)}{g(t)} (||\varphi||_\infty - \varphi(0)) & \text{if } k + 7/8 < t < k + 1 \\
\end{cases}
\]

and extend this function so that \( g : \mathbb{R}_+ \to (0, \infty) \) is continuously differentiable on the whole half-line and monotone on the intervals \([k + 1/2, k + 5/8], [k + 7/8, k + 1] \) (\( k \in \mathbb{N} \)). Obviously, \( g \) has the properties

\[
\begin{align*}
  g(t) - g(t + 1) &\geq 0 \quad \text{for all } t \in \mathbb{R}_+, \\
  g(t) - g(t + 1) &= \frac{1}{2^{k+2}} \quad \text{if } k + \frac{5}{8} < t \leq k + \frac{7}{8} \quad (k \in \mathbb{N}).
\end{align*}
\]

Denote

\[
\alpha_k := \frac{g(k + 1)}{g(k)} = 2^{k+2} + 1, \quad p_k := \frac{\alpha_k}{1 - \alpha_k} = 2^{k+2} + 1 \quad (k \in \mathbb{N}).
\]

Let us define a function \( f : \mathbb{R}_+ \times C([-1, 0]; \mathbb{R}) \to \mathbb{R} \) by the following definitions:

a) If \( \varphi(0) \geq 0 \), and \( k \leq t < k + 1 \) for some \( k \in \mathbb{N} \), then

\[
f(t, \varphi) := \begin{cases} 
  \frac{g'(t)}{g(t)} \varphi(0) & \text{if } k \leq t \leq k + 7/8, \\
  p_k \frac{g'(t)}{g(t)} (||\varphi||_\infty - \varphi(0)) & \text{if } k + 7/8 < t < k + 1 \\
\end{cases}
\]

b) If \( \varphi(0) < 0 \), then

\[
f(t, \varphi) := -f(t, -\varphi).
\]

We prove that \( f \) is continuous. In fact, if \( k \leq t \leq k + 1 \) and \( 0 < \varphi(0) = \alpha_k ||\varphi||_\infty \), then

\[
f(t, \varphi) = \frac{g'(t)}{g(t)} \varphi(0) = \frac{g'(t)}{g(t)} \alpha_k ||\varphi||_\infty = p_k \frac{g'(t)}{g(t)} (1 - \alpha_k) ||\varphi||_\infty
\]

\[
= p_k \frac{g'(t)}{g(t)} (||\varphi||_\infty - \varphi(0)).
\]

On the other hand, \( f(k, \varphi) = 0 \) for all \( k \in \mathbb{N}, \varphi \in C \), and \( f(t, \varphi) = 0 \) if \( \varphi(0) = 0 \) and \( t \in \mathbb{R}_+ \); therefore, \( f \) is continuous, and what is more, it is locally Lipschitz.

Now consider the functional differential equation

\[
x'(t) = f(t, x_t).
\]

We prove that for every \( (t_0, \psi) \in \mathbb{R}_+ \times C([-1, 0]; \mathbb{R}) \) there exists a constant \( c \) such that \( |c| \leq ||\psi||_\infty \) and the solution \( x(t_0, \psi) \) of Equation (4.12) satisfies the conditions

\[
\begin{align*}
  x(t; t_0, \psi) &= c \varphi(t) \quad \text{for } t \geq [t_0] + 1, \\
  |x(t; t_0, \psi)| &\leq ||\psi||_\infty \quad \text{for all } t \geq t_0,
\end{align*}
\]

where \([ \cdot ]\) denotes the greatest integer function. We prove (4.13) and (4.14) for \( \psi(0) \geq 0 \); the case \( \psi(0) < 0 \) is similar.

First we show that \( k \leq t_0 \leq k + 1/2 \) implies

\[
x(t) = x(t; t_0, \psi) = \frac{\varphi(0)}{g(t_0)} g(t) \quad (t \geq t_0).
\]

For \( t \in [t_0, k + 7/8] \) this is obviously satisfied by the definition of the right-hand side \( f \). If (4.15) is not true for some \( t \in (k + 7/8, k + 1] \), then introduce

\[
t_\ast := \inf \{ t \in (k + 7/8, k + 1] : x(t) > \alpha_k ||x(t)||_\infty \}.
\]
We have $t_* < k + 1$ and $x(t) \leq \alpha_k \|x_t\|_\infty$ for $t \in [k + 7/8, t_*]$; therefore,
\[ x(t_*) = \frac{\psi(0)}{g(t_0)}g(t_*) < \frac{g(k + 1)}{g(k)}\psi(0) = \alpha_k\psi(0) \leq \alpha_k\|x_t\|_\infty, \]
i.e., $x(t_*) < \alpha_k\|x_t\|_\infty$, which contradicts the definition of $t_*$. So (4.15) is true on $[t_0, k + 1]$ and, consequently, for all $t \geq t_0$. Therefore, (4.13) holds with $c := \psi(0)/g(t_0)$, whence (4.14) follows.

If $k + 1/2 < t_0 < k + 1$, then, in general, we have no formula for $x(t_0, \psi)$, but we know that $\|x_t\|_\infty \leq \|\psi\|_\infty$ (for $t \in [t_0, k + 1]$). This follows from the fact that $t^*$ is an increasing point of the function $t \mapsto \|x_t\|_\infty$ only if it is an increasing point of $t \mapsto x(t)$, and $x(t^*) = \|x_t\|_\infty$, but this is impossible by the definition of $f$. This means that (4.13) and (4.14) are satisfied with $c := x(k + 1; t_0, \psi)/g(k + 1)$.

Now consider the functionals
\[ V_1(\varphi) := \max \{|\varphi(0)|; |\varphi(-1/2)|\}, \quad V_2(\varphi) := \|\varphi\|^2_2, \quad V(\varphi) := V_1(\varphi) + V_2(\varphi) \quad (\varphi \in C([-1, 0]; \mathbb{R})). \]

We prove that along every solution $x(t) = x(t; t_0, \psi)$ of Equation (4.12) the following conditions are satisfied:

(i) $|x(t)| \leq V(x_t) \leq \|\psi\|_\infty + \|\psi\|^2_2$ for $t \geq t_0$;
(ii) $V(x_t) \leq \max \{|x(t)|; |x(t - 1/2)|\} + \|x_t\|^2_2$ for $t \geq t_0$;
(iii) $V'(t, x_t) \leq 0$ for $t \geq [t_0] + 2$;
(iv) $V'(t, x_t) \leq -\eta(t)x^2(t)$ for $t \geq [t_0] + 2$, where
\[ \eta(t) := \begin{cases} 2 & \text{if } t \in \bigcup_{k \in \mathbb{N}} [k + \frac{5}{8}, k + \frac{7}{8}], \\ 0 & \text{otherwise}. \end{cases} \]

In fact, (i) and (ii) follow from (4.14) and the definition of $V$. Property (4.13) implies that the function $t \mapsto V_1(x_t)$ is nonincreasing for $t \geq [t_0] + 2$. Furthermore, if $k + 5/8 \leq t \leq k + 7/8$ for some $k \in \mathbb{N}$, then, by (4.11), we have
\[ V'_2(t, x_t) = x^2(t) - x^2(t - 1) = -c^2(g^2(t - 1) - g^2(t)) = -c^2(g(t - 1) - g(t))(g(t - 1) + g(t)) \leq -c^2 \frac{1}{2k + 1} 2g(t) = -2c^2g^2(t) = -2|x(t)|^2, \]
whence (iv) follows.

Now we can state:

1. The zero solution of Equation (4.12) is not AS (see property (4.13) and the definition of $g$).
2. All conditions but (2.10) in Theorem 2.2 are satisfied (see properties (i)--(iv) and Remark 3.2).
3. Instead of condition (2.10) we have
\[ \lim_{K \to \infty} \int_{t_0}^{t_0 + K} \eta(t) \, dt = \infty, \]
i.e., condition (2.11) in Theorem 2.3.

This means that Theorem 2.2 would not be true with condition (2.11) instead of (2.10).
4.3. **Theorems 2.2 and 2.3 are independent.** Estimate (4.3) is an example for the situation when Theorem 2.2 is applicable, but Theorem 2.3 is not. Now we construct an example for the opposite situation.

Let us consider the linear FDE with one delay
\[ x'(t) = -a(t)x(t) + b(t)x(t-2), \]  
(4.16)

where
\[ a(t) := \begin{cases} 1 & \text{if } t \in \bigcup_{k \in \mathbb{N}} [2k, 2k+1], \\ 0 & \text{otherwise}, \end{cases} \]
\[ b(t) := \begin{cases} 1 & \text{if } t \in \bigcup_{k \in \mathbb{N}} [8k+2, 8k+3], \\ 0 & \text{otherwise}, \end{cases} \]

and choose the Lyapunov functional (4.6) with 
\[ g(x) \equiv x. \]

Then we have the estimate (4.8) with 
\[ f(x) \equiv x, \quad c = 1, \quad h = 2. \]

However, now Theorem 2.2 cannot be applied because (2.10) is not satisfied. On the other hand, we have the identity
\[ |x(t)| = \exp \left[ -\int_{t-2}^{t} a(s) \, ds \right] |x(t-2)| \]
for \( t \in [8k-3, 8k+2] \) and the inequality
\[ V'(t, x_t) \leq -[a(t) - |b(t+2)|] |x(t)| = -a(t)|x(t)| \]
for \( t \in [8k+1, 8(k+1)] \) \((k \in \mathbb{N})\). Therefore,
\[ V'(t, x_t) \leq -a(t)|x(t)| = -a(t) \exp \left[ -\int_{t-2}^{t} a(s) \, ds \right] |x(t-2)| \]
\[ \leq -\frac{1}{e\sqrt{2}} \|x_t\|_2 \quad \text{for } t \in [8k+6, 8k+7] \quad (k \in \mathbb{N}). \]

Consequently, Theorem 2.3 guarantees UAS for the zero solution of (4.16).
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