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ABSTRACT. In this paper the following half-linear ordinary differential equation is considered:

\((H_\lambda) \quad (|x'|^\alpha \text{ sgn } x')' + \lambda p(t)|x|^\alpha \text{ sgn } x = 0, \quad t \geq a,\)

where \(\alpha > 0\) is a constant, \(\lambda > 0\) is a parameter, and \(p(t)\) is a continuous function on \([a, \infty)\), \(a > 0\), and \(p(t) > 0\) for \(t \in [a, \infty)\). The main purpose is to show that precise information about the number of zeros can be drawn for some special type of solutions \(x(t; \lambda)\) of \((H_\lambda)\) such that

\[\lim_{t \to \infty} \frac{x(t; \lambda)}{\sqrt{t}} = 0.\]

It is shown that, if \(\alpha \geq 1\) and if \((H_\lambda)\) is strongly nonoscillatory, then there exists a sequence \(\{\lambda_n\}_{n=1}^\infty\) such that \(0 = \lambda_0 < \lambda_1 < \cdots < \lambda_n < \cdots, \lambda_n \to +\infty\) as \(n \to \infty\); and \(x(t; \lambda)\) with \(\lambda = \lambda_n\) has exactly \(n-1\) zeros in the interval \((a, \infty)\) and \(x(a; \lambda_n) = 0\); and \(x(t; \lambda)\) with \(\lambda \in (\lambda_{n-1}, \lambda_n)\) has exactly \(n-1\) zeros in \((a, \infty)\) and \(x(a; \lambda_n) \neq 0\). For the proof of the theorem, we make use of the generalized Prüfer transformation, which consists of the generalized sine and cosine functions.

1. INTRODUCTION

First let us consider second-order half-linear differential equations of the form

\[(|x'|^\alpha \text{ sgn } x')' + q(t)|x|^\alpha \text{ sgn } x = 0, \quad t \geq a,\]

where \(\alpha > 0\) is a constant and \(q(t)\) is a continuous function on \([a, \infty)\). This equation has the following remarkable property: if \(x(t)\) is a solution of (1.1), then \(cx(t)\) is also a solution of (1.1), where \(c\) is any constant. If \(\alpha = 1\), then equation (1.1) becomes the linear equation

\[x'' + q(t)x = 0, \quad t \geq a.\]

If \(\alpha \neq 1\), then (1.1) is no longer linear. However, the half-linear equation (1.1) has essentially the same properties as the linear equation (1.2). It is known \((\text{[16]})\) that for any initial condition \(x(b) = x_0 \in \mathbb{R}, x'(b) = x_1 \in \mathbb{R} (b \geq a)\), equation (1.1) has a unique solution \(x(t)\) on the interval \([a, \infty)\). Therefore, a nontrivial solution \(x(t)\) of (1.1) has either a finite number of zeros on \([a, \infty)\), in which case \(x(t)\) is called nonoscillatory, or an infinite number of zeros clustering at \(t = \infty\),
in which case \( x(t) \) is called oscillatory. Furthermore, Sturmian separation and comparison theorems can be established ([4, 15, 16]) for the half-linear equation (1.1) as a natural extension of (1.2). Thus nontrivial solutions of (1.1) are either all nonoscillatory or else all oscillatory. As usual, if the former occurs, then (1.1) is called nonoscillatory, and if the latter occurs, then (1.1) is called oscillatory.

In this paper we consider the following half-linear differential equation with a parameter:

\[
(\alpha |x'|^\alpha \text{sgn} \, x')' + \lambda p(t) |x|^\alpha \text{sgn} \, x = 0, \quad t \geq a,
\]

under the hypotheses that

\( \alpha > 0 \) is a constant;

\( \lambda > 0 \) is a parameter;

\( p(t) \) is a continuous function on \([a, \infty)\), \(a > 0\), and \( p(t) > 0 \) for \( t \in [a, \infty) \).

As in the linear case, we say that \((H_\lambda)\) is strongly nonoscillatory [resp. strongly oscillatory] if \((H_\lambda)\) is nonoscillatory [resp. oscillatory] for every \( \lambda > 0 \). A complete characterization of strong nonoscillation and strong oscillation is obtained in the following theorem, which is a direct generalization of a result of Nehari [17].

**Theorem A** (Kusano, Y. Naito and Ogata [13]).

(i) \((H_\lambda)\) is strongly nonoscillatory if and only if

\[
\int_a^\infty p(s)ds < +\infty \quad \text{and} \quad \lim_{t \to \infty} t^\alpha \int_t^\infty p(s)ds = 0. \tag{1.3}
\]

(ii) \((H_\lambda)\) is strongly oscillatory if and only if

\[
\int_a^\infty p(s)ds = +\infty \quad \text{or} \quad \limsup_{t \to \infty} t^\alpha \int_t^\infty p(s)ds = +\infty. \tag{1.4}
\]

In this paper we are interested in the situation where \((H_\lambda)\) is strongly nonoscillatory and are concerned with the problem of counting the number of zeros of (nonoscillatory) solutions of \((H_\lambda)\). The main purpose of this paper is to show that, in the case \( \alpha \geq 1 \), precise information about the number of zeros can be drawn for some special type of solutions \( x_\lambda(t) \) of \((H_\lambda)\) such that

\[
\lim_{t \to \infty} \frac{x_\lambda(t)}{\sqrt{t}} = 0. \tag{1.5}
\]

The existence and the essential uniqueness of a nonoscillatory solution \( x_\lambda(t) \) that satisfies (1.5) are guaranteed by the next theorem.

**Theorem 1.1.** Let \( \alpha > 0 \) and suppose that (1.3) holds. Then, for each \( \lambda > 0 \), there is a nonoscillatory solution \( x_\lambda(t) \) of \((H_\lambda)\) satisfying (1.5). Furthermore, if \( \alpha \geq 1 \), then such a solution \( x_\lambda(t) \) is uniquely determined up to a nonzero constant multiple.

For the solutions \( x_\lambda(t) \) obtained in Theorem 1.1, we can establish the following theorem concerning the number of zeros.

**Theorem 1.2.** Let \( \alpha \geq 1 \) and suppose that (1.3) holds. Then there exists a sequence \( \{\lambda_n\}_{n=1}^\infty \) of positive parameters with the properties that

(i) \( 0 = \lambda_0 < \lambda_1 < \cdots < \lambda_n < \cdots \), \( \lim_{n \to \infty} \lambda_n = +\infty \);

(ii) if \( \lambda \in (\lambda_{n-1}, \lambda_n), \) \( n = 1, 2, \cdots \), then \( x_\lambda(t) \) has exactly \( n-1 \) zeros in the open interval \((a, \infty)\) and \( x_\lambda(a) \neq 0 \).
(iii) if \( \lambda = \lambda_n, n = 1, 2, \cdots \), then \( x_\lambda(t) \) has exactly \( n - 1 \) zeros in the open interval \((a, \infty)\) and \( x_\lambda(a) = 0 \).

Theorem 1.2 for the case \( \alpha = 1 \) is given in [9], and Theorem 1.2 is closely related to the results in [6]. It has been shown in [6] that if \( \alpha > 0 \) and

\[
\int_a^\infty p(s)ds < +\infty \quad \text{and} \quad \int_a^\infty \left( \int_s^\infty p(r)dr \right)^{1/\alpha} ds < +\infty,
\]

then equation \((H_\lambda)\) has a unique solution \( x_\lambda(t) \) satisfying

\[
\lim_{t \to \infty} x_\lambda(t) = 1,
\]

and there exists a sequence \( \{\lambda_n\}_{n=1}^\infty \) having the same properties as in Theorem 1.2. We find that if (1.6) is satisfied, then (1.3) holds. Indeed, this is easily observed from the following fact:

\[
0 < \frac{t}{2} \left( \int_t^\infty p(s)ds \right)^{1/\alpha} \leq \int_{t/2}^t \left( \int_s^\infty p(r)dr \right)^{1/\alpha} ds \leq \frac{t}{2} \left( \int_t^\infty p(s)ds \right)^{1/\alpha} \to 0 \quad \text{as} \quad t \to \infty.
\]

Further, it is clear that (1.7) implies (1.5). Thus we can say that Theorem 1.2 gives a partial extension of the previous result in [6]. Note that Theorem 1.2 is considered for the case \( \alpha \geq 1 \). The case \( 0 < \alpha < 1 \) is presently open. It is worth pointing out that (1.3) is a necessary and sufficient condition for the strong nonoscillation of \((H_\lambda)\).

Under the condition

\[
\int_a^\infty s^{\alpha+1}p(s)ds < +\infty,
\]

an analogous theorem can be proved ([6]) for the solutions \( x_\lambda(t) \) of \((H_\lambda)\) such that

\[
\lim_{t \to \infty} (x_\lambda(t) - t) = 0.
\]

However, the establishment of the corresponding result under the weaker condition (1.3) seems to be difficult.

By Theorem 1.2 we have the following corollary, which is concerned with the singular eigenvalue problem

\[
\begin{align*}
\begin{cases}
\frac{|x'\alpha \sgn x'|'}{\alpha} + \lambda p(t)|x|^{\alpha \sgn x} = 0, & t \geq a, \\
x(a) = 0 \quad \text{and} \quad \lim_{t \to \infty} \frac{x(t)}{\sqrt{t}} = 0.
\end{cases}
\end{align*}
\]

**Corollary 1.1.** Let \( \alpha \geq 1 \) and suppose that (1.3) holds. Then the totality of eigenvalues of the singular eigenvalue problem (1.8) is written as a sequence \( \{\lambda_n\}_{n=1}^\infty \), where \( 0 < \lambda_1 < \cdots < \lambda_n < \cdots \), \( \lim_{n \to \infty} \lambda_n = +\infty \), and the eigenfunction \( x_{\lambda_n}(t) \) of (1.8) associated with \( \lambda = \lambda_n \) has exactly \( n - 1 \) zeros on \((a, \infty)\).

Qualitative properties of solutions to the half-linear equation (1.1) were first discussed by Mirzov [10] and Elbert [4], who showed in particular that the Sturm comparison and separation theorems for the linear equation (1.2) could be extended in a natural way to the half-linear equation (1.1). Further analysis on the oscillatory and nonoscillatory properties of solutions of (1.1) has been made by several authors.
Their study shows that most of the basic results for the linear equation (1.2) can be completely extended to the half-linear equation (1.1).

The results for linear eigenvalue problems can also be generalized to half-linear equations. For the regular eigenvalue problem on the compact interval \([a, b]\) with the boundary conditions

\[
Ax(a) - A'x'(a) = 0, \quad Bx(b) + B'x'(b) = 0,
\]

the reader is referred to the papers \([4, 10, 11]\). As mentioned above, the singular problem on the infinite interval \([a, \infty)\) with the boundary conditions

\[
x(a) = 0, \quad \lim_{t \to \infty} (x(t) - 1) = 0
\]

and

\[
x(a) = 0, \quad \lim_{t \to \infty} (x(t) - t) = 0
\]

has been discussed in the paper \([6]\).

2. Preparatory Results

In this section we will consider the half-linear equation without a parameter

\[
(|x'|^\alpha \sgn x')' + p(t)|x|^\alpha \sgn x = 0, \quad t \geq a,
\]

where \(\alpha\) and \(p(t)\) are assumed to satisfy the same conditions as (H_\lambda), that is, \(\alpha > 0\) and \(p(t)\) is continuous on \([a, \infty)\), \(a > 0\), and \(p(t) > 0\) for \(t \in [a, \infty)\). The results of this section are effectively used for the proofs of Theorems 1.1 and 1.2.

First we prove the following lemma.

**Lemma 2.1.** Let \(\alpha > 0\) and suppose that \(p(t)\) is continuous on \([a, \infty)\), \(a > 0\), and \(p(t) > 0\) for \(t \in [a, \infty)\). Then, condition (1.3) is satisfied if and only if

\[
(2.2) \quad \int_a^\infty s^{\alpha/2} p(s) ds < +\infty \quad \text{and} \quad \lim_{t \to \infty} t^{\alpha/2} \int_t^\infty s^{\alpha/2} p(s) ds = 0.
\]

**Proof.** Suppose that (2.2) is satisfied. Then, noting that

\[
0 < t^\alpha \int_t^\infty p(s) ds \leq t^{\alpha/2} \int_t^\infty s^{\alpha/2} p(s) ds \to 0 \quad \text{as} \ t \to \infty,
\]

we have (1.3). Conversely, let (1.3) hold. For simplicity we put

\[
F(t) = \int_t^\infty p(s) ds, \quad t \geq a.
\]

Then it is easy to see that

\[
(2.3) \quad \int_t^\tau s^{\alpha/2} p(s) ds = -\tau^{\alpha/2} F(\tau) + t^{\alpha/2} F(t) + \frac{\alpha}{2} \int_t^\tau s^{(\alpha/2) - 1} F(s) ds
\]

for \(\tau > t\). By (1.3) we have \(F(t) \leq t^{-\alpha}\) for all large \(t\); hence

\[
\int_t^\tau s^{(\alpha/2) - 1} F(s) ds \leq \int_t^\tau s^{-(\alpha/2) - 1} ds \leq \int_t^\infty s^{-(\alpha/2) - 1} ds < +\infty
\]

for all large \(t\). This implies

\[
\int_t^\infty s^{(\alpha/2) - 1} F(s) ds < +\infty.
\]
Noting that \( \lim_{\tau \to \infty} \tau^{\alpha/2} F(\tau) = 0 \) and taking the limit as \( \tau \to \infty \) in (2.3), we have
\[
\int_t^\infty s^{\alpha/2} p(s) ds = t^{\alpha/2} F(t) + \frac{\alpha}{2} \int_t^\infty s^{(\alpha/2)-1} F(s) ds,
\]
which gives
\[
(2.4) \quad t^{\alpha/2} \int_t^\infty s^{\alpha/2} p(s) ds = t^\alpha F(t) + \frac{\alpha}{2} t^{\alpha/2} \int_t^\infty s^{(\alpha/2)-1} F(s) ds.
\]
The first term of the right-hand side of (2.4) tends to 0 as \( t \to \infty \). For the second term of the right-hand side of (2.4), rewriting this term as
\[
\int_t^\infty s^{\alpha/2} p(s) ds = \int_t^\infty s^{(\alpha/2)-1} F(s) ds,
\]
and applying l’Hospital’s rule, we see that this term also tends to 0 as \( t \to \infty \). Thus we have (2.2). The proof of Lemma 2.1 is complete.

**Theorem 2.1.** Consider equation (2.1) and suppose that (1.3), or equivalently (2.2), holds. Then (2.1) has a solution \( x(t) \) on \( [a, \infty) \) such that
\[
x(t) \neq 0 \quad \text{for} \quad t \in [T, \infty), \quad \text{where} \quad T \geq a,
\]
and
\[
\lim_{t \to \infty} \frac{x(t)}{\sqrt{t}} = 0 \quad \text{and} \quad \lim_{t \to \infty} \sqrt{t} x'(t) = 0.
\]

**Proof.** We utilize (2.2), instead of (1.3), for the proof. Since (2.2) holds, it is possible to choose a \( T \geq a \) such that
\[
(2.7) \quad t^{\alpha/2} \int_t^\infty s^{\alpha/2} p(s) ds \leq 2^{-\alpha}, \quad t \geq T.
\]
For this \( T \), we take a positive number \( k \) such that \( k\sqrt{T} \geq 1 \), and fix these numbers \( T \) and \( k \).

Let \( C(T, \infty) \) be the Fréchet space that consists of all continuous functions on \( [T, \infty) \) with the topology of uniform convergence on compact subintervals of \( [T, \infty) \). Further, let \( X \) be the following subset of \( C(T, \infty) \):
\[
X = \{ x \in C(T, \infty) : 1 \leq x(t) \leq k\sqrt{t}, \quad t \geq T \}.
\]
Then we consider the mapping \( M : X \to C(T, \infty) \) defined by
\[
(Mx)(t) = 1 + \int_t^T \left( \int_s^\infty p(r)(x(r))^\alpha dr \right)^{1/\alpha} ds, \quad t \geq T.
\]
By the first condition of (2.2), \( M \) is well defined on \( X \). We will show by the Schauder-Tychonoff theorem that \( M \) has a fixed point \( x = x(t) \) in \( X \).

Let \( x \in X \). Clearly, \( (Mx)(t) \) is a continuous function of \( t \in [T, \infty) \). From (2.7) it follows that
\[
(2.8) \quad 0 \leq \int_s^\infty p(r)(x(r))^\alpha dr \leq k^\alpha \int_s^\infty r^{(\alpha/2)p(r)} dr \leq 2^{-\alpha} k^\alpha s^{-\alpha/2}, \quad s \geq T.
\]
Further, we have

\[ 0 \leq \int_T^t \left( \int_s^\infty p(r)(x(r))^\alpha \, dr \right)^{1/\alpha} \, ds \leq 2^{-1}k \int_T^t s^{-1/2} \, ds \]

\[ = k\sqrt{t} - k\sqrt{T} \leq k\sqrt{t} - 1, \quad t \geq T, \]

and hence we see that \( 1 \leq (Mx)(t) \leq k\sqrt{t} \) for \( t \geq T \). Thus \( x \in X \) implies \( Mx \in X \), that is, \( M \) maps \( X \) into \( X \).

By the Lebesgue dominated convergence theorem, it is easily verified that if \( x, x_j \in X \) \( (j = 1, 2, \cdots) \) and \( \lim_{j \to \infty} x_j(t) = x(t) \) uniformly on every compact subinterval of \([T, \infty)\), then also \( \lim_{j \to \infty} (Mx_j)(t) = (Mx)(t) \) uniformly on every compact subinterval of \([T, \infty)\). Thus \( M \) is a continuous operator on \( X \).

Since \( M(X) \subset X \), we see that \( \{(Mx)(t) : x \in X\} \) is uniformly bounded on each compact subinterval of \([T, \infty)\). Noting that

\[ (Mx)'(t) = \left( \int_t^\infty p(r)(x(r))^\alpha \, dr \right)^{1/\alpha}, \quad t \geq T, \]

and using the estimate (2.8), we find that \( \{(Mx)'(t) : x \in X\} \) is also uniformly bounded on each compact subinterval of \([T, \infty)\). Then the Ascoli-Arzelà theorem implies that \( M(X) \) has compact closure in the topology of \( C[T, \infty) \).

Thus all the hypotheses of the Schauder-Tychonoff fixed point theorem have been verified to hold, and so there exists an element \( x = x(t) \in X \) such that \( x = Mx \), that is,

\[ x(t) = 1 + \int_t^\infty \left( \int_s^\infty p(r)(x(r))^\alpha \, dr \right)^{1/\alpha} \, ds, \quad t \geq T. \tag{2.9} \]

Differentiation of (2.9) shows that \( x(t) \) is a solution of (2.1) on the interval \([T, \infty)\). Continuing \( x(t) \) to the left of \( T \) as a solution of (2.1) (which is possible by a continuation theorem \[19\, \text{Lemma 2.1}], we obtain a solution of (2.1) defined on all of the interval \([a, \infty)\). This solution existing on \([a, \infty)\) is denoted by \( x(t) \) again.

It is trivial that \( x(t) \geq 1 \) for \( t \geq T \). Since \( x(t) \leq k\sqrt{t} \) for \( t \geq T \), it follows from the second condition in (2.2) that

\[ 0 \leq \sqrt{t}x'(t) = \sqrt{t} \left( \int_t^\infty p(r)(x(r))^\alpha \, dr \right)^{1/\alpha} \]

\[ \leq k \left( t^{\alpha/2} \int_t^\infty r^{\alpha/2} p(r) dr \right)^{1/\alpha} \]

\[ \to 0 \quad \text{as} \quad t \to \infty, \]

and consequently \( \lim_{t \to \infty} \sqrt{t}x'(t) = 0 \). Then, by l'Hospital’s rule we see that

\[ \lim_{t \to \infty} \frac{x(t)}{\sqrt{t}} = \lim_{t \to \infty} \frac{x'(t)}{(1/2)t^{-1/2}} = 0. \]

Thus \( x(t) \) is a solution of (2.1) on the interval \([a, \infty)\) satisfying the properties (2.5) and (2.6). The proof of Theorem 2.1 is complete. □

Remark 2.1. By the proof of Theorem 2.1 we see that if (1.3) or (2.2) holds and if \( T \geq a \) satisfies (2.7), then equation (2.1) has a solution \( x(t) \) that does not vanish.
on \([T, \infty)\) and satisfies \(1 \leq x(t) \leq k \sqrt{T}\) for \(t \geq T\), where \(k\) is chosen so large that \(k \sqrt{T} \geq 1\).

The following theorem is concerned with the essential uniqueness of a nonoscillatory solution \(x(t)\) of (2.1) having the property

\[
\int_{T}^{\infty} \frac{dt}{(x(t))^2} = +\infty.
\]

**Theorem 2.2.** Let \(\alpha \geq 1\). Suppose that (2.1) is nonoscillatory. Then, a nonoscillatory solution \(x(t)\) of (2.1) satisfying (2.10) is uniquely determined up to a nonzero constant factor.

**Proof.** Let \(x = x_1(t)\) and \(x = x_2(t)\) be eventually positive solutions of (2.1) satisfying

\[
\int_{T}^{\infty} \frac{dt}{(x_1(t))^2} = +\infty \quad \text{and} \quad \int_{T}^{\infty} \frac{dt}{(x_2(t))^2} = +\infty,
\]

respectively. Take \(T (\geq \alpha)\) so large that \(x_i(t) > 0\) for \(t \in [T, \infty)\), \(i = 1, 2\), and put

\[
y_i(t) = \frac{x_i(t)}{x_i(T)}, \quad t \in [T, \infty), \quad i = 1, 2.
\]

Then \(y_i(t), i = 1, 2\), are solutions of (2.1) satisfying \(y_i(T) = 1, y_i(t) > 0\) for \(t \geq T\) \((i = 1, 2)\), and

\[
\int_{T}^{\infty} \frac{dt}{(y_1(t))^2} = +\infty \quad \text{and} \quad \int_{T}^{\infty} \frac{dt}{(y_2(t))^2} = +\infty.
\]

By the equation (2.1) it is seen that \(y_i'(t) > 0\) for \(t \geq T\), so that \(y_i(t), i = 1, 2\), satisfy

\[
((y_i'(t))^{\alpha})' + p(t)(y_i(t))^\alpha = 0, \quad t \geq T.
\]

Therefore, \(y_i(t) (i = 1, 2)\) are in class \(C^2\) and

\[
y_i''(t) = -\frac{1}{\alpha} p(t)(y_i(t))^{\alpha}(y_i'(t))^{1-\alpha}, \quad t \geq T.
\]

In the following we claim that \(y_1'(T) = y_2'(T)\). To prove this by contradiction, assume the contrary. Then there is no loss of generality in assuming that \(y_1'(T) < y_2'(T)\). Let us denote by \(W(t)\) the Wronskian of \(y_1(t)\) and \(y_2(t)\):

\[
W(t) = y_1(t)y_2'(t) - y_1'(t)y_2(t), \quad t \geq T.
\]

We have \(W(T) = y_2'(T) - y_1'(T) > 0\), and it follows from (2.11) that

\[
(2.12) \quad W'(t) = -\frac{1}{\alpha} p(t)y_1(t)y_2(t) \left\{ \left(\frac{y_2(t)}{y_2'(t)}\right)^{\alpha-1} - \left(\frac{y_1(t)}{y_1'(t)}\right)^{\alpha-1} \right\}, \quad t \geq T.
\]

In the case \(\alpha = 1\), we have \(W'(t) \equiv 0 (t \geq T)\); hence \(W(t) = W(T) (t \geq T)\). In the case \(\alpha > 1\), we see that

\[
W'(T) = -\frac{1}{\alpha} p(T) \left\{ (y_2'(T))^{1-\alpha} - (y_1'(T))^{1-\alpha} \right\} > 0.
\]

If \(W'(t) \leq 0\) for some \(t \in (T, \infty)\), then there is a number \(S \in (T, \infty)\) such that \(W'(S) = 0\) and \(W'(t) > 0\) for \(t \in [T, S)\). Then it follows from (2.12) that

\[
\left(\frac{y_2(S)}{y_2(S)}\right)^{\alpha-1} = \left(\frac{y_1(S)}{y_1(S)}\right)^{\alpha-1},
\]
which yields $W(S) = 0$. This is a contradiction, since $W(T) > 0$ and $W'(t) > 0$ for $t \in [T, S)$. Consequently we find that $W'(t) > 0$ for all $t \in (T, \infty)$. Therefore, we have

$$W(t) \geq W(T) > 0, \quad t \geq T,$$

in both the cases $\alpha = 1$ and $\alpha > 1$. Then

$$\left( \frac{y_1(t)}{y_2(t)} \right)' = - \frac{W(t)}{(y_2(t))^2} \leq - \frac{W(T)}{(y_2(t))^2}, \quad t \geq T.$$  

Integrating the above inequality on $[T, t]$ and letting $t \to \infty$, we see that

$$\frac{y_1(t)}{y_2(t)} - 1 \leq - W(T) \int_T^t \frac{ds}{(y_2(s))^2} \to -\infty \quad \text{as} \quad t \to \infty.$$  

This is a contradiction, because $y_1(t)$ and $y_2(t)$ are positive on $[T, \infty)$. Thus it has been proved that $y'_1(T) = y'_2(T)$.

Since $y_1(t)$ and $y_2(t)$ take the same initial values $y_1(T) = y_2(T) = 1$ and $y'_1(T) = y'_2(T)$, these solutions are identical: $y_1(t) \equiv y_2(t)$ for $t \in [a, \infty)$. Thus we have $x_1(t) = cx_2(t)$ for $t \in [a, \infty)$ with $c = x_1(T)/x_2(T) > 0$. The proof of Theorem 2.2 is complete. \hfill \Box

**Remark 2.2.** For the linear equation (1.2), Theorem 2.2 is well known. Moreover, it is also known that if (1.2) is nonoscillatory, then (1.2) always has a nonoscillatory solution $x(t)$ satisfying (2.10). Such a solution $x(t)$ is called a principal solution of (1.2) (at $t = \infty$). For an excellent account of principal solutions to linear equations, see Hartman [7, p. 355].

The following theorem gives a comparison result for the two equations

\begin{equation}
(|x'|^\alpha \sgn x')' + p(t)|x|^\alpha \sgn x = 0, \quad t \geq a,
\end{equation}

and

\begin{equation}
(|y'|^\alpha \sgn y')' + P(t)|y|^\alpha \sgn y = 0, \quad t \geq a.
\end{equation}

**Theorem 2.3.** Let $\alpha \geq 1$. Suppose that $p(t)$ and $P(t)$ are continuous functions on $[a, \infty)$, $a > 0$, such that $0 < p(t) \leq P(t)$. Let $x(t)$ and $y(t)$ be eventually positive solutions of (2.13) and (2.14) satisfying

\begin{equation}
x(t) > 0 \ (t \in [T, \infty)), \quad \int_T^\infty \frac{dt}{(x(t))^2} = +\infty, \quad \text{and}
\end{equation}

\begin{equation}
y(t) > 0 \ (t \in [T, \infty)), \quad \int_T^\infty \frac{dt}{(y(t))^2} = +\infty,
\end{equation}

respectively. Then we have

\begin{equation}
0 < \frac{x(t)}{x(T)} < \frac{y(t)}{y(T)}, \quad t > T, \quad \text{and}
\end{equation}

\begin{equation}
0 < \frac{x'(t)}{x(t)} < \frac{y'(t)}{y(t)}, \quad t \geq T.
\end{equation}
Proof. We put
\[ y_0(t) = \frac{y(t)}{y(T)}, \quad t \geq T. \]

Then, as in the proof of Theorem 2.2, we see that \( y_0(t) \) is a solution of (2.14) having the properties that \( y_0(T) = 1 \) and \( y_0(t) > 0 \), \( y_0'(t) > 0 \) and \( y_0''(t) < 0 \) for \( t \geq T \), and
\[ \int_{t}^{\infty} \frac{dt}{(y_0(t))^2} = +\infty. \] (2.19)

If \( \lim_{t \to \infty} y_0'(t) \) has a positive finite limit, then (2.19) is not satisfied. Therefore, we have \( \lim_{t \to \infty} y_0'(t) = 0 \), and so
\[ y_0'(t) = \left( \int_{t}^{\infty} P(s)(y_0(s))^\alpha ds \right)^{1/\alpha}, \quad t \geq T. \]

An integration of this equality gives
\[ y_0(t) = 1 + \int_{T}^{t} \left( \int_{s}^{\infty} P(r)(y_0(r))^\alpha dr \right)^{1/\alpha} ds, \quad t \geq T. \]

Consider the subset \( X \) of \( C[T, \infty) \) and the mapping \( M : X \to C[T, \infty) \) defined by
\[ X = \{ x \in C[T, \infty) : 1 \leq x(t) \leq y_0(t), \quad t \geq T \} \]
and
\[ (Mx)(t) = 1 + \int_{T}^{t} \left( \int_{s}^{\infty} p(r)(x(r))^\alpha dr \right)^{1/\alpha} ds, \quad t \geq T, \]
respectively. As in the proof of Theorem 2.1, we can show that all the hypotheses of the Schauder-Tychonoff fixed point theorem are satisfied. Let \( x = x_0 \in X \) be a fixed point of \( M \). We have
\[ x_0(t) = 1 + \int_{T}^{t} \left( \int_{s}^{\infty} p(r)(x_0(r))^\alpha dr \right)^{1/\alpha} ds, \quad t \geq T, \]
and so \( x_0(t) \) is a positive solution of (2.13) on \([T, \infty)\) such that \( x_0(T) = 1 \). We continue \( x_0(t) \) to the left of \( T \) as a solution of (2.13), and denote the solution existing on all of \([a, \infty)\) by \( x_0(t) \) again. Since \( x_0(t) \) satisfies
\[ 1 \leq x_0(t) \leq y_0(t), \quad t \geq T, \]
the conditions \( p(t) \leq P(t) \) and \( p(t) \neq P(t) \) yield
\[ 0 < x_0'(t) = \left( \int_{t}^{\infty} p(s)(x_0(s))^\alpha ds \right)^{1/\alpha} < \left( \int_{t}^{\infty} P(s)(y_0(s))^\alpha ds \right)^{1/\alpha} = y_0'(t) \]
for \( t \geq T \), from which it follows that
\[ 1 \leq x_0(t) < y_0(t), \quad t > T. \] (2.21)
By (2.19) and (2.21) we have
\[ \int_{t}^{\infty} \frac{dt}{(x_0(t))^2} = +\infty. \]
and hence Theorem 2.2 shows that $x_0(t)$ is a positive constant multiple of $x(t)$. Thus

$$x_0(t) = \frac{x(t)}{x(T)}, \quad t \geq T.$$  

Then (2.21) gives (2.17). Further, (2.20) yields

$$0 < \frac{x'(t)}{x(T)} < \frac{y'(t)}{y(T)}, \quad t \geq T,$$

and, in particular, we have

$$0 < \frac{x'(T)}{x(T)} < \frac{y'(T)}{y(T)}.$$  

Then, since $T$ can be an arbitrary number such that $x(t) > 0$ and $y(t) > 0$ for $t \geq T$, we conclude that (2.18) is satisfied. The proof of Theorem 2.3 is complete.

3. Proofs of the Main Results

In this section we present the proofs of Theorems 1.1 and 1.2.

Proof of Theorem 1.1. Let $\alpha > 0$. Then Theorem 2.1 applied to the equation (H$_\lambda$) shows that, for each $\lambda > 0$, there is a solution $x = x_\lambda(t)$ of (H$_\lambda$) such that

$$x_\lambda(t) \neq 0 \quad \text{for} \quad t \in [T, \infty), \quad \text{where} \quad T \geq a,$$

and

$$\lim_{t \to \infty} \frac{x_\lambda(t)}{\sqrt{t}} = 0 \quad \text{and} \quad \lim_{t \to \infty} \sqrt{tx'_\lambda(t)} = 0.$$  

Here $T = T_\lambda$ depends on $\lambda > 0$. Observe that this solution $x = x_\lambda(t)$ of (H$_\lambda$) satisfies (2.10), and so we conclude by Theorem 2.2 that if $\alpha \geq 1$, then $x_\lambda(t)$ is uniquely determined up to a nonzero constant multiple. This proves Theorem 1.1.

In what follows, we restrict our attention to the case $\alpha \geq 1$ and assume that $p(t)$ is a continuous function on $[a, \infty)$, $a > 0$, and $p(t) > 0$ for $t \in [a, \infty)$, and moreover that $p(t)$ satisfies (1.3), or equivalently (2.2). To fix the idea, we normalize the solutions $x_\lambda(t)$ of (H$_\lambda$) which are obtained in Theorem 1.1 by the following conditions:

$$(x_\lambda(a))^2 + (x'_\lambda(a))^2 = 1 \quad \text{and} \quad x_\lambda(t) > 0 \quad \text{for all large} \quad t.$$  

We denote this normalized solution by $x(t; \lambda)$. Thus $x(t; \lambda)$ gives a precisely unique solution of (H$_\lambda$) such that

$$x(t; \lambda) > 0 \quad \text{for} \quad t \geq T, \quad \text{where} \quad T(\geq a) \quad \text{depends on} \quad \lambda > 0,$$

and

$$(x(a; \lambda))^2 + (x'(a; \lambda))^2 = 1.$$  

Further, by (3.2), we have

$$\lim_{t \to \infty} \frac{x(t; \lambda)}{\sqrt{t}} = 0.$$  

$$\lim_{t \to \infty} \sqrt{tx'(t; \lambda)} = 0.$$  
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It is also verified that
\begin{equation}
\lim_{\lambda \to +0} x(a; \lambda) = 1 \quad \text{and}
\end{equation}
\begin{equation}
\lim_{\lambda \to +0} x'(a; \lambda) = 0.
\end{equation}
In fact, we can take a number \( \lambda_* > 0 \) such that
\[\lambda_* t^{\alpha/2} \int_t^\infty s^{\alpha/2} p(s) ds \leq 2^{-\alpha}, \quad t \geq a.\]

Then, by Remark 2.1 applied to \((H_\lambda)\), we see that
\begin{equation}
\text{if } \lambda \in (0, \lambda_*], \quad \text{then } 0 < x(t; \lambda) \leq k\sqrt{t} \quad \text{for } t \in [a, \infty),
\end{equation}
where \( k > 0 \) is chosen so large that \( k\sqrt{a} \geq 1 \). Therefore,
\[0 < x'(a; \lambda) = \left( \lambda \int_a^\infty p(s)(x(s; \lambda))^\alpha ds \right)^{1/\alpha} \leq k\lambda^{1/\alpha} \left( \int_a^\infty s^{\alpha/2} p(s) ds \right)^{1/\alpha} \to 0 \quad \text{as } \lambda \to +0\]
and, by the normalized condition (3.4),
\[x(a; \lambda) = (1 - (x'(a; \lambda))^2)^{1/2} \to 1 \quad \text{as } \lambda \to +0.\]

As an immediate consequence of (2.17) and (2.18) in Theorem 2.3 we see that, if \( 0 < \lambda < \mu \) and if \( x(t; \lambda) > 0 \) and \( x(t; \mu) > 0 \) for \( t \geq T \), then
\begin{equation}
0 < \frac{x(t; \lambda)}{x(T; \lambda)} < \frac{x(t; \mu)}{x(T; \mu)}, \quad t > T,
\end{equation}
and
\begin{equation}
0 < \frac{x'(t; \lambda)}{x(t; \lambda)} < \frac{x'(t; \mu)}{x(t; \mu)}, \quad t \geq T.
\end{equation}

**Theorem 3.1.** For each fixed \( t \in [a, \infty) \), \( x(t; \lambda) \) and \( x'(t; \lambda) \) are continuous functions of \( \lambda \in (0, \infty) \).

**Proof.** Let \( \lambda = \lambda_0 \in (0, \infty) \) be fixed. We will show that \( x(t; \lambda) \) and \( x'(t; \lambda) \) are continuous at \( \lambda = \lambda_0 \) for each \( t \in [a, \infty) \). Choose \( T \geq a \) so large that
\[(\lambda_0 + 1)t^{\alpha/2} \int_t^\infty s^{\alpha/2} p(s) ds \leq 2^{-\alpha}, \quad t \geq T.\]

Then, by Remark 2.1 applied to \((H_\lambda)\), we find that, for any \( \lambda \in (0, \lambda_0 + 1] \), \( x(t; \lambda) \) is positive on \([T, \infty)\). Note here that the number \( T \) does not depend on \( \lambda \in (0, \lambda_0 + 1] \).

For \( \lambda \in (0, \lambda_0 + 1] \), we define the function \( y(t; \lambda) \) by
\[y(t; \lambda) = \frac{x(t; \lambda)}{x(T; \lambda)}, \quad t \geq a.\]

Then \( y(t; \lambda) \) is a solution of \((H_\lambda)\), where \( 0 < \lambda \leq \lambda_0 + 1 \), such that \( y(t; \lambda) > 0 \) for \( t \geq T \) and \( y(T; \lambda) = 1 \) and \( \lim_{t \to \infty} y(t; \lambda)/\sqrt{t} = 0 \). Let
\[\gamma(\lambda) = y'(T; \lambda) = \frac{x'(T; \lambda)}{x(T; \lambda)}.\]
By (3.10) and (3.11), \( y(t; \lambda) \) is strictly increasing in \( \lambda \in (0, \lambda_0 + 1) \) for each fixed \( t \in (T, \infty) \), and \( \gamma(\lambda) \) is also strictly increasing in \( \lambda \in (0, \lambda_0 + 1) \).

Now let us verify that if \( \{\lambda_n\}_{n=1}^{\infty} \) is a sequence such that
\[
\lambda_1 > \lambda_2 > \cdots > \lambda_n \to \lambda_0 \quad \text{and} \quad \lim_{n \to \infty} \lambda_n = \lambda_0,
\]
then \( \lim_{n \to \infty} \gamma(\lambda_n) = \gamma(\lambda_0) \). In fact, the strict increasing property of \( y(t; \lambda) \) and \( \gamma(\lambda) \) in \( \lambda \in (0, \lambda_0 + 1) \) implies
\[
(3.12) \quad y(t; \lambda_1) > y(t; \lambda_2) > \cdots > y(t; \lambda_n) > \cdots > y(t; \lambda_0) \quad \text{for} \ t > T, \text{and}
\]
\[
(3.13) \quad \gamma(\lambda_1) > \gamma(\lambda_2) > \cdots > \gamma(\lambda_n) > \cdots > \gamma(\lambda_0).
\]
By (3.13), \( \{\gamma(\lambda_n)\}_{n=1}^{\infty} \) has a positive finite limit as \( n \to \infty \). We denote this limit by \( \gamma_0 \):
\[
\gamma_0 = \lim_{n \to \infty} \gamma(\lambda_n).
\]
For each \( n = 1, 2, \ldots \), \( y(t; \lambda_n) \) is a solution of the initial value problem
\[
(3.14_n) \quad \begin{cases} 
(\alpha u' \sgn u')' + \lambda_n p(t)|u|^{\alpha} \sgn u = 0, & t \geq a, \\
u(T) = 1 \quad \text{and} \quad u'(T) = \gamma(\lambda_n).
\end{cases}
\]
Let \( y_0(t) \) be a solution of the initial value problem
\[
(3.15) \quad \begin{cases} 
(\alpha u' \sgn u')' + \lambda_0 p(t)|u|^{\alpha} \sgn u = 0, & t \geq a, \\
u(T) = 1 \quad \text{and} \quad u'(T) = \gamma_0.
\end{cases}
\]
Since \( \lambda_n \to \lambda_0 \) \((n \to \infty)\) and \( \gamma(\lambda_n) \to \gamma_0 \) \((n \to \infty)\), it follows from a general fundamental theorem (Coppel [2, Theorem 3, p. 17] or Coddington and Levinson [1, Theorem 4.3, p. 59]) that \( \{y(t; \lambda_n)\} \) converges to \( y_0(t) \) uniformly on each compact subinterval of \( [a, \infty) \). By (3.12) we have \( y(t; \lambda_1) > y_0(t) \geq y(t; \lambda_0) \) for \( t > T, \) and so \( y_0(t) \) satisfies
\[
\lim_{t \to \infty} \frac{y_0(t)}{\sqrt{t}} = 0.
\]
Since both \( x = y_0(t) \) and \( x = y(t; \lambda_0) \) are solutions of \((H_1)\) with \( \lambda = \lambda_0 \) and satisfy (2.10), we can conclude by Theorem 2.2 that \( y_0(t) \) is a positive constant multiple of \( y(t; \lambda_0) \). Then, in view of \( y_0(T) = y(T; \lambda_0) = 1 \), we get \( y_0(t) \equiv y(t; \lambda_0) \) for \( t \in [a, \infty) \). Thus,
\[
\lim_{n \to \infty} \gamma(\lambda_n) = \gamma_0 = y_0'(T) = y'(T; \lambda_0) = \gamma(\lambda_0).
\]
As in the above discussion, it is verified that if \( \{\lambda_n\}_{n=1}^{\infty} \) is a sequence such that
\[
0 < \lambda_1 < \lambda_2 < \cdots < \lambda_n < \cdots \to \lambda_0 \quad \text{and} \quad \lim_{n \to \infty} \lambda_n = \lambda_0,
\]
then \( \lim \gamma(\lambda_n) = \gamma(\lambda_0) \). Consequently, we conclude that, for any sequence \( \{\lambda_n\}_{n=1}^{\infty} \) with \( \lim \lambda_n = \lambda_0 \), the following is true:
\[
\lim_{n \to \infty} \gamma(\lambda_n) = \gamma(\lambda_0).
\]
Now, let \( \{\lambda_n\}_{n=1}^{\infty} \) be any sequence satisfying \( \lim_{n \to \infty} \lambda_n = \lambda_0 \). We consider the initial value problem \((3.14_n), n = 1, 2, \cdots, \) and
\[
(3.16) \quad \begin{cases} 
(\|u|^{\alpha} \text{sgn } u')' + \lambda_0 p(t) |u|^{\alpha} \text{sgn } u = 0, & t \geq a, \\
u(T) = 1 \text{ and } u'(T) = \gamma(\lambda_0).
\end{cases}
\]
Note that \( y(t; \lambda_n) \) is a solution of \((3.14_n), n = 1, 2, \cdots, \) and \( y(t; \lambda_0) \) is a solution of \((3.16) \). Since \( \lambda_n \to \lambda_0 \ (n \to \infty) \) and \( \gamma(\lambda_n) \to \gamma(\lambda_0) \ (n \to \infty) \), from the general fundamental theorem, which has been used in the previous argument, it follows that \( y(t; \lambda_n) \to y(t; \lambda_0) \) and \( y'(t; \lambda_n) \to y'(t; \lambda_0) \) as \( n \to \infty \) uniformly on each compact subinterval of \([a, \infty) \). This means that
\[
(3.17) \quad \frac{x(t; \lambda_n)}{x(T; \lambda_n)} \to \frac{x(t; \lambda_0)}{x(T; \lambda_0)} \quad (n \to \infty),
\]
and
\[
(3.18) \quad \frac{x'(t; \lambda_n)}{x(T; \lambda_n)} \to \frac{x'(t; \lambda_0)}{x(T; \lambda_0)} \quad (n \to \infty)
\]
uniformly on each compact subinterval of \([a, \infty) \). Then \((3.17)\) and \((3.18)\), together with the normalizing condition
\[
(x(a; \lambda_n))^2 + (x'(a; \lambda_n))^2 = (x(a; \lambda_0))^2 + (x'(a; \lambda_0))^2 = 1,
\]
imply
\[
\frac{1}{(x(T; \lambda_n))^2} = \left( \frac{x(a; \lambda_n)}{x(T; \lambda_n)} \right)^2 + \left( \frac{x'(a; \lambda_n)}{x(T; \lambda_n)} \right)^2 \to \left( \frac{x(a; \lambda_0)}{x(T; \lambda_0)} \right)^2 + \left( \frac{x'(a; \lambda_0)}{x(T; \lambda_0)} \right)^2 = \frac{1}{(x(T; \lambda_0))^2}
\]
as \( n \to \infty \), and hence
\[
x(T; \lambda_n) \to x(T; \lambda_0) \quad \text{as } n \to \infty.
\]
Then, by \((3.17)\) and \((3.18)\), it is easy to see that
\[
x(t; \lambda_n) \to x(t; \lambda_0) \quad \text{and } x'(t; \lambda_n) \to x'(t; \lambda_0) \quad \text{as } n \to \infty
\]
uniformly on each compact subinterval of \([a, \infty) \). In particular, \( x(t; \lambda) \) and \( x'(t; \lambda) \) are continuous at \( \lambda = \lambda_0 \in (0, \infty) \) for each fixed \( t \in [a, \infty) \). The proof of Theorem 3.1 is complete.

Now let us define the generalized trigonometric functions \( S(\tau), \ C(\tau) \) and \( T(\tau) \) which generalize the classical trigonometric functions \( \sin \tau, \cos \tau \) and \( \tan \tau \), respectively. The generalized trigonometric functions are used to extend in a natural way the notion of the Prüfer transformation, known for the Sturm-Liouville equation, to the half-linear equation \((\text{H}_4) \). These generalized functions were introduced by Elbert [4]. For the properties stated below, see [4].

The \textit{generalized sine function} \( \tilde{S} = S(\tau) \) is defined as the solution of the specific half-linear equation
\[
(|\tilde{S}|^{\alpha} \text{sgn } \tilde{S})' + \alpha |\tilde{S}|^{\alpha} \text{sgn } \tilde{S} = 0 \quad \left( \cdot = \frac{d}{d\tau} \right)
\]
satisfying the initial conditions
\[
S(0) = 0, \quad \dot{S}(0) = 1.
\]
The generalized sine function $S(\tau)$ has the same properties as the classical sine function $\sin \tau$. First of all, it is defined on $\mathbb{R}$ and is periodic with period $2\pi_\alpha$, where

$$\pi_\alpha = \frac{2\pi}{\alpha + 1}/\sin \frac{\pi}{\alpha + 1}.$$  

Further, $S(\tau)$ is an odd function having zeros at $\tau = j\pi_\alpha, \ j \in \mathbb{Z}$; it is positive on the intervals $2j\pi_\alpha < \tau < (2j + 1)\pi_\alpha, \ j \in \mathbb{Z}$, and negative on the intervals $(2j + 1)\pi_\alpha < \tau < 2(j + 1)\pi_\alpha, \ j \in \mathbb{Z}$. Thus,

$$S(\tau) = 0 \quad \text{if and only if} \quad \tau = j\pi_\alpha \quad \text{for some} \ j \in \mathbb{Z}.$$  

The generalized cosine function $C(\tau)$ is the derivative $\dot{S}(\tau)$ of $S(\tau)$: $C(\tau) = \dot{S}(\tau)$. The $C(\tau)$ is periodic with period $2\pi_\alpha$, and is an even function. It has zeros at $\tau = \left(j + \frac{1}{2}\right)\pi_\alpha, \ j \in \mathbb{Z}$, and is positive for $\left(2j - \frac{1}{2}\right)\pi_\alpha < \tau < \left(2j + \frac{1}{2}\right)\pi_\alpha, \ j \in \mathbb{Z}$, and negative for $\left(2j + \frac{1}{2}\right)\pi_\alpha < \tau < \left(2j + \frac{3}{2}\right)\pi_\alpha, \ j \in \mathbb{Z}$. We have

$$C(\tau) = 0 \quad \text{if and only if} \quad \tau = \left(j + \frac{1}{2}\right)\pi_\alpha \quad \text{for some} \ j \in \mathbb{Z}.$$  

Moreover, the generalized Pythagorean theorem holds for $S(\tau)$ and $C(\tau)$:

$$|S(\tau)|^{\alpha + 1} + |C(\tau)|^{\alpha + 1} = 1 \quad \text{for all} \ \tau.$$  

The generalized tangent function $T(\tau)$ is defined by

$$T(\tau) = \frac{S(\tau)}{C(\tau)} \quad \text{for} \ \tau \neq \left(j + \frac{1}{2}\right)\pi_\alpha, \ j \in \mathbb{Z}.$$  

It is periodic with period $\pi_\alpha$ and satisfies

$$\dot{T} = 1 + |T|^{\alpha + 1} > 0 \quad \text{for} \ \tau \neq \left(j + \frac{1}{2}\right)\pi_\alpha, \ j \in \mathbb{Z},$$  

so that $T(\tau)$ is strictly increasing for $\left(j - \frac{1}{2}\right)\pi_\alpha < \tau < \left(j + \frac{1}{2}\right)\pi_\alpha, \ j \in \mathbb{Z}$. We have

$$\lim_{\tau \to \left(j - \frac{1}{2}\right)\pi_\alpha} T(\tau) = -\infty \quad \text{as} \ \tau \to \left(j - \frac{1}{2}\right)\pi_\alpha + 0, \ \text{and}$$  

$$\lim_{\tau \to \left(j + \frac{1}{2}\right)\pi_\alpha} T(\tau) = +\infty \quad \text{as} \ \tau \to \left(j + \frac{1}{2}\right)\pi_\alpha - 0.$$  

**Lemma 3.1.** (i) There is $\lambda_* > 0$ such that if $0 < \lambda < \lambda_*$, then $x(t; \lambda) > 0$ for $t \in [a, \infty)$.  

(ii) For any $N \in \mathbb{N}$, there is $\lambda^* > 0$ such that if $\lambda > \lambda^*$, then $x(t; \lambda)$ has at least $N$ zeros in the interval $[a, a + 1]$.  

**Proof.** The first part (i) is an immediate consequence of (3.9). To prove the second part (ii), we consider the constant coefficient equation

$$\left[(y^\alpha)^{\alpha \text{ sgn } y} y\right]' + \alpha \mu^{\alpha + 1} |y|^\alpha \text{ sgn } y = 0, \quad \mu > 0,$$  

which has a solution $S(\mu t)$, $S$ being the generalized sine function, with zeros at $t = j\pi_\alpha/\mu, \ j \in \mathbb{Z}$. It is easily seen that, for any $N \in \mathbb{N}$, there is $\mu > 0$ large enough so that $S(\mu t)$ has $N + 1$ zeros in $[a, a + 1]$. Then we compare (3.19) with (H$\lambda$), where $\lambda > 0$ is chosen such that $\lambda \min_{a \leq t \leq a + 1} p(t) \geq \alpha \mu^{\alpha + 1}$. By the Sturm
functions \( \rho \) gives

Thus we have

Moreover, it can be shown that \( \theta \) satisfies the first-order differential equation

Since \( x(t; \lambda) \) is increasing in \( t \in [T, \infty) \), where \( T \) is sufficiently large, the property (3.6) gives

Then we have

and

Thus we have

Then it is no loss of generality to suppose

The basic properties of \( \theta(t; \lambda) \) are as follows:

The property (3.23) is an immediate consequence of Theorem 3.1 combined with the definition of \( \theta(t; \lambda) \). The property (3.24) is clear since, by (3.21), we have \( \theta'(t; \lambda) > 0 \) for each fixed \( \lambda \in (0, \infty) \). To prove (3.25), assume the contrary. Then there exist \( \lambda, \mu \) with \( 0 < \lambda < \mu \) and \( b \in [a, \infty) \) such that \( \theta(b; \lambda) \leq \theta(b; \mu) \).
Then a standard comparison theorem applied to the first-order scalar differential equation (3.21) implies that
\[ \theta(t; \lambda) \leq \theta(t; \mu) \quad \text{for } t \in [b, \infty). \]
Therefore, by (3.22) and (3.24), we have
\[ \frac{\pi_n}{4} < \theta(t; \lambda) \leq \theta(t; \mu) < \frac{\pi_n}{2} \]
for all sufficiently large \( t \). Since \( T(\theta) = S(\theta)/C(\theta) \) is strictly increasing in \( \theta \in (\pi_n/4, \pi_n/2) \), this implies that
\[
\frac{x'(t; \lambda)}{x(t; \lambda)} = \frac{1}{T(\theta(t; \lambda))} \geq \frac{1}{T(\theta(t; \mu))} = \frac{x'(t; \mu)}{x(t; \mu)}
\]
for all sufficiently large \( t \), which is a contradiction to (3.11). Thus (3.25) holds.

Since \( \rho(t; \lambda) > 0 \) \((t \geq a)\), it follows from (3.20) that \( x(t; \lambda) \) has a zero at \( t = c \in [a, \infty) \) if and only if there exists \( j \in \mathbb{Z} \) such that \( \theta(c; \lambda) = j\pi_n \). Recall that \( \theta(t; \lambda) \to \pi_n/2 \) as \( t \to \infty \) for each \( \lambda \in (0, \infty) \), and \( \theta(a; \lambda) \) is strictly decreasing in \( \lambda \in (0, \infty) \). Then, by (3.7), (3.8) and (i) of Lemma 3.1, we find that
\[ \lim_{\lambda \to +0} \theta(a; \lambda) = \frac{\pi_n}{2}. \]
Moreover, by (ii) of Lemma 3.1, we get
\[ \lim_{\lambda \to \infty} \theta(a; \lambda) = -\infty. \]

Let us now consider \( \theta(a; \lambda) \) as a function of \( \lambda \in (0, \infty) \). It is continuous and strictly decreasing and satisfies (3.26) and (3.27). Therefore, we conclude that, for each \( n = 1, 2, \cdots \), there exists \( \lambda_n > 0 \) such that
\[ \theta(a; \lambda_n) = -(n - 1)\pi_n. \]
Then it is easily verified that the sequence \( \{\lambda_n\}_{n=1}^{\infty} \) satisfies the properties (i), (ii) and (iii) of Theorem 1.2. The proof is complete. \( \square \)
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