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Abstract. In this paper we continue our investigations of square function inequalities in harmonic analysis. Here we investigate oscillation and variation inequalities for singular integral operators in dimensions $d \geq 1$. Our estimates give quantitative information on the speed of convergence of truncations of a singular integral operator, including upcrossing and $\lambda$ jump inequalities.

1. Introduction and Statement of Results

In [4], we obtained estimates for the oscillation and variation of the classical Hilbert transform and related convolution operators acting on $L^p(\mathbb{R})$. In particular, if

$$H_\epsilon f(x) = \int_{|t| > \epsilon} \frac{f(x-t)}{t} dt,$$

then we considered the variational operator

$$V_\rho Hf(x) = \sup_{(\epsilon_i)} \left( \sum_{i=1}^{\infty} |H_{\epsilon_i} f(x) - H_{\epsilon_{i+1}} f(x)|^\rho \right)^{\frac{1}{\rho}},$$

where the pointwise supremum is taken over all sequences $(\epsilon_i)$ that are decreasing to zero. Letting $(I_i)$ denote the interval $[\epsilon_{i+1}, \epsilon_i)$, and denoting by $H_I f(x)$ the operator

$$\int_{t \in I} \frac{f(x-t)}{t} dt,$$

we see that the operator $V_\rho f(x)$ can be expressed more conveniently as

$$V_\rho f(x) = \sup_{\{I_i\}} \left( \sum_{i=1}^{\infty} |H_I f(x)|^\rho \right)^{\frac{1}{\rho}},$$

where the pointwise supremum is taken over all sequences of intervals $\{I_i\}$ that partition $(0, \infty)$. We showed that $\|V_\rho Hf\|_p \leq c(p, \rho)\|f\|_p$ for $1 < p < \infty$, and that

$$m\{x : V_\rho f(x) > \lambda\} \leq \frac{c(\rho)}{\lambda} \|f\|_1.$$
In this paper we extend these and related results to singular integral operators acting on $L^p(\mathbb{R}^d)$, $d \geq 1$. This work may be viewed as part of a larger program of investigations into square function inequalities in harmonic analysis and ergodic theory; see, for example, ([4], [8], [9], [10]).

The higher-dimensional oscillation and variation operators are defined as follows. For an interval $I \subset (0, \infty)$, let $A_I$ denote the annulus \( \{ x \in \mathbb{R}^d \mid |x| \in I \} \), where $|x|$ is the Euclidean norm of $x$. For a singular real-valued kernel $K$ on $\mathbb{R}^d$ (satisfying conditions to be specified later), define the transformation $K_I$ acting on locally integrable functions $f: \mathbb{R}^d \to \mathbb{R}$ by

$$K_I f(x) = \int_{A_I} K(y) f(x - y) \, dy.$$ 

**Definition 1.1.** Let $I = \{ I_k \}$ be a fixed countable partition of $(0, \infty)$ into intervals of the form $(a, b)$, $a < b$. Denote by $L_k$ the collection of subintervals of $I_k = [a, b)$ of the form $(a, c)$, where $a < c \leq b$. Define the oscillation operator $O = O_I$ by

$$O(Kf)(x) = \left( \sum_k \sup_{L \in L_k} |K_L f(x)|^2 \right)^{1/2},$$

where the supremum is taken pointwise.

**Definition 1.2.** Define the full variation operator $V_\varrho$, for $\varrho > 2$, as

$$V_\varrho(Kf)(x) = \left( \sup_{\{I_i\}} \sum_i |K_{I_i} f(x)|^\varrho \right)^{1/\varrho},$$

where the pointwise supremum is taken over all partitions $\{I_i\}$ of $(0, \infty)$ into non-degenerate disjoint intervals of the form $(a, b)$.

Although it may not be immediately clear, these operators are measurable. See the comment just after the statement of Theorem 1.2 in [4].

The main results of this paper are the strong $L^p$ estimates ($p > 1$) and weak $L^1$ estimates for the operators $f \to O(Kf)$ and $f \to V_\varrho(Kf)$ given by the following two theorems and the subsequent corollary. Here, and throughout the paper, $|B|$ denotes the Lebesgue measure of a set $B \subset \mathbb{R}^d$, $\Sigma$ (or $\Sigma_{d-1}$) denotes the unit sphere $\{ |x| = 1 \} \subset \mathbb{R}^d$, and $dS$ denotes Lebesgue surface measure on $\Sigma$.

**Theorem A.** Let $K: \mathbb{R}^d \setminus \{0\} \to \mathbb{R}$ have the following properties:

1. $K$ is homogeneous of degree $-d$,
2. $K \log^+ K$ is integrable on the sphere $\Sigma$,
3. $\int_{\Sigma} K(x) dS(x) = 0$.

Then the operator

$$f \to O(Kf)$$

and, for $\varrho > 2$, the operators

$$f \to V_\varrho(Kf)$$

are bounded on $L^p(\mathbb{R}^d)$ for $p > 1$. That is, for $1 < p < \infty$ there exist constants $C_p$, depending only upon $p$ and perhaps the dimension $d$, and not the partition $I$, so that

$$\|O(Kf)\|_{L^p(\mathbb{R}^d)} \leq C_p \|f\|_{L^p(\mathbb{R}^d)} , \quad f \in L^p(\mathbb{R}^d),$$
and for $1 < p < \infty$, and $\rho > 2$, there exist constants $C_{\varrho, p}$, depending only upon $\varrho$ and $p$ and the dimension $d$, so that
\begin{equation}
\| V_{\varrho}(Kf) \|_{L^p(\mathbb{R}^d)} \leq C_{\varrho, p} \| f \|_{L^p(\mathbb{R}^d)}, \quad f \in L^p(\mathbb{R}^d).
\end{equation}

Our next theorem requires the following definition.

**Definition 1.3.** Let $\mathcal{I} = \{ I_1, I_2, \ldots, I_n \}$ be a finite collection of subintervals of $(0, \infty)$, each of the form $[a, b)$ for some $a < b$. (In particular, they need not be disjoint.) For $\rho \geq 2$, define a sublinear transformation $W_{\varrho}$ on locally integrable functions by
\begin{equation}
W_{\varrho}f(x) = \left( \sup_{\{I_{i_1}, I_{i_2}, \ldots, I_{i_j} \}} \sum_k |K_{I_{i_k}}(x)f(x)|^\varrho \right)^{1/\varrho},
\end{equation}
where the pointwise supremum is taken over all pairwise disjoint subcollections $\{I_{i_1}, I_{i_2}, \ldots, I_{i_j} \}$ of $\mathcal{I}$.

**Theorem B.** Let $K : \mathbb{R}^d \to \mathbb{R}$ satisfy
\begin{equation}
|K(x)| \leq \frac{A}{|x|^{d}}, \quad |x| > 0,
\end{equation}
\begin{equation}
\int_{|x| \geq 2|y|} |K(x+y) - K(x)| \, dx \leq c, \quad |y| > 0,
\end{equation}
where $A$ and $c$ are fixed constants. Suppose that for the collection $\mathcal{I}$ as in Definition 1.3 and some $\rho \geq 2$, the operator $f \to W_{\varrho} f$ is type $(2, 2)$. That is, suppose there exists a constant $c_0$, depending only upon $\rho$ and the dimension $d$, so that
\begin{equation}
\| W_{\varrho} f(x) \|_{L^2(\mathbb{R}^d)} \leq c_0 \| f \|_{L^2(\mathbb{R}^d)}, \quad f \in L^2(\mathbb{R}^d).
\end{equation}
Then there exists a constant $C = C_{\varrho}$, which also may depend upon $A$ and $c$, but not on $f$, so that
\begin{equation}
\left\{ x : W_{\varrho} f(x) > \alpha \right\} \leq \frac{C_{\varrho}}{\alpha} \| f \|_{L^1(\mathbb{R}^d)}, \quad f \in L^1(\mathbb{R}^d).
\end{equation}

**Corollary 1.4.** Let $K$ satisfy the conditions (1.2), (1.4), (1.7) and (1.8). Then we have the estimates
\begin{equation}
\left\{ x : \| O(Kf)(x) \| > \alpha \right\} \leq \frac{C_1}{\alpha} \| f \|_{L^1(\mathbb{R}^d)}, \quad f \in L^1(\mathbb{R}^d),
\end{equation}
and, for $\rho > 2$,
\begin{equation}
\left\{ x : V_{\varrho}(Kf)(x) > \alpha \right\} \leq \frac{C_\varrho}{\alpha} \| f \|_{L^1(\mathbb{R}^d)}, \quad f \in L^1(\mathbb{R}^d).
\end{equation}

Some remarks are in order.

**Remark 1.5.** Corollary 1.4 follows from Theorems A and B. The relatively straightforward proof is given at the end of Section 4. An added benefit of the proof is that one sees directly that the operators $V_{\varrho}$ and $O$ are measurable.

**Remark 1.6.** There are still some open questions regarding exactly what conditions should be placed on our singular integral operators in order to obtain a weak type (1,1) result for the variation operator. In particular, if we let $\Omega(x)$ denote the function given by $K(x)$ restricted to the unit sphere, then condition (1.4) implies that $\Omega \in \mathcal{L}^{\infty}$. This condition is used in the proof of Theorem B, and it is not obvious how to relax it. However, the classical weak type result for these singular
integrals involves only knowing that \( \Omega \in L \log L \) (see [5]). An earlier result involved an entropy condition on \( \Omega \) (see [7]). Both of these results generalize the classical smoothness properties of \( \Omega \) (see [15], page 39, equation (25)). However, it is not obvious how to use these to obtain the variation results, even assuming smoothness of \( \Omega \).

Remark 1.7. The oscillation as defined above, using the \( \ell^2 \)-norm, dominates the corresponding operator defined using the \( q \)-norm for \( q > 2 \). Thus there is no need to mention oscillation with \( \ell^q \) norms, \( q > 2 \). For \( q < 2 \) the \( q \)-oscillation operator fails to be a bounded operator on any \( L^p \) (with \( I_i = [2^i-1, 2^i) \)). See [1] for the case of differentiation operators. The argument presented there can be applied to the operators considered here as well.

Remark 1.8. In general, to obtain a variation result, we will need to assume \( \rho > 2 \). This already occurs in the case of martingales (see [13]) and in the case of differentiation operators.

Remark 1.9. The inequalities in Theorem \( \mathbf{A} \) are not a consequence of a general convergence principle such as the Banach principle. A simple example of a family of operators that converges almost everywhere, but for which the oscillation and variation are identically \( \infty \), is given in ([4], Remark 1.6).

We prove Theorem \( \mathbf{A} \) by deriving the type \((p, p)\) estimates first for odd kernels, then for even kernels. Since any kernel \( K \) satisfying the hypotheses of Theorem \( \mathbf{A} \) admits a decomposition \( K(x) = K_1(x) + K_2(x) \), where \( K_1 \) is even, \( K_2 \) is odd, and each satisfies the hypotheses of the theorem, the type \((p, p)\) statement in Theorem \( \mathbf{A} \) follows.

The treatment of odd kernels uses the method of rotations, which allows us to directly apply the one-dimensional results from [4]. For the even kernel, we transform it into an odd kernel by applying the vector–valued Riesz transform, and then use the one–dimensional techniques developed for convolution operators in [4] to handle error terms.

Because several results from [4] are referred to in these proofs, we have collected them in the Appendix, Section 6.

The main tools in the proof of Theorem \( \mathbf{B} \) are the Calderón-Zygmund decomposition of an integrable function and an almost orthogonality lemma (Lemma 4.1). A key step is to organize the intervals of the partition \( \{I_i\} \) into long and short components. Here, the long components contain a union of dyadic intervals, i.e., an interval of the form \([2^k, 2^l)\), and the short components are those contained in a single dyadic interval \([2^j, 2^{j+1})\).

It is useful to introduce some alternative notation for the variation and oscillation of a one-parameter family of operators. If \( \{W_{\epsilon}\}_{\epsilon>0} \) is such a family of operators, then \( O(Wf) \) and \( V_\rho(Wf) \) are each semi-norms on the family \( W_{\epsilon}f(x) \). We denote \( O(Wf)(x) \) by \( \|W_{\epsilon}f(x)\|_O \) and \( V_\rho(Wf)(x) \) by \( \|W_{\epsilon}f(x)\|_{\nu_\rho} \). See [9] for further discussion of these semi-norms.

That is,

\[
O(Wf)(x) = \|W_{\epsilon}f(x)\|_O = \left( \sum_{i=1}^{\infty} \sup_{t_{i+1} \leq t \leq t_i, t_{i+1} \leq t} |W_{\epsilon}f(x) - W_{\epsilon+1}f(x)|^2 \right)^{\frac{1}{2}},
\]
where \((t_i)\) is a fixed decreasing sequence, and

\[
V_{\epsilon}(Wf(x)) = \|W_*(f(x))\|_{\nu_\epsilon} = \sup_{(c_i) \searrow 0} \left( \sum_{i=1}^{\infty} |W_{c_i}f(x) - W_{c_{i-1}}f(x)|^{\frac{1}{\epsilon}} \right)^{\frac{1}{\epsilon}}.
\]

We may apply the above results on oscillation and variation to provide estimates on the \(\lambda\)-jump operator; that is,

\[
\Lambda(W_\epsilon,f,\lambda,x) = \sup \left\{ n \geq 0 : \text{there exist } s_1 < t_1 \leq s_2 < t_2 < \cdots < s_n < t_n \right\}
\]

with the property that \(|W_{t_i}f(x) - W_{s_i}f(x)| > \lambda, i = 1, 2, \ldots, n\),

which gives the number of \(\lambda\)-jumps of the family \(W_\epsilon f\). Clearly, if \(\lim_{\epsilon \searrow 0} W_\epsilon f(x)\) exists a.e., then the number of \(\lambda\)-jumps must be finite a.e. The size of \(\Lambda(W_\epsilon,f,\lambda,x)\) gives us information about how the family \(W_\epsilon f(x)\) converges. For \(K_\epsilon f(x) = K_{\epsilon,\infty} f(x)\), we prove the following:

**Theorem C.** If \(\varrho > 2\), then the operator \(\Lambda(K_\epsilon,f,\lambda,x)\) satisfies \(\|\Lambda(K_\epsilon,f,\lambda,\cdot)\|_p \leq c(p,\varrho)\|f\|_p\) for \(1 < p < \infty\), and if \(n \geq 1\) we have

\[
m\{x : \Lambda(K_\epsilon,f,\lambda,x) > n\} \leq \frac{c(p)}{\lambda n^{\frac{1}{\varrho}}} \|f\|_1.
\]

**Notation 1.10.** Throughout the paper, \(c\) and \(C\), sometimes with additional parameters, will denote constants, but may not always denote the same constant from one occurrence to the next.

2. **Type \((p,p)\) Estimates for Odd Kernels**

In this section we prove that when the kernel \(K\) is odd, the variation operator \(f \rightarrow V_{\epsilon}(Kf)\), for \(\varrho > 2\), is type \((p,p)\), \(p > 1\). The proof for the oscillation operator is similar and is therefore omitted.

For odd kernels we may relax the \(L \log^+ L\) condition on \(K\) in Theorem A.

**Theorem 2.1.** Let \(K\) denote an odd kernel that is homogeneous of degree \(-d\), and integrable on \(\Sigma_{d-1}\). Then for \(1 < p < \infty\) we have

\[
\|V_{\epsilon}(Kf)(x)\|_p \leq c(p,\varrho)\|f\|_p, \quad \varrho > 2,
\]

and

\[
\|O(Kf)(x)\|_p \leq c(p)\|f\|_p.
\]

**Proof.** The hypotheses imply that \(K(t) = \frac{\Omega(t)}{|t|^d}\), where \(\Omega\) is odd, homogeneous of degree 0, and in \(L^1(\Sigma_{d-1})\).

Let

\[
H_1^f(x) = \int_{|s| \leq 1} \frac{f(x - s \cdot s 1)}{s} ds,
\]

and let \((R_\sigma f)(x) = f(\sigma x)\), where \(1 = (1,0,\ldots,0)\) is the first coordinate vector in \(\mathbb{R}^d\), and \(\sigma\) is a rotation on \(\mathbb{R}^d\).

Let \(t' = t/|t| \in \Sigma_{d-1}\), and let \(d\sigma\) denote Haar measure on \(SO(d)\), normalized so that \(\int_{SO(d)} d\sigma = |\Sigma_{d-1}|\), the Lebesgue measure of \(\Sigma_{d-1}\). Following Stein and Weiss (\cite{17}, page 222), we have

\[
\int_{|t| \leq 1} f(x - t) \frac{\Omega(t')}{|t|^d} dt = \frac{1}{2} \int_{SO(d)} (R_{\sigma^{-1}} H_1^f R_{\sigma} f)(x) \Omega(\sigma 1) d\sigma.
\]
Thus, for any measurable choice of partitions \( \{ I_i \} = \{ I_i(x) \} \) we have
\[
\left( \sum_i \left| \frac{1}{2} \int_{SO(d)} R_{\sigma} R_{\sigma f} (x) \Omega(\sigma 1) d\sigma \right|^p \right)^{\frac{1}{p}}
\]
\[
\leq \frac{1}{2} \int_{SO(d)} \left( \sum_i \left| (R_{\sigma} H^1_{\lambda} R_{\sigma f}) (x) \right|^p \right)^{\frac{1}{p}} \Omega(\sigma 1) d\sigma
\]
\[
\leq \frac{1}{2} \int_{SO(d)} R_{\sigma} \left( \sum_i \left| (H^1_{\lambda} R_{\sigma f}) (x) \right|^p \right)^{\frac{1}{p}} \Omega(\sigma 1) d\sigma
\]
\[
\leq \frac{1}{2} \int_{SO(d)} R_{\sigma} \| V_{\epsilon} (H^1_{\lambda} (R_{\sigma f}) (x)) \|_{\Omega(\sigma 1)} d\sigma.
\]
We now have, for \( 1 < p < \infty \),
\[
\| V_{\epsilon} (K f) \|_p \leq \left( \int_{\mathbb{R}^d} \left( \frac{1}{2} \int_{SO(d)} R_{\sigma} \| V_{\epsilon} (H^1_{\lambda} (R_{\sigma f}) (x)) \|_{\Omega(\sigma 1)} d\sigma \right)^p dx \right)^{\frac{1}{p}}
\]
\[
\leq \frac{1}{2} \int_{SO(d)} \left( \int_{\mathbb{R}^d} \| R_{\sigma} \|_{\Omega(\sigma 1)} d\sigma \right)^p dx
\]
\[
\leq c(\Omega, \rho, p) \| f \|_p.
\]
\[
\square
\]

3. Type \((p,p)\) Estimates for Even Kernels

In this section we prove that when the kernel \( K \) is even, the variation operator \( f \to V_{\epsilon}(K f) \), for \( \rho > 2 \), is type \((p,p)\), \( p > 1 \).

Theorem 3.1. Let \( K \) be a function on \( \mathbb{R}^d \) with the properties

(1) \( K \) is homogeneous of degree \(-d\),
(2) \( K \) is even,
(3) \( K \log^+ K \) is integrable on the sphere \( \Sigma = \{|x| = 1\} \), and
(4) \( \int_{\Sigma} K(x) dS(x) = 0 \).

Then \( f \to V_{\epsilon}(K f) \) \( (\rho > 2) \), and \( f \to O(K f) \) are type \((p,p)\), for \( 1 < p < \infty \).

In our proof we use the technique of Calderón and Zygmund in [3], which consists of "transforming" the even kernel into an odd kernel and then applying Theorem 2.1.

Proof. Let \( \tilde{R} \) denote the vector-valued Riesz kernel on \( \mathbb{R}^d \). That is,
\[
\tilde{R}(x) = \frac{\Gamma(d+1)}{\pi^{(d+1)/2}} \frac{x}{|x|^{d+1}}.
\]
This kernel is odd and homogeneous of degree \(-d\). For \( f \in L^p \), \( 1 < p < \infty \), let
\[
\tilde{g}(x) = \tilde{R}f(x) = \lim_{\epsilon \to 0} \int_{|x-y|>\epsilon} \tilde{R}(x-y) f(y) dy.
\]
It is well known that the required limit exists a.e. and in \( L^p \). Further, each component \( g_i \) of \( \tilde{g} = (g_1, g_2, \ldots, g_d) \) is in \( L^p(\mathbb{R}^d) \), and satisfies \( \| g_i \|_p \leq c \| f \|_p \).
We also know that

\[-\vec{R}(\vec{R}f) = -\vec{R} \cdot \vec{g}(x) = \lim_{\epsilon \to 0} \sum_{j=1}^{d} -\int_{|x-y|>\epsilon} R_j(x-y)g_j(y) \, dy = f(x).\]

With this representation of \( f \), the idea is to form a new convolution kernel, putting one operator \( \vec{R} \) with the given even kernel, obtaining an odd kernel, and applying it to \( \vec{R}f \), which we know is a bounded operator. However, there are a number of details that must be handled.

Define

\[\vec{N}(x) = \lim_{\delta \to 0} \int_{|x-y|>\delta} \vec{R}(x-y)K(y) \, dy.\]

Then, each component of \( \vec{N} \) is an odd kernel, homogeneous of degree \(-d\), with a singularity at \( x = 0 \).

Let \( \Phi \) be a continuously twice differentiable function on \( \mathbb{R} \) such that

1. \( \Phi(t) = 0 \) if \( t < 1/4 \), and \( \Phi(t) = 1 \) if \( t > 3/4 \),
2. \( 0 \leq \Phi(t) \leq 1 \) for any \( t \), and
3. \( \Phi' \) and \( \Phi'' \) are both bounded.

Then

\[\vec{M}(x) = \lim_{\delta \to 0} \int_{|x-y|>\delta} \vec{R}(x-y)K(y) \Phi(|y|) \, dy\]

is a better behaved odd kernel (the singularity at \( x = 0 \) has been removed), but it does not have the required homogeneity (unlike \( \vec{N} \)).

The properties of \( M \) and \( N \) are summarized in the following lemma.

**Lemma 3.2** (Calderón–Zygmund, \[3\]). The vector-valued kernels \( \vec{N} \) and \( \vec{M} \) have the following properties:

1. Let \( N \) denote one of the components of \( \vec{N} \); then
   (a) \( N \) is integrable on \( \Sigma \),
   (b) \( N \) is odd (thus, in particular, \( \int_{\Sigma} N \, dS = 0 \)), and
   (c) \( N \) is homogeneous of degree \(-d\).

2. Let \( M \) denote the component of \( \vec{M} \) corresponding to \( N \); then
   (a) \( M \) is odd,
   (b) \(|N(x) - M(x)| \leq A/|x|^{d+1} \) for \( |x| > 1 \), and
   (c) for \( |x| \leq 1 \), \(|M(x)| \leq G(x)\), where \( G \) is homogeneous of degree 0 and integrable on \( \Sigma \).

To study the oscillation and variation of

\[K_\epsilon f(x) = \int_{|x-y|>\epsilon} K(x-y) f(y) \, dy,\]

we use the identity (see [3], equation (5.10))

\[\int K(x-y) \Phi\left(\frac{|x-y|}{\epsilon}\right) f(y) \, dy = \frac{1}{\epsilon^d} \int \vec{M}\left(\frac{x-y}{\epsilon}\right) \cdot \vec{g}(y) \, dy.\]

**Remark 3.3.** This identity is not trivial to prove. The idea is to first prove it in the case when each component of \( \vec{g} \) is continuously differentiable and has compact support. Then a change of order of integration and a change of variables show that the two equations are equal in this special case. A series of approximation arguments is used to complete the proof. See [3] for details.
Hence we have
\[
K_\epsilon f(x) = \int K(x - y) \Phi\left(\frac{|x - y|}{\epsilon}\right) f(y) \, dy - \int K(x - y) \Phi\left(\frac{|x - y|}{\epsilon}\right) f(y) \, dy
\]
\[
= \frac{1}{\epsilon^d} \int \tilde{M}(\frac{x - y}{\epsilon}) \cdot \tilde{g}(y) \, dy - \int K(x - y) \Phi\left(\frac{|x - y|}{\epsilon}\right) f(y) \, dy
\]
\[
= \tilde{M}_\epsilon \ast \tilde{g}(x) - \tilde{K}_\epsilon \ast f(x),
\]
where for each \( j, 1 \leq j \leq d \), the \( j \)th component, \( g_j \), satisfies \( g_j \in L^p \), \( \|g_j\|_p \leq C \|f\|_p \), \( 1 < p < \infty \), and
\[
\tilde{M}_\epsilon(x) = \frac{1}{\epsilon^d} \tilde{M}(\frac{x}{\epsilon}) \quad \text{and} \quad \tilde{K}_\epsilon(x) = K(x) \Phi\left(\frac{|x|}{\epsilon}\right) \chi_{[0,\epsilon)}(|x|).
\]
We further decompose each component of the kernel \( \tilde{M} \). In what follows, to simplify the notation, we will work with a single component of each of the vectors involved, and suppress the associated subscripts.

Write
\[
\frac{1}{\epsilon^d} \int M(\frac{x - y}{\epsilon}) g(y) \, dy
\]
\[
= \int_{|x - y| \geq \epsilon} N(x - y) g(y) \, dy + \frac{1}{\epsilon^d} \int_{|x - y| \leq \epsilon} M(\frac{x - y}{\epsilon}) g(y) \, dy
\]
\[
+ \frac{1}{\epsilon^d} \int_{|x - y| > \epsilon} \left[ M(\frac{x - y}{\epsilon}) - N(\frac{x - y}{\epsilon}) \right] g(y) \, dy
\]
\[
= N_\epsilon g(x) + \tilde{M}_\epsilon g(x) + D_\epsilon g(x),
\]
where
\[
\tilde{M}_\epsilon(y) = \frac{1}{\epsilon^d} M(\frac{y}{\epsilon}) \chi_{(0, \epsilon)}(y) \quad \text{and} \quad D_\epsilon(y) = \frac{1}{\epsilon^d} \left( M(\frac{y}{\epsilon}) - N(\frac{y}{\epsilon}) \chi_{(0, \epsilon)}(y) \right).
\]

Therefore to study \( \|K_\epsilon f(x)\|_v \), it will be enough to study
\[
\|N_\epsilon g(x) + \tilde{M}_\epsilon g(x) + D_\epsilon g(x) - \tilde{K}_\epsilon \ast f(x)\|_v.
\]
Hence by the triangle inequality, it will be enough to study
\[
\|N_\epsilon g(x)\|_v, \quad \|\tilde{M}_\epsilon g(x)\|_v, \quad \|D_\epsilon g(x)\|_v, \quad \|\tilde{K}_\epsilon \ast f(x)\|_v.
\]

The same considerations apply if we want to study the oscillation operator. Since there are no additional complications, we will only consider the variation operator.

We will make one other decomposition before we continue. Write
\[
\tilde{M}(y) = N(y) \Phi(|y|) \chi_{\{|y| \leq 1\}} + \left[ M(y) - N(y) \Phi(|y|) \right] \chi_{\{|y| \leq 1\}} = N^\Phi(y) + \Delta(y).
\]
Therefore,
\[
\tilde{M}_\epsilon g(x) = \frac{1}{\epsilon^d} \int_{|x - y| \leq \epsilon} M(\frac{x - y}{\epsilon}) g(y) \, dy
\]
\[
= \frac{1}{\epsilon^d} \int_{|x - y| \leq \epsilon} N^\Phi(\frac{x - y}{\epsilon}) g(y) \, dy + \frac{1}{\epsilon^d} \int_{|x - y| \leq \epsilon} \Delta(\frac{x - y}{\epsilon}) g(y) \, dy.
\]

By the properties of the kernel \( N \) and Theorem 2.1, we have the estimate
\[
\|\|N_\epsilon g(x)\|_v\|_p \leq c(p, \varrho) \|f\|_p \quad \text{for} \quad \varrho > 2 \quad \text{and} \quad 1 < p < \infty.
\]
Similarly, a good estimate holds for the oscillation of this piece.
For the other kernels we will reduce the situation to a one-dimensional problem, and employ the lemmas in section 6.

**Lemma 3.4.** Let $T$ be a kernel on $\mathbb{R}^d$ that is integrable on the sphere $\Sigma$. For each $u$ with $|u| = 1$, let $\varphi_u$ have support on $[0, \infty)$ and satisfy

$$T_* f(x) = \int_\Sigma T(u) \int_0^\infty \varphi_u(t) f(x - ctu) \, dt \, dS(u).$$

If $O(\varphi_u * h)$ and $V_\varphi(\varphi_u * h)$ with $\varphi > 2$ are type $(p, p)$ for $1 < p < \infty$, for functions $h : \mathbb{R} \to \mathbb{R}$, and with a bound independent of $u$, then $O(Tf)$ and $V_\varphi(Tf)$ with $\varphi > 2$ are type $(p, p)$ for $1 < p < \infty$ for functions $f : \mathbb{R}^d \to \mathbb{R}$.

**Proof.** The proof follows the lines of the case for odd kernels given earlier. Note that

$$\|T_* f(x)\|_{v_\varphi} = \sup_{(\epsilon_i)} \left( \sum_{i=1}^\infty \left| T_{\epsilon_i} f(x) - T_{\epsilon_{i+1}} f(x) \right|^q \right)^{\frac{1}{q}}$$

$$= \sup_{(\epsilon_i)} \left( \sum_{i=1}^\infty \left( \int_{\Sigma_{d-1}} |T(t')| \left( \int_0^\infty \varphi_u(r) f(x - t'\epsilon_i r) \, dr \right) \, dS(t') \right)^{\frac{q}{p}} \right)^{\frac{1}{q}}$$

$$\leq \sup_{(\epsilon_i)} \int_{\Sigma_{d-1}} |T(t')| \left( \sum_{i=1}^\infty |T_{\epsilon_i} f(x) - T_{\epsilon_{i+1}} f(x)| \right)^{\frac{q}{p}} \, dS(t')$$

$$\leq \int_{\Sigma_{d-1}} |T(t')| \|T_{{\epsilon, u}} f(x)\|_{v_\varphi} \, dS(t'),$$

where

$$T_{{\epsilon, u}} f(x) = \int_0^\infty \varphi_u(r) f(x - t'\epsilon r) \, dr.$$

Since we already have the variational inequality for the one-dimensional convolution with $\varphi$, we can obtain the same thing in the above case.

For $1 < p < \infty$ we have

$$\|T_* f\|_{v_\varphi} \leq \left( \int_{\mathbb{R}^d} |T(t')| \|T_{{\epsilon, u}} f(x)\|_{v_\varphi} \, dS(t') \right)^{\frac{1}{p}} \|f\|_p.$$
The $\tilde{K}$ kernel:
\[
\int_{|x-y| \leq \epsilon} K(x-y) \Phi \left( \frac{|x-y|}{\epsilon} \right) f(y) dy = \int_{|y| \leq 1} K(y) \Phi(|y|) f(x-ey) dy
\]
\[
= \int_{\Sigma} K(u) \int_{1/4}^{1} \frac{\Phi(t)}{t} f(x-etu) dt dS(u).
\]
Now $\varphi(t) = \frac{\Phi(t)}{t} \chi_{[1/4,1]}(t)$ satisfies the hypothesis of Lemma 6.4 (i.e., a prior 1-dimensional estimate; see the Appendix). Hence $\tilde{K}$ satisfies the hypothesis of Lemma 6.4.

The $N^\psi$ kernel:
\[
N^\psi g(x) = \int_{|y| \leq 1} \Phi(|y|) N(y) g(x-ey) dy
\]
\[
= \int_{\Sigma} N(u) \int_{1/4}^{1} \frac{\psi(t)}{t} g(x-etu) dt dS(u)
\]
\[
= \int_{\Sigma} N(u) \int_{1/4}^{1} \psi(t) g(x-etu) dt dS(u),
\]
where $\psi(t) = \frac{\Phi(t)}{t} \chi_{[1/4,1]}(t)$. Since $\psi(t)$ is differentiable, $\int_{1/4}^{1} t|\psi'(t)| dt < \infty$, and $\int_\Sigma |N| dS < \infty$, then $\tilde{N}$ satisfies the hypothesis of Lemma 6.4.

The $\Delta$ kernel:
\[
\Delta g(x) = \int_{|y| \leq 1} \Delta(y) g(x-ey) dy = \int_{\Sigma} \int_{0}^{1} t^{d-1} \Delta(tu) g(x-etu) dt dS(u).
\]
Since $\int_{\Sigma} K dS = 0$, for each $t$, $0 < t \leq 1$, we have
\[
\Delta(y) = \int R(y-z) K(z) \frac{\Phi(|z|) - \Phi(|y|)}{dz}
\]
\[
= \int [R(y-z) - \chi_{|z|<1} R(y)] K(z) \frac{\Phi(|z|) - \Phi(|y|)}{dz}.
\]
Since $R$ and $K$ are both homogeneous of degree $-d$,
\[
\Delta(tu) = \int [R(tu-z) - \chi_{|z|<1} R(tu)] K(z) \frac{\Phi(|z|) - \Phi(|tu|)}{dz}.
\]
Using this, and making the change $z = tw$, we have
\[
\Delta(tu) = \int [R(tu-tw) - \chi_{|w|<1} R(tu)] K(tw) \frac{\Phi(|tw|) - \Phi(|tu|)}{tdw}
\]
\[
= \int \frac{1}{t^{d}} [R(u-w) - \chi_{|w|<1} R(u)] \frac{1}{t^{d}} K(w) \frac{\Phi(|tw|) - \Phi(|tu|)}{t^{d}} dw
\]
\[
= \int [R(u-w) - \chi_{|w|<1} R(u)] K(w) \frac{\Phi(|tw|) - \Phi(|tu|)}{t^{d}} dw.
\]
Then
\[
\varphi_{u}(t) = t^{d-1} \Delta(tu) \chi_{[0,1]}(t)
\]
\[
= \int [R(u-w) - \chi_{|w|<1} R(u)] K(w) \frac{\Phi(|tw|) - \Phi(|tu|)}{t} dw \chi_{[0,1]}(t).
\]
By Lemmas 6.4 and 5.4 all we need to show is that $\int_{0}^{1} t^{d-1} \frac{d\varphi_{u}(t)}{dt} dt \leq A < \infty$. 


Recalling that \(|u| = 1\), we have to show that

\[
(3.2) \quad \int_0^1 t \left| \frac{d\varphi_w(t)}{dt} \right| dt = \int_0^1 t \int |R(u - w) - \chi_{|w|<1} R(u)| |K(w)| \left| \frac{d \Phi(t|w|)}{dt} - \Phi(t) \right| t \, dw \, dt \leq A < \infty.
\]

We will need the estimate (see [3], page 301), valid if \(1/8 < |u| \leq 1\),

\[
(3.3) \quad |R(u - w) - \chi_{|w|<1} R(u)| \leq c \frac{|w|^{1/2}}{|u - w|}.
\]

We will use this estimate with \(|u| = 1\). Split the domain of integration for \(w\) into three regions:

\[
D_1 = \{w : |w| > \frac{2}{7}\}; \\
D_2 = \{w : |w| \leq \frac{2}{7}\} \cap \{w : |u - w| > .1\}; \\
D_3 = \{w : |w| \leq \frac{2}{7}\} \cap \{w : |u - w| \leq .1\}.
\]

In the region \(D_1\), since \(0 < t < 1\), we have \(|w| > 2\), so that \(|u - w| > cw\). Using this, we have the estimate

\[
|R(u - w) - \chi_{|w|<1} R(u)| = |R(u - w)| \leq c \frac{|w|}{|u - w|} \leq c \frac{1}{|w|^{1/2}}.
\]

Further, in this region, \(\Phi(t|w|) = 1\), and we see that

\[
\left| \frac{d \Phi(t|w|)}{dt} - \Phi(t) \right| \leq \frac{c}{t^2}.
\]

With these estimates we see that the integral in (3.2), over the region \(D_1\), is dominated by

\[
\int_0^1 \int_{w \in D_1} \frac{c}{|w|^d} |K(w)| \frac{1}{t^2} \, dw \, dt = \int_{|w|>2} \left( \int_0^1 \frac{1}{t} \, dt \right) \frac{c}{|w|^d} |K(w)| \, dw = \int_{|w|>2} \ln \left( \frac{|w|}{2} \right) \cdot \frac{c}{|w|^d} |K(w)| \, dw,
\]

and this is finite.

Now to \(D_2\). We begin by observing that

\[
(3.4) \quad \left| \frac{d \Phi(t|w|)}{dt} - \Phi(t) \right| = \left| \frac{\Phi'(t|w|) |w| - \Phi'(t) t}{t^2} - \frac{\Phi(t|w|) - \Phi(t)}{t^2} \right| \leq \left| \frac{\Phi'(t|w|) |w| - \Phi'(t)}{t^2} \right| + \left| \frac{\Phi(t|w|) - \Phi(t)}{t^2} \right|.
\]
Using the mean value theorem, we may estimate the numerator in the left-most term on the last line of (3.4) by

$$|\Phi(t|w|)|w| - \Phi(t)| = |(\Phi'(t|w|)|w| - \Phi'(t)|w|) + (\Phi'(t)|w| - \Phi'(t))|$$

$$\leq |\Phi'(t)|w| - \Phi'(t)|w| + |\Phi'(t)||w| - |\Phi'(t)|$$

$$\leq |\Phi''(s)||t|w| - t||w| + |\Phi'(t)||w| - |\Phi'(t)|$$

$$\leq |\Phi''(s)||t|w| + |\Phi'(t)||w| - 1|$$

Using the mean value theorem, we may estimate the numerator in the left-most term on the last line of (3.4) by

$$|\Phi(t|w|)|w| - \Phi(t)| \leq |\Phi'(t)|(|w| - |u|)$$

$$\leq |\Phi''(s)||t|w| - t||w| + |\Phi'(t)||w| - |\Phi'(t)|$$

$$\leq (|\Phi''(s)||t|w| + |\Phi'(t)||w| - 1|$$

In this region, $t|w| \leq 2$, and $\Phi'$ and $\Phi''$ are bounded. So we may estimate the above by

$$C| |w| - 1| = C| |w| - |u|| \leq C|w - u|.$$

The right-most term in the last line of (3.4) may be estimated by

$$|\Phi(t|w|) - \Phi(t)|u| e^{t^2} \leq C|w - u|$$

and, combining this with the previous estimate for the left-most term, we see that

$$\frac{d}{dt} \Phi(t|w|) - \Phi(t)| \leq C|w - u|.$$

Using these estimates, we see that the integral in (3.2), over the region $D_2$, may be estimated by

$$\int_0^1 t \int_{w \in D_2} \frac{\sqrt{|w|}}{|w - u|} |K(w)| e^{t^2} \, dw \, dt$$

$$\leq \int_0^1 \int_{|w| < 1} C \sqrt{|w|} |K(w)| \, dw \, dt + \int_0^1 \int_{|w| > 1} C \sqrt{|w|} |K(w)| \, dw \, dt,$$

and both of these integrals are finite.

For the region $D_3$ we have that $0.9 < |w| < 1.1$. Combined with the estimate in (3.3), this yields

$$|R(u - w) - \chi_{|w| < 1} R(u)| \leq C \frac{\sqrt{|w|}}{|w - u|} \leq c \frac{1}{|w - u|}, \quad w \in D_3.$$

The estimate in (3.5) also holds in $D_3$. Thus we may estimate the integral in (3.2) over the region $D_3$ by

$$\int_0^1 t \int_{w \in D_3} \frac{\sqrt{|w|}}{|w - u|} |K(w)| e^{t^2} \, dw \, dt$$

$$\leq \int_0^1 \int_{w \in D_3} C \frac{|K(w)|}{|w - u|} \, dw \, dt$$

$$\leq \int_0^1 \int_{|w| < 1.1} C \frac{|K(w)|}{|w - u|} \, dw \, dt,$$

which has an integrable singularity; so this piece is bounded as well.
The $D_{\epsilon}$ kernel:

$$D_{\epsilon}g(x) = \epsilon^{-d} \int_{|x-y|>\epsilon} D\left(\frac{x-y}{\epsilon}\right) g(y) \, dy$$

$$= \int_{|y|>1} D(y)g(x-\epsilon y) \, dy$$

$$= \int_{1}^{\infty} t^{d-1} D(tu) g(x-\epsilon tu) \, dt \, dS(u).$$

For $|x| \geq 1$ we have $D(x) = M(x) - N(x) = M(x) - \Phi(|x|)N(x)$. Note that for $|tz| > 3/4$ we have $\Phi(|tz|) = 1$, and for $t > 1$ we have $\Phi(t|u|) = 1$. Hence, for $t \geq 1$,

$$\varphi_u(t) = t^{d-1} D(tu)\chi_{[1,\infty)}(t)$$

$$= \int R(u-z) K(z) \left[\Phi(|z|) - \Phi(|tu|)\right] \frac{dz}{t}$$

$$= \int_{|z|<3/4} [R(u-z) - R(u)] K(z) \left[\Phi(|z|) - \Phi(|tu|)\right] \frac{dz}{t}.$$

By Lemmas 3.3 and 3.4 we need to show that

$$\int_{1}^{\infty} t \left|\frac{d\varphi_u(t)}{dt}\right| \, dt < A < \infty,$$

for some constant $A$.

We have

$$\left|\frac{d}{dt} \left[\Phi(|z|) - \Phi(|tu|)\right] \right| = \left|\frac{z|\Phi'(|z|)t - \Phi(|z|) + 1}{t^2}\right| \leq \frac{c}{t^2}.$$  

This, together with equation (3.3), gives

$$\int_{1}^{\infty} t \left|\frac{d\varphi_u(t)}{dt}\right| \, dt \leq c \int_{1}^{\infty} \int_{|z|<3/4} |R(u-z) - R(u)| K(z) \left[\frac{c}{t}\right] \, dz \, dt$$

$$\leq c \int_{1}^{\infty} \int_{|z|<3/4} \left|\frac{z|1/2}{|u-z|^d} \frac{\Omega(z)}{\Omega(z)} \right| \left[\frac{1}{t}\right] \, dz \, dt$$

$$\leq \int_{|z|<3/4} \left|\frac{\Omega(z)}{|u-z|^d} \frac{1}{|z|^{d-1}} \int_{1}^{t} \frac{1}{t} \, dt \, dzight.$$  

$$\leq \int_{|z|<3/4} \left|\frac{\Omega(z)}{|z|^{d-1}} \frac{c}{|z|d-1/2} \ln \frac{1}{|z|} \right| \, dz = A < \infty.$$

This concludes the proof of Theorem 3.1.□

4. Proof that type $(2, 2)$ implies weak-type $(1, 1)$

In this section we prove Theorem B. During the proof we refer to the following “almost orthogonality lemma”. Lemmas of this type originate in the work of Cotlar ([5]), with further development due to Stein (see for example [11]).
Lemma 4.1. Let \((d_n)\) be a sequence and \((h_{k,n})\) be a double sequence of vectors in a normed space \((B, \| \cdot \|)\). Let \((\sigma(j))_{j \in \mathbb{Z}}\) be a sequence of positive numbers with \(w = \sum_j \sigma(j) < \infty\). Suppose that
\[
\|h_{k,n}\| \leq \sigma(n - k) \|d_n\| \tag{4.1}
\]
for every \(n, k\). Then
\[
\sum_k \left\| \sum_n h_{k,n} \right\|^2 \leq w^2 \sum_n \|d_n\|^2.
\]

A proof of the almost orthogonality lemma may be found in [10].

Proof of Theorem B. Let \(\{I_i\}\) denote a collection of intervals which define \(W_{\varepsilon}f(x) = \left(\sum_I |K_{I_i}(x)f(x)|^q\right)^{1/q}\). From now on we suppose that this collection of intervals is fixed.

For every integer \(n\), let the set \(\mathbb{L}_n\) consist of all cubes of the form
\[
[s_12^{n-1}, (s_1 + 1)2^{n-1}) \times [s_22^{n-1}, (s_2 + 1)2^{n-1}) \times \cdots \times [s_d2^{n-1}, (s_d + 1)2^{n-1}),
\]
where \(s_1, s_2, \ldots, s_d\) are integers; that is, \(\mathbb{L}_n\) is the dyadic grid with cubes of side length \(2^{n-1}\).

According to the Calderón-Zygmund decomposition (with \(\alpha = 1\)) we can write \(f = g + b\), where the functions \(g, b\) have the following properties:
\begin{enumerate}
\item \(\|g\|^2_{L^2} \leq c \cdot \|f\|_{L^1}\).
\item \(b = \sum_j b_j\) where each \(b_j\) satisfies:
\begin{enumerate}
\item for some \(n, b_j\) is supported in a cube \(B_j \in \mathbb{L}_n\),
\item \(\int b_j = \int_{B_j} b_j = 0\),
\item \(\|b_j\|_{L^1} \leq c \cdot |B_j|\) and
\item \(\sum_j |B_j| \leq c \cdot \|f\|_{L^1}\).
\end{enumerate}
\end{enumerate}

In proving that the operator \(\left(\sum_I |K_{I_i}(x)|^q\right)^{1/q}\) is weak \((1,1)\), we can assume that \(\alpha = 1\). Since this operator is subadditive, it is enough to prove that
\[
\left\{|\left(\sum_I |K_{I_i}(x)|^q\right)^{1/q} > \frac{1}{2}\right\} \leq c \cdot \|f\|_{L^1(\mathbb{R}^d)},
\]
\[
\left\{|\left(\sum_I |K_{I_i}(x)|^q\right)^{1/q} > \frac{1}{2}\right\} \leq c \cdot \|f\|_{L^1(\mathbb{R}^d)}.
\]

The inequality with \(g\) follows from the assumption in equation \([4.9]\) and from the estimate in property 1 of the Calderón-Zygmund decomposition.

Let us denote by \(\tilde{B}_j\) the cube with the same center as \(B_j\), but with each dimension expanded three times, and set \(\tilde{B} = \bigcup_j \tilde{B}_j\). Because of the estimate in 2(d) of the Calderón-Zygmund decomposition, it is enough to show that
\[
\left\{x \in \tilde{B}^c \mid \left(\sum_I |K_{I_i}(x)|^q\right)^{1/q} > \frac{1}{2}\right\} \leq c \cdot \sum_j |B_j|.
\]

For each \(x \in \tilde{B}^c\) and \(i\), \(K_{I_i} b(x)\) can be nonzero only if, for some \(j\), \(B_j\) lies entirely in \(A_{I_i} + x\) or \(B_j\) intersects the boundary of \(A_{I_i} + x\). Let \(\partial A\) denote the boundary
of a set \(A\). We write
\[
\sum_j [\text{Property}(j)]a_j
\]
to indicate the sum over \(j\) for which Property\((j)\) is true, of the \(a_j\).

With these conventions, we have
\[
\left(\sum_i |K_i b(x)|^\varepsilon\right)^{1/\varepsilon} = \left(\sum_i \left|\sum_j K_i b_j(x)^\varepsilon\right|\right)^{1/\varepsilon}
\]
\[
\leq \left(\sum_i \left|\sum_j [B_j \subset (A_i + x)] K_i b_j(x)^\varepsilon\right|\right)^{1/\varepsilon}
\]
\[
+ \left(\sum_i \left|\sum_j [B_j \cap (\partial A_i + x) \neq \emptyset] K_i b_j(x)^\varepsilon\right|\right)^{1/\varepsilon}
\]
\[
= \text{Interior Sum} + \text{Boundary Sum}.
\]

It will be enough to show the following two inequalities:

(4.2) \[\{x \in \tilde{B}^c \mid \text{(Interior Sum)} > 1/4\} \leq c \cdot \sum_j |B_j|,\]

(4.3) \[\{x \in \tilde{B}^c \mid \text{(Boundary Sum)} > 1/4\} \leq c \cdot \sum_j |B_j|,\]

Let us first deal with the estimate for the interior sum, (4.2). We will prove that
\[
\int_{\tilde{B}^c} \text{(Interior Sum)} \leq c \cdot \sum_j |B_j|,
\]
and since
\[
\{x \in \tilde{B}^c \mid \text{(Interior Sum)} > 1/4\} \leq 4 \int_{\tilde{B}^c} \text{(Interior Sum)},
\]
equation (4.2) will follow.

Since the \(\ell^\varepsilon\) norm is not more than the \(\ell^1\) norm, and since \(b_j\) is supported on \(B_j \subset A_i\), we have
\[
\text{Interior Sum} \leq \sum_i \left|\sum_j [B_j \subset (A_i + x)] K_i b_j(x)\right|
\]
\[
\leq \sum_j \left|\int K(y - x) b_j(y) dy\right|.
\]

It follows that
\[
\int_{\tilde{B}^c} \text{Interior Sum} \leq \sum_j \int_{\tilde{B}_j^c} \left|\int K(y - x) b_j(y) dy\right| dx,
\]
and we just need to prove that, for each \(j\),
\[
\int_{\tilde{B}_j^c} \left|\int K(y - x) b_j(y) dy\right| dx \leq c \cdot |B_j|.
\]

Let \(y_j\) denote the center of \(B_j\). By 2(b), we have
\[
\int K(y - x) b_j(y) dy = \int (K(y - x) - K(y_j - x)) b_j(y) dy.
\]
Then from (1.8) and 2(c) we have
\[
\int_{\mathcal{B}^c_j} \int \left| K(y - x) b_j(y) dy \right| dx \leq \int_{\mathcal{B}^c_j} \int \left| K(y - x) - K(y_j - x) \right| \left| b_j(y) \right| dy \, dx
\]
\[
= \int |b_j(y)| \int_{\mathcal{B}^c_j} \left| K(y - x) - K(y_j - x) \right| \, dx \, dy
\]
\[
\leq c \cdot \int |b_j(y)| dy
\]
\[
\leq c \cdot |B_j|,
\]
finishing the estimate on the interior sum (1.2).

Let us now estimate the boundary sum (4.3).

We start by subdividing some of the intervals in the collection \( \{I_i\} \). Take an interval \( I = [a, b] \) from \( \{I_i\} \). If there are no integer powers of 2 in the interior of \( I \), then we leave \( I \) alone. If there is one integer power of 2 in the interior of \( I \), say \( 2^n \), then divide \( I \) into two parts as \( [a, 2^n) \) and \( (2^n, b) \). Suppose now that there are two or more powers of 2 in the interior of \( I \). Then let \( 2^m \) be the smallest power of 2, and let \( 2^m \) be the largest power of 2 in the interior of \( I \), and divide \( I \) into three intervals as \( [a, 2^m), [2^m, 2^n) \) and \( [2^n, b) \).

Note that by replacing the \( \{I_i\} \) with this new collection of intervals, we increased the value of \( \left( \sum_i |K_{I_i} f(x)|^q \right)^{1/q} \) at most by a factor of \( 3^{1-1/q} \). Indeed, the worst case is when we divide \( I \) into three parts, say \( I = J_1 \cup J_2 \cup J_3 \); in this case we have the estimate
\[
|K_{I} f|^q = |K_{J_1} f + K_{J_2} f + K_{J_3} f|^q
\]
\[
\leq 3^{q(1-1/q)} \cdot \left( |K_{J_1} f|^q + |K_{J_2} f|^q + |K_{J_3} f|^q \right),
\]
using Hölder’s inequality in the last step.

We now see that we can assume that the collection \( \{I_i\} \) contains intervals \( I_i \), which either satisfy \( I_i \subset [2^k, 2^{k+1}) \) for some integer \( k \), or \( I_i \) is a dyadic interval, that is, its endpoints are (different) powers of 2. Correspondingly, for a given collection \( \{I_i\} \), let us divide the indices \( i \) into two sets according to \( I_i \) being “short” or “long”:

\[ S = \{i \mid I_i \subset [2^k, 2^{k+1}) \text{ for some integer } k\}, \]
\[ \mathcal{L} = \{i \mid I_i \text{ is dyadic}\}. \]

It will now be enough to prove the inequalities
\[
\left( \sum_{i \in S} \sum_j |B_j \cap (\partial A_{I_i} + x) \neq \emptyset | K_{I_i} b_j(x)|^q \right)^{1/q} > 1/8 \]
\[
\leq c \cdot \sum_j |B_j|, \tag{4.4}
\]
\[
\left( \sum_{i \in \mathcal{L}} \sum_j |B_j \cap (\partial A_{I_i} + x) \neq \emptyset | K_{I_i} b_j(x)|^q \right)^{1/q} > 1/8 \]
\[
\leq c \cdot \sum_j |B_j|, \tag{4.5}
\]
We will refer to the inequality in (4.4) as the short inequality, and we will call (4.5) the long inequality.

The proof of the long inequality, (4.5), is straightforward; so let us prove it first.
Denote by $2^j$ the side length of $B_j$, and let $J_k$ denote the interval $[2^k, 2^{k+1})$. Since the $\ell^\varepsilon$ norm is no more than the $\ell^1$ norm, we can estimate

$$
\left( \sum_{i \in \mathcal{L}} \left| \sum_j [B_j \cap (\partial A_i + x) \neq \emptyset] K_{i,b_j}(x) \right|^\varepsilon \right)^{1/\varepsilon}
\leq \sum_{i \in \mathcal{L}} \left| \sum_j [B_j \cap (\partial A_i + x) \neq \emptyset] K_{i,b_j}(x) \right|
\leq \sum_{k \in \mathbb{Z}} \left| \sum_j [B_j \cap (\partial A_{J_k} + x) \neq \emptyset] K_{J_k,b_j}(x) \right|
\leq \sum_j \sum_{k > \beta_j} [B_j \cap (\partial A_{J_k} + x)] \int_{A_{J_k}} |K(y)||b_j(x+y)|dy.
$$

For each $k, j$, define

$$F_{j,k} = \{ x \in \tilde{B}^\varepsilon \mid B_j \cap (x + \partial A_{J_k}) \neq \emptyset \}.$$ 

We need to prove that

$$\sum_j \sum_{k > \beta_j} \int_{F_{j,k}} \int_{A_{J_k}} |K(y)||b_j(x+y)|dy \, dx \leq c \cdot \sum_j |B_j|.$$ 

This will follow if we prove that, for every $j$ and $k > \beta_j$,

$$\int_{F_{j,k}} \int_{A_{J_k}} |K(y)||b_j(x+y)|dy \, dx \leq c \cdot \frac{2^\beta_j}{2^k} \cdot |B_j|.$$ 

To prove this, note that if $B_j \cap (x + \partial A_{J_k}) \neq \emptyset$, then either $x \in B_j + \{ y \mid |y| = 2^{k+1} \}$ or $x \in B_j + \{ y \mid |y| = 2^k \}$. The measure of either of these sets is less than a constant multiple of $2^{(d-1)k} \cdot 2^\beta_j$. Hence we have

$$|F_{j,k}| \leq c \cdot 2^{(d-1)k} \cdot 2^\beta_j.$$ 

By the assumption in (1.7), we have the pointwise estimate

$$\int_{A_{J_k}} |K(y)||b_j(x+y)|dy = \int_{2^k \leq |y| < 2^{k+1}} |K(y)||b_j(x+y)| \, dy
\leq c \cdot \int_{2^k \leq |y| < 2^{k+1}} 2^{-kd} |b_j(x+y)|
\leq c \cdot 2^{-kd} \cdot \int |b_j|
\leq c \cdot 2^{-kd} \cdot |B_j|,$$

where in the last step we used property 2(c). It follows that

$$\int_{F_{j,k}} \int_{A_{J_k}} |K(y)||b_j(x+y)|dy \, dx \leq |F_{j,k}| \cdot \sup_{x \in F_{j,k}} \int_{A_{J_k}} |K(y)||b_j(x+y)|dy
\leq c \cdot 2^{(d-1)k} \cdot 2^\beta_j \cdot 2^{-kd} \cdot |B_j|
= c \cdot \frac{2^\beta_j}{2^k} \cdot |B_j|,$$

finishing the proof of the long inequality, (4.5).
Let us now prove the short inequality. Since the $\ell^2$ norm is not greater than the $\ell^0$ norm, it is enough to prove that

$$\left| \left\{ \left( \sum_{i \in S} \sum_j |B_j \cap (\partial A_i + x) \neq \emptyset |K_i b_j(x) |^2 \right)^{1/2} > 1/8 \right\} \right| \leq c \cdot \sum_j |B_j|.$$  

By Markov’s inequality, it is enough to prove that

$$\int_{B^c} \sum_{i \in S} \sum_j |B_j \cap (\partial A_i + x) \neq \emptyset |K_i b_j(x) |^2 \ dx \leq c \cdot \sum_j |B_j|.$$  

We want to rewrite this inequality so that we can use the almost orthogonality lemma.

For each $k \in \mathbb{Z}$, collect the indices $i$ for which $I_i \subset [2^k, 2^{k+1})$, and for each $n \in \mathbb{Z}$, collect all $B_j$’s with side length $2^{n-1}$. We can then write

$$\sum_{i \in S} \sum_j [B_j \cap (\partial A_i + x) \neq \emptyset |K_i b_j(x) |^2$$

$$= \sum_{k \in \mathbb{Z}} \sum_{i \in I_i} \left| \left| K_i \sum_n \sum_j [B_j \cap (\partial A_i + x) \neq \emptyset |B_j \cap L_n b_j(x) |^2 \right| \right|^2.$$  

Define $h_{k,n}(x)$ by

$$h_{k,n}(x)^2 = \sum_{i} \left| K_i \sum_n \sum_j [B_j \cap (\partial A_i + x) \neq \emptyset |B_j \cap L_n b_j(x) |^2 \right|^2.$$  

Using the triangle inequality and the linearity of the operator $K_i$, we have

$$\left( \sum_{i \in I_i} \left| K_i \sum_n \sum_j [B_j \cap (\partial A_i + x) \neq \emptyset |B_j \cap L_n b_j(x) |^2 \right| \right)^{1/2}$$

$$\leq \sum_n h_{k,n}(x).$$  

So it is sufficient to prove the inequality

$$\sum_k \int_{B^c} \left( \sum_n h_{k,n}(x) \right)^2 \ dx \leq c \cdot \sum_j |B_j|.$$  

We just need to make one more definition, and we can recognize the setup for the almost orthogonality lemma. Define

$$d_n = \sum_{B_j \subset L_n} 1_{B_j},$$

where $1_S = 1_S(x)$ is the indicator function of the set $S$.

Since

$$\sum_n \|d_n\|_{L^2}^2 = \sum_n \|d_n\|_{L^1} = \sum_j |B_j|,$$

the inequality to prove can be written as

$$\sum_k \left\| \sum_n h_{k,n}(x) \cdot 1_{B^c} \right\|_{L^2}^2 \leq c \cdot \sum_n \|d_n\|_{L^2}^2.$$
By the almost orthogonality lemma, it is sufficient to show that, for every \(k, n\),
\[
\int_{\tilde{B}^c} h_{k,n}^2(x) \, dx \leq c \cdot 2^{-|k-n|} \cdot \|d_n\|^2_{L^2}.
\]
Since \(x \in \tilde{B}^c\) and \(h_{k,n}(x) = 0\) if \(n \geq k\), we need to prove the inequality
\[
\int_{\tilde{B}^c} h_{k,n}^2(x) \, dx \leq c \cdot 2^{n-k} \cdot \|d_n\|^2_{L^2}, \quad n < k.
\]
We will show this by proving, for \(x \in \tilde{B}^c\), the inequality
\[
h_{k,n}(x)^2 \leq c \cdot 2^{n-k} \cdot \frac{1}{2^{kd}} \int_{A_{[x^{k-1},x^{k+2}]}} d_n(x + y) \, dy.
\]
Integrating both sides, and using that \(d_n = d_n^2\), we obtain the desired inequality.

To make the structure of \(h_{k,n}\) more transparent, introduce the sets
\[
P_i = \bigcup_j [B_j \in \mathbb{L}_n]\{y \mid y \in B_j \cap (x + \partial A_{I_i}), B_j \cap (x + \partial A_{I_i}) \neq \emptyset\}
\]
and the function \(g_n = \sum_j [B_j \in \mathbb{L}_n]b_j\). Denoting \(S_k = \{i \mid i \in \mathcal{S}, I_i \in [2^k, 2^{k+1})\}\), we can then write
\[
h_{k,n}(x)^2 \leq \sum_{i \in S_k} \left(\int_{P_i} |K(y-x)||g_n(y)| \, dy\right)^2
\]
\[
= \sum_{i \in S_k} \int_{P_i} |K(y-x)||g_n(y)| \, dy \cdot \int_{P_i} |K(y-x)||g_n(y)| \, dy.
\]
We explicitly wrote out the factor \(\int_{P_i} |K(y-x)||g_n(y)| \, dy\) twice, because we intend to estimate it in two ways.

On the one hand, note that if \(y \in P_i\), then \(y - x \in A_{I_i}\), and hence, by assumption \((1, 7)\), we have \(|K(y-x)| \leq c \cdot 2^{-kd}\). Also, by \((2, c)\),
\[
\int_{P_i} |g_n(x+y)| \, dy \leq \sum_j [B_j \cap (\partial A_{I_i} + x) \neq \emptyset] \int_{B_j} |g_n(y)| \, dy
\]
\[
\leq c \cdot \sum_j [B_j \cap (\partial A_{I_i} + x) \neq \emptyset] [B_j \in \mathbb{L}_n]|B_j|.
\]
But the total measure of those \(B_j\)'s that intersect the boundary of \(A_{I_i} + x\) and are of side length \(2^{n-1}\) is a constant multiple of \(2^{(d-1)k} \cdot 2^{n-1}\). Hence we have our first estimate:
\[
\int_{P_i} |K(y-x)||g_n(y)| \, dy \leq c \cdot 2^{n-k}.
\]
We then have, using again that \(|K(y-x)| \leq 2^{-kd}\),
\[
h_{k,n}(x)^2 \leq c \cdot 2^{n-k} \cdot 2^{-kd} \cdot \sum_{i \in S_k} \int_{P_i} |g_n(x+y)| \, dy.
\]
Now just note that, since the \( I_i, i \in \mathcal{S}_k \), form a partition of \([2^k, 2^{k+1})\),
\[
\sum_{i \in \mathcal{S}_k} \int_{P_i} |g_n(x+y)| dy \leq \sum_{j} \left[ B_j \cap (A_{2^k, 2^{k+1}} + x) \neq \emptyset \right] \int_{B_j} |d_n(y)| dy
\leq \int_{A_{2^k-1, 2^{k+1}}} |d_n(y)| dy,
\]
as desired. This ends the proof of Theorem \( B \). \( \square \)

Now we are in a position to prove Corollary 1.4.

**Proof of Corollary 1.4.** Fix \( \varrho > 2 \) and \( 1 < p < \infty \). We will define a sequence of operators \((\mathcal{W}_p)_n = \mathcal{W}_i\) which will converge to the variation operator (on \( L^p \)). Note that each operator \( \mathcal{W}_i \) will be determined if we specify a finite collection of subintervals \( T_i = \{ I_1, I_2, \ldots, I_n \} \). To this end, set
\[
T_i = \{(k/2^i, j/2^i): 1 \leq k < j \leq 2^{2i}, k, j \in \mathbb{N}\}.
\]
Note that since these partitions refine each other, the operators \( \{\mathcal{W}_i\}_{i \geq 1} \), applied to a given \( f \in L^p \), are (pointwise) increasing.

Now fix \( f \in L^p(\mathbb{R}^d) \) and let \( x \in \mathbb{R}^d \). Let \( \alpha < V_o f(x) \). There exists a finite partition \( \mathcal{J} = \{J_1, \ldots, J_n\} \) of \((0, \infty)\) into (nonempty) intervals \( J_j = [a_j, b_j) \) so that
\[
\left( \sum_j |K_{J_j} f(x)|^\varrho \right)^{1/\varrho} > \alpha.
\]
By the definition of the \( T_i \), we see that for large \( i \), each interval in \( \mathcal{J} \) will be well-approximated by an interval from \( T_i \). That is, for sufficiently large \( i \), given any interval in \( \mathcal{J} \), there exists some interval in \( T_i \) for which the measure of the symmetric difference of this pair of intervals is small. We observe that since \( f \in L^p \), if \( I \) and \( J \) are bounded subintervals of \((0, \infty)\) whose symmetric difference has small measure, then \( K_I f(x) \) and \( K_J f(x) \) are close. Thus, we may infer the existence of an \( i \) so that
\[
\mathcal{W}_i f(x) > \alpha.
\]
Since \( \alpha \) is an arbitrary number less than \( V_o f(x) \), the sequence \( \{\mathcal{W}_i f(x)\} \) increases to \( V_o f(x) \).

We may approach the oscillation operator by a suitable modification of this method. To start, there is a fixed countable partition which determines the boundary intervals for the oscillation, say, \( \{I_1, I_2, \ldots\} \). Define a sequence of operators \((\mathcal{W}_p)_n = \mathcal{W}_n\) which will converge to the oscillation by selecting \( \{I_1, I_2, \ldots, I_n\} \) from this sequence for inclusion in \( T_n \). If \( I_j = [a_j, b_j) \), add the subintervals of the form \([a_j, a_j + k|I_j|/2^n]\) for \( k = 1, 2, \ldots, 2^n \) to \( T_n \). The arguments go through as before to show that for \( f \) in any \( L^p \) space, the operators \( \mathcal{W}_n f(x) \) increase pointwise to the oscillation of \( f \) at \( x \).

Now consider the variation, say, and fix the sequence \( \mathcal{W}_i \) constructed above. If \( K \) satisfies all the hypotheses of Corollary 1.4 then by Theorem \( A \) the variation is bounded on \( L^2 \). Thus, by the Monotone Convergence Theorem, the \( \mathcal{W}_i f(x) \) converge to \( V_o f(x) \) in \( L^2 \) as well. In particular, the constants in the type \((2,2)\) bound of the hypothesis of Theorem \( B \) are \textit{a priori} independent of the collection \( T \), and hence so are the constants in the corresponding weak-type \((1,1)\) bound. The corollary follows.
The same approach, with the sequence $W_i$ modified as described above, gives the desired conclusion for the oscillation as well.

5. Derivation of $\lambda$-jump estimate; closing conjectures

Proof of Theorem C. It is clear that $\lambda \Lambda(K_{\epsilon}, f, \lambda, x)^{\frac{1}{p}} \leq V_{\emptyset} f(x)$. Consequently, we have

$$\|\lambda \Lambda(K_{\epsilon}, f, \lambda, \cdot)^{\frac{1}{p}}\|_p \leq \|V_{\emptyset} f\|_p \leq c(p, \emptyset) \|f\|_p.$$ 

Thus $\|\Lambda(K_{\epsilon}, f, \lambda, \cdot)^{\frac{1}{p}}\|_p \leq c(p, \emptyset) \|f\|_p$. For the weak-type $(1,1)$ result, we note that

$$m\{x : \Lambda(K_{\epsilon}, f, \lambda, x) > n\} \leq m\{x : \lambda \Lambda(K_{\epsilon}, f, \lambda, x)^{\frac{1}{p}} > \lambda n^{\frac{1}{p}}\} \leq m\{x : V_{\emptyset} f(x) > \lambda n^{\frac{1}{2}}\} \leq \frac{c(\emptyset)}{\lambda n^{\frac{1}{2}}} \|f\|_1.$$ 

Fix $\alpha < \beta$. Define the number of up-crossings, $N(K_{\epsilon}, f, \alpha, \beta, x)$, by

$$N(K_{\epsilon}, f, \alpha, \beta, x) = \max\{n : \text{there exist } s_1 < t_1 < s_2 < t_2 < \cdots < s_n < t_n$$

such that $K_{\epsilon+i} f(x) < \alpha$, $K_{\epsilon+i} f(x) > \beta$, $i = 1, 2, \ldots, n\}.$

Theorem C has the following immediate corollary regarding up-crossings.

Corollary 5.1. Let $\alpha < \beta$. If $\emptyset > 2$, then

$$\|N(K_{\epsilon}, f, \alpha, \beta, \cdot)^{\frac{1}{p}}\|_p \leq \frac{c(\emptyset)}{\beta - \alpha} \|f\|_p$$

for $1 < p < \infty$, and

$$m\{x : N(K_{\epsilon}, f, \alpha, \beta, x) > n\} \leq \frac{c(\emptyset)}{(\beta - \alpha)n^{\frac{1}{2}}} \|f\|_1.$$ 

Theorem C and Corollary 5.1 suggest the following:

Conjecture 5.2. The estimates in Theorem C can be improved to

$$\|\Lambda(K_{\epsilon}, f, \lambda, \cdot)^{\frac{1}{p}}\|_p \leq \frac{c(p)}{\lambda} \|f\|_p$$

and

$$m\{x : \Lambda(K_{\epsilon}, f, \lambda, x) > n\} \leq \frac{c}{\lambda n^{\frac{1}{2}}} \|f\|_1.$$ 

Conjecture 5.3. The estimates in Theorem 5.1 can be improved to

$$\|N(K_{\epsilon}, f, \alpha, \beta, \cdot)^{\frac{1}{p}}\|_p \leq \frac{c(p)}{(\beta - \alpha)n} \|f\|_p$$

and

$$m\{x : N(K_{\epsilon}, f, \alpha, \beta, x) > n\} \leq \frac{c}{(\beta - \alpha)n} \|f\|_1.$$ 

In the case of analogous up-crossing and $\lambda$-jump operators for martingales, differentiation averages, and ergodic averages, we know the improvements conjectured above are possible. However, our current techniques do not allow us to prove these conjectures for singular integral operators.
6. Appendix: Auxiliary results from one dimension

In this section we state the main theorems and lemmas from [4], which we apply to obtain the type \((p, p)\) estimates in this paper. The theorems on oscillation and variation for the Hilbert transform are essential in obtaining the estimates for odd kernels, while the lemmas regarding oscillation and variation for certain convolution operators are used in obtaining the estimates for even kernels.

The proofs of all the results stated in this section may be found in [4].

If \(I\) is any subinterval of \((0, \infty)\), set

\[
H_I f(x) = \int_{|s| \in I} \frac{f(x - s)}{s} \, ds,
\]

so that \(H_I f(x)\) is the truncated Hilbert transform of \(f(x)\). The following two theorems are the main results from [4].

**Theorem 6.1.** The oscillation operator \(f \rightarrow O(Hf)(x)\), acting on \(L^p(\mathbb{R})\), is type \((p, p)\) for \(1 < p < \infty\), and weak-type \((1, 1)\).

**Theorem 6.2.** If \(p > 2\), then the variation operator \(f \rightarrow V_p(Hf)\), acting on \(L^p(\mathbb{R})\), is type \((p, p)\) for \(1 < p < \infty\), and weak-type \((1, 1)\).

The following lemmas also refer to operators acting on functions of a single real variable.

**Lemma 6.3.** Let \(\varphi\) be a differentiable function with support on \([1, \infty)\) such that

1. \(\lim_{s \to \infty} \varphi(s) = 0\), and
2. \(\int_1^{\infty} s|\varphi'(s)| \, ds < \infty\).

Let \(\varphi_0(x) = \frac{1}{p} \varphi\left(\frac{x}{p}\right)\) and \(\varphi_t f(x) = \varphi_t * f(x)\). Then \(f \rightarrow O(\varphi f(x))\) and \(f \rightarrow V_0(\varphi f(x))\) \((p > 2)\) are type \((p, p)\) operators for \(1 < p < \infty\), and weak-type \((1, 1)\) operators.

**Lemma 6.4.** Let \(\varphi\) be a differentiable function with support on \([0, 1]\) such that \(\int_0^{\infty} s|\varphi'(s)| \, ds < \infty\). Let \(\varphi_1(x) = \frac{1}{p} \varphi\left(\frac{x}{p}\right)\) and \(\varphi_t f(x) = \varphi_t * f(x)\). Then \(f \rightarrow O(\varphi f(x))\) and \(f \rightarrow V_0(\varphi f(x))\) \((p > 2)\) are type \((p, p)\) operators for \(1 < p < \infty\), and weak-type \((1, 1)\) operators.
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