LOCAL POWER SERIES QUOTIENTS OF COMMUTATIVE BANACH AND FRÉCHET ALGEBRAS
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Abstract. We consider the relationship between derivations and local power series quotients for a locally multiplicatively convex Fréchet algebra. In §2 we derive necessary conditions for a commutative Fréchet algebra to have a local power series quotient. Our main result here is Proposition 2.6, which shows that if the generating element has finite closed descent, the algebra cannot be simply a radical algebra with identity adjoined—it must have nontrivial representation theory; if the generating element does not have finite closed descent, then the algebra cannot be a Banach algebra, and the generating element must be locally nilpotent (but non-nilpotent) in an associated quotient algebra. In §3 we consider a fundamental situation which leads to local power series quotients. Let D be a derivation on a commutative radical Fréchet algebra R with identity adjoined. We show in Theorem 3.10 that if the discontinuity of D is not concentrated in the (Jacobson) radical, then R has a local power series quotient. The question of whether such a derivation can have a separating ideal so large it actually contains the identity element has been recently settled in the affirmative by C. J. Read.

§1. Introduction

The Singer-Wermer conjecture states that a (possibly discontinuous) derivation on a commutative Banach algebra maps into the (Jacobson) radical. In establishing a proof of this conjecture one first uses reductions of B. E. Johnson [Johnson] and Thomas [Thomas2] to show that if the conjecture fails, then some commutative radical Banach algebra A has an element x with finite closed descent (see Definition 1.10) and a formal power series quotient based at that x (see Definition 2.1). Such a quotient is then shown to be impossible by constructing a finite subset called a recalcitrant system (see [Thomas2] Definition 3.3)). Recalcitrant systems essentially preclude prime-like properties, but they seem to require either finite closed descent or a related condition such as $a^n \in a^nA$ for construction.

Much the same strategy can be used to analyze a derivation on a locally multiplicatively convex Fréchet algebra. What is surprising is that the conditions necessary for the existence of a formal power series quotient are not greatly different whether one considers a Banach or Fréchet algebra (see Proposition 2.6), although
such quotients are far more prevalent in Fréchet algebras where it is possible to have locally nilpotent, non-nilpotent, elements.

The Fréchet and Banach algebras in this paper will generally be commutative. Commutativity is essential in Section 2 since the kernel of \( \theta \) (see Definition 2.1) needs to be an intersection of range spaces. The noncommutative version of Definition 2.1 requires handling the ideal generated by the commutators; this is probably one contributing reason why the noncommutative Singer-Wermer conjecture has remained unproven.

Throughout this paper we use the terms algebra, ideal, and subspace, in the algebraic sense; that is, we do not assume that these substructures are closed.

In this paper \( A \) will denote a Fréchet algebra with topology given by an increasing sequence of multiplicatively convex seminorms \( \| \cdot \|_n \) in the usual way.

If \( A \) does not have an identity element, we extend each of these seminorms to \( A^\sharp \) in the usual way; that is,

\[
\| \lambda 1 + a \|_n \equiv |\lambda| + \| a \|_n
\]

for \( \lambda \in \mathbb{C} \) and \( a \in A \). We can then let \( I_n = \{ a \in A^\sharp \mid \| a \|_n = 0 \} \) and let \( B_n \) denote the completion of \( (A^\sharp / I_n, \| \cdot \|_n) \). We will let \( \pi_n \) denote the natural map from \( A^\sharp \) into \( B_n \). We note in passing that Michael’s Theorem [Michael, Theorem 5.1] gives an explicit realization of \( A^\sharp \) in terms of a projective limit of the \( B_n \)'s.

We now require some standard definitions concerning nilpotency, spectrum, and torsion.

**Definition 1.1.** Let \( A \) be a Fréchet algebra. We say that an element \( a \in A \) is **nilpotent** if there exists \( n \in \mathbb{N} \) such that \( a^n = 0 \). We say that \( a \) is **locally nilpotent** if for each \( N \in \mathbb{N} \) there is \( n \in \mathbb{N} \) such that \( \| a^n \|_N = 0 \). If this is not the case, there must exist some \( N \in \mathbb{N} \) such that \( \| a^n \|_N > 0 \) for all \( n \in \mathbb{N} \) and we say that \( a \) is **nonlocally nilpotent**.

If \( A \) is actually a **Banach** algebra, local nilpotency and nilpotency are equivalent.

**Definition 1.2.** We define the **spectrum** of an element \( a \in A \) in the usual way:

\[
\sigma(a) \equiv \{ \lambda \in \mathbb{C} \mid (\lambda 1 - a) \text{ is not invertible in } A^\sharp \};
\]

and define the **spectral radius** in the usual way:

\[
\rho_\sigma(a) \equiv \sup\{ |\lambda| \mid \lambda \in \sigma(a) \}.
\]

Since the spectrum in a Fréchet algebra (unlike the case of a Banach algebra) need not be compact, we allow \( \rho_\sigma(a) \) to take the value \(+\infty\).

**Definition 1.3.** Let \( A \) be a commutative Fréchet algebra and let \( a \in A \). For each \( n \in \mathbb{N} \) the element \( \pi_n(a) \) is an element in the Banach algebra \( B_n \) so that \( \sigma(\pi_n(a)) \) is a nonempty compact subset of the complex plane. For ease of notation we denote \( \sigma_n(a) = \sigma(\pi_n(a)) \) for all \( n \in \mathbb{N} \).

It is routine to check that \( \sigma_n(a) \subseteq \sigma_{n+1}(a) \) and that

\[
\max\{ |\lambda| \mid \lambda \in \sigma_n(a) \} = \lim_{i \to \infty} \| \pi_n(a^i) \|_B_n^{1/i} \leq \| \pi_n(a) \|_{B_n} = \| a \|_n
\]

for all \( n \in \mathbb{N} \). It is also the case that \( \sigma(a) = \bigcup_{n=1}^{\infty} \sigma_n(a) \) (see [Michael, Theorem 5.3]).
Definition 1.4. Let \( \mathcal{A} \) be a commutative Fréchet algebra and fix an element \( a \in \mathcal{A} \). We define the set of torsion elements (with respect to \( a \)) to be

\[
T(a) \equiv \{ v \in \mathcal{A}^\sharp \mid a^n v = 0 \text{ for some } n \in \mathbb{N} \}.
\]

It is routine to check that the torsion elements form an ideal of \( \mathcal{A}^\sharp \) (which is generally not closed).

Definition 1.5. Let \( \mathcal{A} \) be a commutative Fréchet algebra and fix an element \( a \in \mathcal{A} \). We define the height of an element \( v \) (with respect to \( a \)) to be

\[
h(v) = 0 \text{ if } v \notin a\mathcal{A}^\sharp,
\]

\[
h(v) = n \text{ if } v \in a^n\mathcal{A}^\sharp - a^{n+1}\mathcal{A}^\sharp,
\]

and

\[
h(v) = \infty \text{ if } v \in \bigcap_{n=1}^{\infty} a^n\mathcal{A}^\sharp.
\]

We note that since \( a^{n+1}\mathcal{A}^\sharp \subseteq a^n\mathcal{A} \), the set \( \bigcap_{n=1}^{\infty} a^n\mathcal{A}^\sharp \) of elements of infinite height is also equal to \( \bigcap_{n=1}^{\infty} a^n\mathcal{A} \). It is routine to check that the set of elements of infinite height forms an ideal, but one important feature of this ideal is that it has a Fréchet topology \( \tau_0 \), which is (formally) stronger than the original Fréchet topology \( \tau \) on \( \mathcal{A} \), namely the topology generated from the range space topology on each \( a^n\mathcal{A} \). A sequence \( \{v_i\}_{i=1}^{\infty} \) converges in \( \bigcap_{n=1}^{\infty} a^n\mathcal{A} \) if and only if for each \( n \in \mathbb{N} \) it is the image (under multiplication by \( a^n \)) of a convergent sequence in \( \mathcal{A} \).

There is a relationship between torsion elements and divisibility.

Definition 1.6. Let \( \mathcal{A} \) be a Fréchet algebra and fix an element \( a \in \mathcal{A} \). We say that a subspace \( H \) of \( \mathcal{A} \) is \( a \)-divisible if for every \( \lambda \in \mathbb{C} \) we have \( (\lambda - a)H = H \) (if \( \mathcal{A} \) is noncommutative, this is usually qualified as “left-divisible”). There is always a largest \( a \)-divisible subspace, which we will denote \( D_a \) (which might be \( \{0\} \)).

Lemma 1.7. Let \( \mathcal{A} \) be a commutative Fréchet algebra and let \( a \in \mathcal{A} \) satisfy \( T(a) \subseteq a\mathcal{A} \). Then

(i) the ideal of torsion elements \( T(a) \) is \( a \)-divisible,

(ii) \( a(\bigcap_{n=1}^{\infty} a^n\mathcal{A}) = (\bigcap_{n=1}^{\infty} a^n\mathcal{A}) \).

Proof. First note that \( T(a) \) is closed under division by \( a \); that is, if \( aw = v \), then \( v \in T(a) \) implies that \( w \in T(a) \). This shows that \( aT(a) = T(a) \). Let \( \lambda \in \mathbb{C} \) be nonzero and let \( v \in T(a) \). There exists \( n \in \mathbb{N} \) such that \( a^n v = 0 \). Choose polynomials \( p \) and \( q \) so that \( p(x)(\lambda - x) + q(x)x^n = 1 \). Let \( x = a \) and apply this polynomial equation to \( v \),

\[
v = p(a)(\lambda - a)v + q(a)a^n v = (\lambda - a)(p(a)v).
\]

This shows that \( (\lambda - a)T(a) = T(a) \) for all \( \lambda \neq 0 \), completing the proof of (i). Now let \( v \in (\bigcap_{n=1}^{\infty} a^n\mathcal{A}) \). Hence there exists \( v_n \in \mathcal{A} \) such that \( a^n v_n = v \) for all \( n \in \mathbb{N} \). It suffices to show that \( v_1 \in (\bigcap_{n=1}^{\infty} a^n\mathcal{A}) \). But, \( (a^{n-1}v_n - v_1) \in T(a) \). Since \( T(a) \) is \( a \)-divisible, we can find \( w_n \in T(a) \) such that \( a^{n-1}w_n = a^{n-1}v_n - v_1 \) for all \( n \in \mathbb{N} \). This shows that \( v_1 \in (\bigcap_{n=1}^{\infty} a^{n-1}\mathcal{A}) = (\bigcap_{n=1}^{\infty} a^n\mathcal{A}) \), ending the proof of (ii). \( \square \)

We will have to handle one special case involving closed range when \( \mathcal{A} \) is a Banach algebra in the next section.
Lemma 1.8. Let $\mathcal{A}$ be a commutative Banach algebra. Let $a \in \mathcal{A}$ satisfy $a\mathcal{A} = a\overline{\mathcal{A}}$ and $T(a) \subseteq a\mathcal{A}$. There exists a constant $K$ such that whenever $n \in \mathbb{N}$ and $\{a^n e_i\}_{i=1}^\infty$ is a sequence satisfying $\|a^n e_i - a^n e_{i+1}\| < 2^{-i}$ for all $i \in \mathbb{N}$, we can find a new sequence $\{a^{n-1} f_i\}_{i=1}^\infty$ satisfying

(i) $a(a^{n-1} f_i) = a^n e_i$ for all $i \in \mathbb{N}$,
(ii) $\|a^{n-1} f_i - a^{n-1} f_{i+1}\| < K 2^{-i}$ for all $i \in \mathbb{N}$.

Proof. Since the range of the multiplication operator $M_a$ on $\mathcal{A}$ is closed, the open mapping theorem guarantees the existence of a constant $K$ such that whenever $x = ay$ we can find $z$ such that $x = az$ with $\|z\| \leq K\|x\|$ and $(y - z) \in \mathcal{N}_1 \equiv \{w \in \mathcal{A} \mid aw = 0\} \subseteq T(a)$. We also have that $aT(a) = T(a)$ by Lemma 1.7.

Start the induction by letting $f_1 = e_1$ so that $a(a^{n-1} f_1) = a^n e_1$ and $\|a^n f_1 - a^n e_2\| < 2^{-1}$. By our above remarks we can find $y \in \mathcal{A}$ such that $ay = (a^n f_1 - a^n e_2)$ and $\|y\| < K 2^{-1}$, with $y - (a^n f_1 - a^n e_2) = h_2 \in \mathcal{N}_1 \subseteq T(a)$. Since $T(a)$ is $a$-divisible we can find $g_2 \in T(a)$ such that $a^n g_2 = h_2$ and, hence, $a^n g_2 = 0$. Let $f_2 = e_2 - g_2$ and compute

$$a(a^{n-1} f_2) = a^n e_2 - a^n g_2 = a^n e_2,$$

$$\|a^{n-1} f_1 - a^{n-1} f_2\| = \|a^{n-1} f_1 - a^{n-1} e_2 + a^{n-1} g_2\| = \|y\| < K 2^{-1},$$

and

$$\|a^n f_2 - a^n e_3\| = \|a(a^{n-1} e_2 - a^{n-1} g_2) - a^n e_3\| = \|a^n e_2 - a^n e_3\| < 2^{-2}.$$}

Continue replacing $e_i$’s by $f_i$’s until at the $n$th stage we have

$$a^n f_i = a^n e_i \quad \text{for } i = 1, 2, \ldots, n,$$

$$\|a^{n-1} f_i - a^{n-1} f_{i+1}\| < K 2^{-i} \quad \text{for } i = 1, 2, \ldots, (n-1),$$

and

$$\|a^n f_n - a^n e_{n+1}\| < 2^{-n}.$$}

Again we can find $y \in \mathcal{A}$ such that $ay = (a^n f_n - a^n e_{n+1})$ and $\|y\| < K 2^{-n}$, with $y - (a^n f_n - a^n e_{n+1}) = h_{n+1} \in \mathcal{N}_1 \subseteq T(a)$. Since $T(a)$ is $a$-divisible, we can find $g_{n+1} \in T(a)$ such that $a^n g_{n+1} = h_{n+1}$ and, hence, $a^n g_{n+1} = 0$. Let $f_{n+1} = e_{n+1} - g_{n+1}$ and compute

$$a(a^{n-1} f_{n+1}) = a^n e_{n+1} - a^n g_{n+1} = a^n e_{n+1},$$

$$\|a^{n-1} f_n - a^{n-1} f_{n+1}\| = \|a^{n-1} f_n - a^{n-1} e_{n+1} + a^{n-1} g_{n+1}\| = \|y\| < K 2^{-n},$$

and

$$\|a^n f_{n+1} - a^n e_{n+2}\| = \|a(a^{n-1} e_{n+1} - a^{n-1} g_{n+1}) - a^n e_{n+2}\| = \|a^n e_{n+1} - a^n e_{n+2}\| < 2^{-(n+1)}.$$}

Induction now establishes the lemma.

Corollary 1.9. Let $\mathcal{A}$ be a commutative Banach algebra. Let $a \in \mathcal{A}$ satisfy $a\mathcal{A} = a\overline{\mathcal{A}}$ and $T(a) \subseteq a\mathcal{A}$. Then all ranges are closed ($a^n \mathcal{A} = a^n \overline{\mathcal{A}}$ for all $n \in \mathbb{N}$), the ideal consisting of the elements of infinite height $\bigcap_{n=1}^\infty a^n \mathcal{A}$ is closed, and $\rho_a(a) > 0$. 

Proof. Let \( n \in \mathbb{N} \) and \( y \in \overline{a^nA} \). We can certainly find a sequence \( \{a^n e_i\}_{i=1}^\infty \) converging to \( y \) satisfying \( \|a^n e_i - a^n e_{i+1}\| < 2^{-i} \) for all \( i \in \mathbb{N} \). Applying Lemma 1.8 \( n \) times gives us a sequence \( \{g_i\}_{i=1}^\infty \) satisfying \( a^n g_i = a^n e_i \) and \( \|g_i - g_{i+1}\| < K^n 2^{-i} \) for all \( i \in \mathbb{N} \). Since \( \lim_{i \to \infty} g_i = g \) for some \( g \in A \) we must have \( a^n g = y \). Therefore \( a^n A = \overline{a^nA} \). Since \( n \) was arbitrary, this shows that all ranges are closed. Therefore,

\[
\bigcap_{n=1}^\infty a^nA = \bigcap_{n=1}^\infty \overline{a^nA} = \bigcap_{n=1}^\infty a^nA
\]

and, consequently, Lemma 1.7 shows that

\[
a(\bigcap_{n=1}^\infty a^nA) = \bigcap_{n=1}^\infty a^nA.
\]

If \( a \) were quasi-nilpotent, we would also have

\[
(\lambda - a)(\bigcap_{n=1}^\infty a^nA) = \bigcap_{n=1}^\infty a^nA
\]

for all \( \lambda \neq 0 \) and the ideal consisting of the elements of infinite height would be \( a \)-divisible. Since it contains the torsion elements \( T(a) \) and since a quasi-nilpotent operator with closed range cannot be injective, the torsion subspace cannot be trivial (i.e., \( T(a) \neq \{0\} \)). But a closed divisible subspace in a Banach space must be trivial since if \( \lambda \) is in the boundary of the spectrum \( \sigma(a) \) of \( a \), then \( (\lambda - a) \) cannot be surjective. This contradiction shows that \( a \) is not quasi-nilpotent and \( \rho_\sigma(a) > 0 \), finishing the proof of the corollary. \( \square \)

We now have a number of related technical definitions which have been used before (see [Allan1] and [Allan2, Introduction and Section 2]) and which will be important in the subsequent sections.

Definition 1.10. Let \( a \) be an element in a Fréchet algebra \( A \).

(i) We say that \( a \) has finite closed descent if there exists \( n \in \mathbb{N} \) such that \( a^n \in a^{n+1}A^2 \).

(ii) We say that \( a \) has locally finite closed descent if for every \( N \in \mathbb{N} \) there exists \( n \in \mathbb{N} \) such that \( a^n \in a^{n+1}A^N \) (the closure is taken in the \( N \)th seminorm). Note that if \( A \) is not a Banach space, \( n \) in general will depend on \( N \).

We remark that if Definition 1.10(ii) holds, it is easily checked, as a consequence of the submultiplicative property of the seminorms, that

\[
a^n A^2 \subseteq a^{n+1}A^N = \overline{a a^n A^N} \subseteq a^n A^N.
\]

Taking closures of the above chain of containments with respect to the \( N \)th seminorm shows that multiplication by \( a \) on \( a^n A^N \) has \( \| \cdot \|_N \)-dense range. It is, then a routine induction to show that for every \( p \in \mathbb{N} \), multiplication by \( a^p \) on \( a^n A^N \) has \( \| \cdot \|_N \)-dense range such that

\[
a^{n+p}A^N = a^n A^N \quad \text{and} \quad a^{n+p} \in a^{n+p+1}A^N.
\]

For the next definition we stress that we are not assuming that \( A \) is an integral domain.
Definition 1.11. Let $A$ be a commutative Fréchet algebra. We say that an element $a \in A$ divides $b \in A$ (and we write $a | b$) if there exists $c \in A$ (note the sharp) such that $b = ac$. We say that an element $a \in A$ is prime if whenever $a | bc$, then either $a | b$ or $a | c$. We say that an element $a \in A$ is semiprime if whenever $a | b^2$, then $a | b$.

It is a consequence of [Read1] that every semiprime element in a commutative Banach algebra has closed range. With regard to formal power series, it is too much to ask that the generator be prime (unless we are in the very special situation of the coefficient algebra being an integral domain). We will therefore work with the less stringent requirement of being weakly almost prime. The definition is unfortunately less direct than one might like. Although the two concepts can easily differ in the context of Fréchet algebras, it is an open question whether or not there exists a weakly almost prime element of a commutative radical Banach algebra that is not prime.

Definition 1.12. Let $q \in A$, $k \in \mathbb{N}$ with $k \geq 2$ and $\{x_1, x_2, \ldots, x_k\} \subseteq A$. We say that $\{x_1, x_2, \ldots, x_k\}$ satisfies subdivisibility with respect to $q$ if

\[ q | x_r x_s \text{ for } r < s \]
\[ q^2 | x_r x_s x_t \text{ for } r < s < t \]
\[ \vdots \]
\[ q^{k-1} | x_1 x_2 \ldots x_k. \]

We say that $q$ is almost $k$-prime if whenever $\{x_1, x_2, \ldots, x_k\}$ satisfies subdivisibility with respect to $q$, then there exists $\{u_1, u_2, \ldots, u_k\} \subseteq A^\circ$ such that

\[ \prod_{j=1}^{k} (x_j - qu_j) = 0. \]

We say that $q$ is weakly almost $k$-prime if whenever $\{x_1, x_2, \ldots, x_k\}$ satisfies subdivisibility with respect to $q$, then there exists $\{u_1, u_2, \ldots, u_k\} \subseteq A^\circ$ such that

\[ \prod_{j=1}^{k} (x_j - qu_j) \in q^k A^\circ. \]

Definition 1.13. Let $p$ be an element of $A$. We say that $p$ is almost prime if $p^k$ is almost $(k+1)$-prime for all $k \in \mathbb{N}$. We say that $p$ is weakly almost prime if $p^k$ is weakly almost $(k+1)$-prime for all $k \in \mathbb{N}$.

§2. Local Power Series Quotients

We are interested in knowing when a commutative Fréchet algebra $A^\circ$ has a (unital) algebra homomorphism $\theta$ that is onto an algebra of formal series with coefficients in some commutative unital complex algebra $A_0$. We will use the notation

\[ A_0[[X]] \equiv \{ \sum_{i=0}^{\infty} a_i X^i \mid a_i \in A_0 \} \]

for such an algebra of formal series. If the kernel of $\theta$ is the ideal $J$, then $\theta$ factors through $J$ as an isomorphism $\theta_{\approx}$ from $A^\circ/J$ onto $A_0[[X]]$. We do not, at this point, assume any topology on $A_0$. Unfortunately, if we put no restrictions on $J$, there may be some very ill-behaved isomorphisms (see [Dales-McClure Theorem 2.3]) even in the case where $A_0 \cong \mathbb{C}$. 
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If there is a unital algebra homomorphism \( \theta \) from \( \mathcal{A}^i \) onto \( \mathcal{A}_0[[X]] \) with the kernel of \( \theta \) equal to \( \mathcal{J} \) and associated isomorphism \( \theta_\sim \) from \( \mathcal{A}^i/\mathcal{J} \) onto \( \mathcal{A}_0[[X]] \), then some element \( x \) must be mapped to the indeterminates \( X \), and since \( X \) is not invertible in \( \mathcal{A}_0[[X]] \), it must be the case that \( x \) is not invertible in \( \mathcal{A}^i \). If \( \theta(x) = X \), then, considering the ideal consisting of the elements of infinite height (with respect to \( x \)), it is clear that \( \bigcap_{n=0}^{\infty} x^nA \) must be contained in the kernel \( \mathcal{J} \) since \( X \) has no elements of infinite height in \( \mathcal{A}_0[[X]] \). Since \( \bigcap_{n=0}^{\infty} x^nA \) has a (formally) stronger Fréchet topology, it is therefore natural to investigate the special case where the kernel of \( \theta \) is precisely the ideal consisting of the elements of infinite height (with respect to \( x \)). We call this a formal power series quotient based at \( X \) and refer to \( X \) as the generating element.

**Definition 2.1.** Let \( x \in \mathcal{A} \) and suppose that the ideal generated by \( x \), namely \( xA^i \), is a nonzero, proper ideal of \( \mathcal{A} \) (this excludes trivial cases). We say that the commutative Fréchet algebra \( \mathcal{A} \) has a *formal power series quotient based at \( x \) if there exists a commutative unital complex algebra \( \mathcal{A}_0 \) and a unital algebra homomorphism \( \theta \) onto \( \mathcal{A}_0[[X]] \) such that the kernel of \( \theta \) is precisely the ideal consisting of the elements of infinite height; that is,

\[
\theta_\sim : (\mathcal{A}^i / \bigcap_{n=1}^{\infty} x^nA) \cong \mathcal{A}_0[[X]]
\]

and \( \theta(x) = X \). We say that a commutative Fréchet algebra \( \mathcal{A} \) has a *local power series quotient* if it has a formal power series quotient based at \( x \) for some \( x \in \mathcal{A} \) for which the ideal generated by \( x \) is nonzero and proper.

We remark that Definition 2.1 generalizes to non-commutative Fréchet algebras by replacing the kernel of \( \theta \) above, \( \bigcap_{n=1}^{\infty} x^nA \), by \( \bigcap_{n=1}^{\infty} (C + x^nA) \) where \( C \) is the ideal generated by the commutators \( \{xy - yx \mid x, y \in \mathcal{A} \} \). However, this has the unfortunate consequence that the kernel of \( \theta \) is no longer an intersection of range spaces.

We require several lemmas. The first lemma, a somewhat more general Mittag-Leffler theorem (see [Sinclair]) is proved by essentially the same method as in [Thomas1, Lemma 1.1d], although the maps here are not assumed to commute.

**Lemma 2.2.** Let \( \{X_n\}_{n=1}^{\infty} \) be closed subspaces of a Fréchet space \( (X, \| \cdot \|_n) \) (with \( \| \cdot \|_n \leq \| \cdot \|_{n+1} \)) and let \( \{\varphi_n : X_{n+1} \to X_n\}_{n=1}^{\infty} \) be a sequence of continuous functions satisfying:

(i) There exists a sequence of constants \( \{C_i\}_{i=1}^{\infty} \) such that for all \( a, b \in X_{n+1} \) and nonnegative integers \( p \) we have

\[
\|\varphi_n(a) - \varphi_n(b)\|_{n+p} \leq C_{n+p} \|a - b\|_{n+p}
\]

for \( n = 1, 2, \ldots \).

(ii) \( \varphi_n(X_{n+1}) \supseteq X_n \) for \( n = 1, 2, \ldots \).

Then the inverse, or projective, limit \( P = \{(y_n)_{n=1}^{\infty} \mid \varphi_n y_{n+1} = y_n \text{ for } n = 1, 2, \ldots \} \) is nonempty and \( \pi_n(P) \supseteq X_n \) (where \( \pi_n \) is the \( n \)th coordinate projection) for \( n = 1, 2, \ldots \).

**Proof.** Without loss of generality, we may assume that \( C_i \geq 1 \) for all \( i \in \mathbb{N} \). Fix \( n \in \mathbb{N} \) and \( \epsilon > 0 \). Let \( x_n \) be any element of \( X_n \). Choose \( x_{n+1} \in X_{n+1} \) such that \( \|\varphi_n x_{n+1} - x_n\|_n < \epsilon/(2^n C_n) \). Continue inductively choosing \( x_{n+p+1} \in X_{n+p+1} \)
such that
\[ \left\| \varphi_{n+p} x_{n+p+1} - x_{n+p} \right\|_{n+p} < \epsilon / (2^{n+p+1} C^p_{n+p}) \]
for \( p = 1, 2, \ldots \). Given any nonnegative integer \( j \), observe that
\[
\left\| \varphi_{n+j} x_{n+j+1} - x_{n+j} \right\|_{n+j} \\
+ \sum_{p=j+1}^{\infty} \left\| \varphi_{n+j} \varphi_{n+p} x_{n+p+1} - \varphi_{n+j} \varphi_{n+j+1} \cdots \varphi_{n+p-1} x_{n+p} \right\|_{n+p} \\
\leq \left\| \varphi_{n+j} x_{n+j+1} - x_{n+j} \right\|_{n+j} \\
+ \sum_{p=j+1}^{\infty} C_{n+p} \left\| \varphi_{n+j} \varphi_{n+p} x_{n+p+1} - \varphi_{n+j+1} \cdots \varphi_{n+p-1} x_{n+p} \right\|_{n+p}
\]
\[
\ldots
\leq \sum_{p=j}^{\infty} C_{n+p}^p \left\| \varphi_{n+p} x_{n+p+1} - x_{n+p} \right\|_{n+p} \\
\leq \sum_{p=j}^{\infty} C_{n+p}^p / (2^{n+p+1} C^p_{n+p}) \leq \epsilon / (2^{n+j}).
\]
This shows that the sequence \( \{ \varphi_{n+j} \varphi_{n+p} x_{n+p+1} \}_{p=j}^{\infty} \) is Cauchy (in \( p \)) in the Fréchet topology of \( X \) (and \( X_{n+j} \), which is closed). Consequently, there exists \( y_{n+j} \in X_{n+j} \) such that
\[
\varphi_{n+j} \cdots \varphi_{n+p} x_{n+p+1} \rightarrow y_{n+j} \text{ as } p \rightarrow \infty
\]
for \( j = 0, 1, 2, \ldots \). But if we also define \( y_{n-1} = \varphi_{n-1} y_n \), \( y_{n-2} = \varphi_{n-2} \varphi_{n-1} y_n \), \ldots \( y_1 = \varphi_1 \varphi_2 \cdots \varphi_{n-1} y_n \), then it is routine to show that \( (y_i)_{i=1}^{\infty} \in P \) and \( \pi_n(y_i)_{i=1}^{\infty} = y_n \).

Finally, we can compute the \( n \)th seminorm distance from \( \pi_n(y_i)_{i=1}^{\infty} \) and \( x_n \) as
\[
\left\| y_n - x_n \right\|_{n} \leq \lim_{m \rightarrow \infty} \left\| \varphi_n \cdots \varphi_{n+m} x_{n+m+1} - x_n \right\|_{n} \\
\leq \lim_{m \rightarrow \infty} \left\| \sum_{p=0}^{m} \varphi_n \cdots \varphi_{n+p} x_{n+p+1} - \varphi_n \cdots \varphi_{n+p-1} x_{n+p} \right\|_{n+p} \\
\leq \sum_{p=0}^{\infty} \left\| \varphi_n \cdots \varphi_{n+p} x_{n+p+1} - \varphi_n \cdots \varphi_{n+p-1} x_{n+p} \right\|_{n+p} \\
\leq \sum_{p=0}^{\infty} \epsilon / (2^{n+p+1}) \leq \epsilon.
\]
Since \( \epsilon > 0 \) was arbitrary, this shows that the closure in the \( n \)th seminorm \( \overline{\pi_n(P)}^n \) contains \( X_n \).

\[\Box\]

**Lemma 2.3.** Let \( x \) be an element of a commutative Fréchet algebra \( A \), let \( \hat{x} \) denote the coset containing \( x \) in the quotient Fréchet algebra \( A^\infty / \mathfrak{m} \). Then either there exists \( n \in \mathbb{N} \) such that
\[ x^k \not\in \mathfrak{m} x^{k+1} A^n \]
for all \( k \in \mathbb{N} \) (i.e., \( x \) does not have locally finite closed descent) or \( \hat{x} \) is locally nilpotent.
Proof. Suppose that the first alternative fails and that no such n exists. Then for any $n \in \mathbb{N}$ we can find $k \in \mathbb{N}$ such that

$$x^k \in \overline{x^{k+1}A^i} = \overline{x(x^kA^i)}.$$

Our remark after Definition 1.10 shows that

$$\overline{x^pA^i} = x^p(\overline{xA^i}) = \overline{x(x^{p-1}A^i)} = \overline{x(xA^i)} = x^kA^i$$

for $p = 1, 2, \ldots$. It is therefore possible to choose an increasing sequence $\{k_n\}_{n=1}^{\infty}$ such that

$$\overline{x(x^{k_n+1}A^i)} = \overline{x^{k_n}A^i}$$

for $n = 1, 2, \ldots$. Therefore, for each $n \in \mathbb{N}$, let

$$X_n = \overline{x^{k_n}A^i},$$

let $\varphi_n$ be multiplication by $x$ (which is a continuous function from $X_{n+1}$ to $X_n$) and let $C_n = \|x\|_n$. Note that the hypotheses of Lemma 2.2 are satisfied, namely:

1. For all $n, p \in \mathbb{N}$ the difference in the $(n+p)$th seminorms has the correct upper bound

$$\|\varphi_n(a) - \varphi_n(b)\|_{n+p} = \|x(a-b)\|_{n+p} \leq \|x\|_{n+p}\|a - b\|_{n+p} = C_{n+p}\|a - b\|_{n+p}.$$

2. For all $n \in \mathbb{N}$, the maps have dense range

$$\overline{\varphi_n(X_{n+1})} = \overline{x(x^{k_{n+1}}A^i)} = \overline{x(x^{k_n+1}A^i)} = \overline{x^{k_n}A^i} = X_n.$$

Lemma 2.2 can therefore be applied. In this case, it is easily seen that the image of any canonical projection of the projective limit is simply the largest subspace $H \subseteq A^i$ satisfying $xH = H$ (i.e., the subspace is divisible by the single operation of multiplication by $x$), such that

$$\overline{H^n} \supseteq \overline{x^{k_n}A^i} \supseteq x^{k_n}A^i$$

for $n = 1, 2, \ldots$. Since we must have $H \subseteq \bigcap_{m=1}^{\infty} x^mA$, it follows that

$$x^{k_n} \in \overline{x^{k_n}A^i} \subseteq \overline{H^n} \subseteq \bigcap_{m=1}^{\infty} x^mA$$

for $n = 1, 2, \ldots$. This shows that $\dot{x}$ is locally nilpotent and completes the proof. □

Next we observe that the inductive construction (of what we called a recalcitrant system) in [Thomas2] of sections 3.10a–3.10d can be reworded in our setting to equivalently read:

Lemma 2.4 ([Thomas2]). Let $s$ be a non-nilpotent element of a commutative radical Banach algebra $\mathcal{R}^2$ with identity adjoined (so that $\mathcal{R}^2 \cong \mathbb{C} \cdot 1 \oplus \mathcal{R}$ and $\mathcal{R} = \text{rad}(\mathcal{R}^2)$). Let $\{e_n\}_{n=0}^{\infty}$ be a sequence of elements in $\mathcal{R}$ such that $\lim_{n \to \infty} e_ns = s$. Fix a positive integer $k \in \mathbb{N}$ and choose $k$ fixed sequences $\{\lambda_{ij}\}_{i=1}^{\infty}$ satisfying

$$\lim_{j \to \infty} |\lambda_{i1}\lambda_{i2} \ldots \lambda_{ij}| = +\infty$$

for $i = 1, 2, \ldots, k$. Order the set of double indices $\{(ij)\}_{i,j=1}^{k}$ with the following lexicographical order: $ij_1 < ij_2$ if either $j_1 < j_2$ or $j_1 = j_2$ and $i_1 < i_2$. Once $\alpha_{ij}$ has been chosen, the element $(\lambda_{ij} + (1 - \lambda_{ij})e_{\alpha_{ij}})$ will be invertible in $\mathcal{R}^2$. Then, as
long as the values \( \{ (\alpha_{ij})^k_{i=1} \}_{j=1}^\infty \) are chosen to increase sufficiently rapidly as the \( \{ (j)^k_{i=1} \}_{j=1}^\infty \) increase in the lexicographical order, the elements

\[
s_i = s \prod_{j=1}^{\infty} (\lambda_{ij} + (1 - \lambda_{ij})e_{\alpha_{ij}})
\]

converge in \( \mathcal{R} \) for \( i = 1, 2, \ldots, k \), satisfy subdivisibility with respect to \( s \), and have the property

\[
\sup_n \frac{\| \prod_{i=1}^{m_0+1} (s_i - s_{m_0}) u_i \|^n}{\| \pi^n \|^n} = +\infty
\]

for all choices of \( \{ v_1, v_2, \ldots, v_k \} \subseteq \mathbb{R}^2 \).

We note that the requirement in the above lemma that the \( \{ e_\alpha \}_{\alpha \in \mathbb{N}} \) be in the radical \( \mathcal{R} \) (and not simply in \( \mathbb{R}^2 \)) is essential for the construction given in [Thomas2]. We wish to extend this result to radical Fréchet algebras, but the more stringent requirement that the element be nonlocally nilpotent is necessary.

**Corollary 2.5.** Let \( \mathcal{R}^\sharp \) be a commutative radical Fréchet algebra with identity adjoined (so that \( \mathcal{R}^\sharp \cong \mathbb{C} \cdot 1 \oplus \mathcal{R} \) and \( \mathcal{R} = \text{rad}(\mathcal{R}^\sharp) \)) and let \( x \) be a nonlocally nilpotent element of \( \mathcal{R} \) satisfying

\[
x^{m_0} \in x^{m_0}\mathcal{R}
\]

for some \( m_0 \in \mathbb{N} \). Then there exists \( n_0 \in \mathbb{N} \), and elements \( \{ s_1, s_2, \ldots, s_{m_0+1} \} \subseteq \mathcal{R} \) such that \( \{ s_1, s_2, \ldots, s_{m_0+1} \} \) satisfy subdivisibility with respect to \( x^{m_0} \) and

\[
\sup_n \frac{\| \prod_{i=1}^{m_0+1} (s_i - x^{m_0} u_i) \|^n}{\| x^{m_0(n+1)} \|^n} = +\infty
\]

for all choices of \( \{ u_1, u_2, \ldots, u_{m_0+1} \} \subseteq \mathbb{R}^2 \). Consequently, \( x \) is not weakly almost prime.

**Proof.** Since \( x \) is nonlocally nilpotent, we can choose \( n_0 \in \mathbb{N} \) such that \( \| x^n \|_{m_0} \neq 0 \) for all \( n \in \mathbb{N} \). Let \( k = m_0 + 1 \) and choose \( k \) fixed sequences \( \{ \lambda_{ij} \}^k_{j=1} \) satisfying

\[
\lim_{j \to \infty} |\lambda_{i1} \lambda_{i2} \ldots \lambda_{ij}| = +\infty
\]

for \( i = 1, 2, \ldots, k \). We have, as a consequence of the Arens-Michael isomorphism, a continuous homomorphism \( \pi_{n_0} \) (with dense range) from \( \mathcal{R}^\sharp \) into \( \mathcal{B}_{n_0} \) with kernel \( \mathcal{I}_{n_0} \). It is easy to verify that \( \mathcal{B}_{n_0} \) is also a radical algebra with identity adjoined since for all \( r \in \mathcal{R} \)

\[
\{ 0 \} = \sigma(r) = \bigcup_{n=1}^{\infty} \sigma_n(r)
\]

as noted in the discussion of the Arens-Michael isomorphism in Section 1. But the spectrum is nonempty in each \( \mathcal{B}_n \), and so \( \sigma_{n_0}(r) = \sigma(\pi_{n_0}(r)) = \{ 0 \} \) for all \( r \in \mathcal{R} \). This, together with the fact that \( \pi_{n_0} \) has dense range, shows that \( \mathcal{B}_{n_0} \) is a commutative radical Banach algebra with identity adjoined. Let \( s = (\pi_{n_0}(x))^{m_0} \).

Since \( x^{m_0} \in x^{m_0}\mathcal{R} \), we can find a sequence \( \{ f_\alpha \}^\infty_{\alpha=1} \) in \( \mathcal{R} \) such that \( f_\alpha x^{m_0} \to x^{m_0} \) in the Fréchet topology of \( \mathcal{R} \). If we let \( e_\alpha = \pi_{n_0}(f_\alpha) \) for each \( \alpha \in \mathbb{N} \), it will follow that

\[
\lim_{\alpha \to \infty} e_\alpha s = s
\]

in the norm topology of the commutative radical Banach algebra.
\(B_n\) with identity adjoined. If \(\{\{\alpha_{ij}\}_{i=1}^{k}\}_{j=1}^{\infty}\) are chosen to increase sufficiently rapidly as the \(\{ij\}_{i=1}^{k}\}_{j=1}^{\infty}\) increase in the lexicographical order, then the elements

\[
s_i \equiv x^{m_0} \prod_{j=1}^{\infty} (\lambda_{ij} + (1 - \lambda_{ij}) f_{\alpha_{ij}})
\]

will converge in the Fréchet topology of \(R\) and satisfy subdivisibility with respect to \(x^{m_0}\), the conditions of Lemma 2.4 will be met, and the elements

\[
\pi_n(s_i) \equiv s \prod_{j=1}^{\infty} (\lambda_{ij} + (1 - \lambda_{ij}) e_{\alpha_{ij}})
\]

will converge in the Banach algebra topology of \(B_{n_0}\), and

\[
\sup_n \frac{\| \prod_{i=1}^{k} (\pi_n(s_i) - sv_i)^n \|^{1/n}}{\|v^n\|^{1/n}} = +\infty
\]

for all choices of \(\{v_1, v_2, \ldots, v_k\} \subseteq B_{n_0}\). Remembering that for \(u \in R^2\), \(\|u\|_{n_0} = \|\pi_n(u)\|\), we conclude that given any \(k = m_0 + 1\) choices \(\{u_1, u_2, \ldots, u_k\} \subseteq R^2\), we can apply the above to \(v_i = \pi_n(u_i)\) for \(i = 1, 2, \ldots, k\) and obtain

\[
\sup_n \frac{\| \prod_{i=1}^{m_0+1} (s_i - x^{m_0} u_i)^n \|^{1/n}}{\|x^{m_0(m_0+1)}\|^{1/n}} = +\infty.
\]

Suppose now that \(x\) is weakly almost prime. Then \(x^{m_0}\) would be weakly almost \((m_0 + 1)\)-prime. However, the set \(\{s_1, s_2, \ldots, s_{m_0+1}\}\) satisfies subdivisibility with respect to \(x^{m_0}\) and there would have to exist \(\{u_1, u_2, \ldots, u_{m_0+1}\} \subseteq R^2\) and \(v \in R^2\) such that

\[
\prod_{i=1}^{m_0+1} (s_i - x^{m_0} u_i) = x^{m_0(m_0+1)} v.
\]

But \(\sup_n \|v^n\|_{n_0}^{1/n} = \rho_{\sigma}(\pi_n(u))\) is bounded in the Banach algebra \(B_{n_0}\), contradicting

\[
\sup_n \frac{\| \prod_{i=1}^{m_0+1} (s_i - x^{m_0} u_i)^n \|^{1/n}}{\|x^{m_0(m_0+1)}\|^{1/n}} = +\infty
\]

and showing that such a \(u \in R^2\) cannot exist. Therefore, \(x\) cannot be weakly almost prime.

We now have our result which establishes the main necessary conditions for having a local power series quotient. We note that the seventh conclusion \(\text{vii})\) is the most important since it shows that either \(x\) has finite closed descent and \(A^2\) has nontrivial representation theory, or \(x\) does not have finite closed descent, \(A^2\) is not a Banach algebra, and \(x\) must be locally nilpotent (but non-nilpotent) in the quotient Fréchet algebra \(A^2/\bigcap_{m=1}^{\infty} x^m A\).

**Proposition 2.6.** Suppose that the commutative Fréchet algebra \(A\) has a formal power series quotient based at \(x\), let \(\theta\) denote the surjective homomorphism for which \(\theta(x) = X\), let \(\theta_{\otimes}\) denote the associated isomorphism

\[
\theta_{\otimes} : (A^2/\bigcap_{n=1}^{\infty} x^n A) \cong A_0[[X]],
\]
and let \( \hat{x} \) be the coset containing \( x \) in the quotient Fréchet algebra \( A^\prime/\bigcap_{n=1}^\infty x^nA \). Then the following conditions hold:

(i) \( x \) is not nilpotent;

(ii) the torsion elements \( T(x) \) with respect to \( x \) are contained in \( \bigcap_{n=1}^\infty x^nA \) and hence \( x(\bigcap_{n=1}^\infty x^nA) = (\bigcap_{n=1}^\infty x^nA) \);

(iii) (algebraically) \( A_0 \cong A^2/x^2A^2 \);

(iv) if \( A \) contains an idempotent \( e \) different from the identity, and if \( e \) is not contained in the kernel \( (\bigcap_{n=1}^\infty x^nA) \) of \( \theta \), then \( e_0 = \theta(e) \) is a nonzero idempotent in \( A_0 \) and \( e \neq 0 \). Also, \( eA \) is a closed subalgebra of \( A \) and if we define \( \theta_e(a) = \theta(ea) \), we have the associated isomorphism:

\[
\theta_e : (eA/\bigcap_{n=1}^\infty (ex)^neA) \cong (b_0A_0)[[X]]
\]

so that \( eA \) has a formal power series quotient based at \( (ex) \);

(v) either \( A_0 \) contains nonzero idempotents other than the identity element or whenever \( x = uv \) for \( u, v \in A^2 \) one of \( \{u, v\} \) is invertible modulo the kernel \( (\bigcap_{n=1}^\infty x^nA) \) of \( \theta \) and, consequently, \( x \) is irreducible;

(vi) \( y \) is divisible by \( x^n \) if and only if \( \theta(y) = \sum_{k=0}^\infty y_0x^k \) satisfies \( y_0 = y_1 = \ldots = y_{n-1} = 0 \), and, consequently, \( x \) is weakly almost prime;

(vii) either \( x \) has finite closed descent and \( A^2 \) is not a commutative radical Fréchet algebra with identity adjoined or \( A \) is not a Banach algebra, \( x \) does not have finite closed descent, \( \sigma(\hat{x}) = \{0\} \), and \( \hat{x} \) is locally nilpotent (but non-nilpotent). 

**Proof.** Since \( \theta(x) = X \) and since \( X \) is non-nilpotent, \( x \) is non-nilpotent. This proves (i).

Since \( A_0[[X]] \) has no \( X \)-torsion, it must be the case that \( T(x) \) is contained in the kernel of \( \theta \) which is precisely \( \bigcap_{n=1}^\infty x^nA \). This means that \( T(x) \subseteq \bigcap_{n=1}^\infty x^nA \subseteq xA \) and an application of Lemma 1.7 establishes (ii).

Note that \( A_0 \cong A_0[[X]]/(XA_0[[X]]) \). Consideration of the preimages shows that

\[
A^2/x^2A^2 \cong (A^2/\bigcap_{n=1}^\infty x^nA)/(xA^2/\bigcap_{n=1}^\infty x^nA) \cong A_0[[X]]/(XA_0[[X]])
\]

and establishes (iii).

Suppose that \( e \) is an idempotent in \( A \) different from the identity. If \( e \not\in \bigcap_{n=1}^\infty x^nA \), then \( \theta(e) = b_0 + \sum_{i=1}^\infty b_iX^i \) is a nonzero idempotent in \( A_0[[X]] \). It is clear that \( b_0^2 = b_0 \). We claim that \( b_i = 0 \) for all \( i \geq 1 \). First note that \( b_1 = 2b_0b_1 \) since \( \theta(e)^2 = \theta(e) \). But, multiplying both sides by \( b_0 \) yields \( b_0b_1 = 2b_0b_1 \) which forces \( b_0b_1 = 0 \) and, in consequence, \( b_1 = 0 \). Suppose that we have shown that \( b_1 = b_2 = \ldots = b_{n-1} = 0 \). Then \( \theta(e) = b_0 + \sum_{i=n}^\infty b_iX^i \) and idempotence again requires that \( b_n = 2b_nb_n \). Multiplication by \( b_0 \) again shows that \( b_0b_n = 2b_0b_n \) and \( b_n = 0 \). Induction now shows that \( \theta(e) = b_0 \neq 0 \), since we are assuming that \( e \) is not in the kernel of \( \theta \). This also shows that \( ex \neq 0 \), since \( \theta(ex) = b_0X \neq 0 \). Hence, \( b_0A_0 \) is a commutative unital complex algebra with identity \( b_0 \). Correspondingly, \( eA \) is a subalgebra of \( A \) with identity \( e \). It is closed, since it is the null space of the multiplication operator \( M_{1-e} \) on \( A \) where \( M_{1-e}(a) = (a - ea) \). Define \( \theta_e \) on \( eA \) by \( \theta_e(ea) = b_0\theta(a) \), which is just the restriction of \( \theta \) to \( eA \). This map is clearly onto \( b_0A_0[[X]] \). If \( ea \) is in the kernel of \( \theta_e \), this means that \( ea \in x^nA \) for
all \( n \in \mathbb{N} \). Multiplying by \( e \) we have that \( ecA \in eA^n \). This establishes the surjective homomorphism \( \theta_e \) and associated isomorphism \( \theta_e^{-1} \).

Suppose that \( ecA = eA \). Apply this \( n \) times to obtain that \( x^n(ecA) = eA \) for all \( n \in \mathbb{N} \). But then \( ec = e^2 \in eA \in \bigcap_{n=1}^{\infty} x^n A \), a contradiction to the fact that \( e \) is not in the kernel of \( \theta \). We remark that this is where we need \( e \in A \) rather than the weaker assumption \( e \in A^2 \). Therefore, \( eA \) has a formal power series quotient based at \((ex)\). This establishes (iv).

Suppose that \( x = u + v \) for some \( u, v \in A^2 \). Apply \( \theta \) so that we have \( X = \theta(u)\theta(v) \) and let the expansions be \( \theta(u) = \sum_{i=0}^{\infty} a_i X^i \) and \( \theta(v) = \sum_{i=0}^{\infty} b_i X^i \). Computation shows that \( a_0 b_0 = 0 \) and \( a_0 b_1 + a_1 b_0 = 1 \). Consequently, one of \( \{a_0 b_1, a_1 b_0\} \) must be nonzero. Without loss of generality, assume that \( a_0 b_1 \neq 0 \). Multiply the equation \( a_0 b_1 + a_1 b_0 = 1 \) by \( a_0 b_1 \) and use commutativity and the fact that \( a_0 b_0 = 0 \) to conclude that

\[
(a_0 b_1)^2 = a_0^2 b_1^2 = a_0 b_1.
\]

So \( c_0 = a_0 b_1 \) is a nonzero idempotent, and clearly \( X \) factors as \( (e_0 + (1-e_0)X)((1-e_0)+e_0 X) \). However, if the only nonzero idempotent of \( A_0 \) is 1, we conclude \( a_0 b_1 = 1 \) so that

\[
b_1 \theta(u) = 1 - \sum_{i=1}^{\infty} (-b_1 a_i) X^i.
\]

If \( \lambda \neq 0 \), then any element of the form \( \lambda - \sum_{i=1}^{\infty} c_i X^i \) is invertible in \( A_0[[X]] \) as follows:

\[
(\lambda - Y)^{-1} = \lambda^{-1}(1 - (\lambda^{-1} Y))^{-1} = \sum_{i=0}^{\infty} \lambda^{-(i+1)} Y^i
\]

for any \( Y \in X A_0[[X]] \). The series converges since each \( i \)th power term of the result only depends on finitely many terms of the sum. Hence, there exists \( y \in A^2 \) such that \( u y \in (1 + \bigcap_{n=1}^{\infty} x^n A) \), so that \( u \) is invertible modulo the kernel of \( \theta \). In addition, multiplying the above relation by \( v \) shows that \( xy = u c y \in (v + \bigcap_{n=1}^{\infty} x^n A) \); so there exists \( a \in A \) such that \( xy = v + xa \) or \( v = x(y - a) \) and, hence, \( x v \). This shows that \( x \) is irreducible, and completes the proof of assertion (v).

Suppose that \( y \in A \) and \( y = x^n z \) for some \( n \in \mathbb{N} \) and \( z \in A^2 \). Apply the homomorphism \( \theta \) and suppose that \( \theta(y) = \sum_{k=1}^{\infty} y_k X^k \) with \( y_k \in A_0 \) for \( k = 1, 2, \ldots \) and \( \theta(z) = \sum_{k=1}^{\infty} z_k X^k \) with \( z_k \in A_0 \) for \( k = 1, 2, \ldots \). Since \( y = x^n z \), it must be the case that \( \sum_{k=1}^{\infty} y_k X^k = \sum_{k=1}^{\infty} z_k X^k \) in \( A_0[[X]] \). This can only happen if \( y_0 = y_1 = y_2 = \ldots = y_{n-1} = 0 \). Conversely, if the series for \( \theta(y) \) is of the form \( \sum_{k=1}^{\infty} y_k X^k \), then it is clear that \( y \in x^n A^2 \) since \( \theta \) is onto and its kernel is precisely \( \bigcap_{m=1}^{\infty} x^m A \) which contains \( x^n A^2 \). Let \( m_0 \) be any positive integer. We need to show that \( x^{m_0} \) is weakly almost \((m_0 + 1)\)-prime. But the demonstration of this fact can be done in exactly the same manner as the proof of [Thomas2, Theorem 2.25], since we now know that an element \( y \) is divisible by \( x^n \) if and only if the first \( n \) terms of its series \( \theta(y) \) vanish. Since \( m_0 \) was arbitrary, this shows that \( x \) is weakly almost prime, finishing the proof of assertion (vi).

We finally consider assertion (vii). We have already noted that \( (\lambda - X) \) is invertible in \( A_0[[X]] \) if \( \lambda \neq 0 \). This shows that for every \( \lambda \neq 0 \) there exists \( u_\lambda \) in \( A^2 \) such that

\[
(\lambda - x) u_\lambda \in 1 + \bigcap_{n=1}^{\infty} x^n A;
\]

\[\text{LOCAL POWER SERIES QUOTIENTS 2151}\]
so, certainly,

\[(\lambda - x)u_\lambda \in 1 + \bigcap_{n=1}^{\infty} x^n A.\]

Let a “dot” denote the coset in the Fréchet algebra \( A^I / \bigcap_{n=1}^{\infty} x^n A \). It follows that 

\[(\lambda - x)u_\lambda = 1 \text{ for every } \lambda \neq 0, \text{ so that } \sigma(x) = \{0\}.\]

Suppose that for some seminorm \( \| \cdot \|_n \) we have

\[x^k \not\in x^{k+1} A^n \]

for every \( k \in \mathbb{N} \). Let \( \pi_n \) be the canonical projection of the Arens-Michael isomorphism, and let \( B_n \) be the corresponding \( n \)th Banach algebra (on which the \( \| \cdot \|_n \) seminorm is a norm). Since \( \pi_n \) has dense range, it must also be the case that

\[(\pi_n(x))^k \not\in (\pi_n(x))^{k+1} B_n \]

for every \( k \in \mathbb{N} \) (the closure being taken in the Banach algebra \( B_n \)). For each \( k \in \mathbb{N} \) we can choose a continuous linear functional \( \varphi_k \) in the dual of \( B_n \) with

\[\varphi_k((\pi_n(x))^k) = 1, \text{ but } \varphi_k((\pi_n(x))^{k+1} B_n) = \{0\}.\]

For each \( k \in \mathbb{N} \) we can also choose a scalar \( \lambda_k \) in the complex field sufficiently large such that

\[|\lambda_k| > \left( \sum_{i=1}^{k-1} |\lambda_i| \|\varphi_k\|(\|\pi_n(x)^i\|) + k\|\varphi_k\|.\]

Since the homomorphism \( \theta \) is onto, we can find an element \( a \in A^I \) satisfying

\[\theta(a) = \sum_{i=0}^{\infty} \lambda_i X^i \text{ and for each } k \in \mathbb{N} \text{ there must also exist } b_k \in A^I \text{ such that } \theta(b_k) = \sum_{i=k+1}^{\infty} \lambda_i X^i.\]

Since \( b_k \) is divisible by \( x^{k+1} \) modulo the kernel of \( \theta \), we have

\[b_k \in x^{k+1} A^I + (\bigcap_{m=1}^{\infty} x^m A) \subseteq x^{k+1} A^n.\]

This forces \( \varphi_k(\pi_n(b_k)) = 0 \). Since

\[a = \lambda_k x^k + \sum_{i=0}^{k-1} \lambda_k x^i + b_k + (\bigcap_{m=1}^{\infty} x^m A),\]

we have that

\[\|\varphi_k\|a_n \geq |\varphi_k(\pi_n(a))| \geq |\lambda_k| \|\varphi_k((\pi_n(x))^k) - \sum_{i=1}^{k-1} |\lambda_i| \|\varphi_k((\pi_n(x))^i)\|\]

\[\geq |\lambda_k| \cdot 1 - \sum_{i=1}^{k-1} |\lambda_i| \|\varphi_k\|(\|\pi_n(x)^i\|) > k\|\varphi_k\|\]

for all \( k \in \mathbb{N} \). Since each \( \varphi_k \) is a nonzero functional, this forces \( \|a\|_n \) to be infinite, a contradiction. Lemma 2.3 then shows that \( \dot{x} \) must be locally nilpotent. Suppose that some power \( x^{m_0} \) is contained in \( \bigcap_{n=1}^{\infty} x^n A \). Since

\[x^{m_0} \in \bigcap_{m=1}^{\infty} x^m A \subseteq x^{m_0+1} A^I \subseteq x^{m_0} A^I,\]
this means that $x$ has finite closed descent, which is the first alternative of (vii). Suppose that $x$ is locally nilpotent and let $n \in \mathbb{N}$. Then there exists $m \in \mathbb{N}$ such that $\|x^m\|_n = 0$. This means that

$$x^m = \bigcap_{k=m}^\infty x^k \mathcal{A}^t \subseteq \mathcal{I}_n.$$ 

Since $n$ was arbitrary, we conclude that $x^m \in \mathcal{I}_n$ for all $n \in \mathbb{N}$, and that $x$ must be nilpotent, a contradiction to (i). Hence $x$ must be nonlocally nilpotent if some power $x^m$ is contained in \(\bigcap_{n=1}^\infty x^n \mathcal{A}\).

Then if $\mathcal{A}$ were a commutative radical Fréchet algebra with identity adjoined, Corollary 2.5 would imply that $x$ is not weakly almost prime, contradicting assertion (vi) proved above. Therefore, if the first assertion of (vii) holds, it must be the case that $\mathcal{A}$ cannot be a commutative radical Fréchet algebra with identity adjoined.

If $x$ does not have finite closed descent, we have already shown that $\dot{x}$ is locally nilpotent, and that $\sigma(\dot{x}) = \{0\}$. If $\mathcal{A}$ were a Banach algebra, then $\dot{x}$ would have to be nilpotent; that is,

$$x^m \in \bigcap_{m=1}^\infty x^m \mathcal{A}$$

for some $m_0 \in \mathbb{N}$. However, this forces $x$ to have finite closed descent as we noted above. Consequently, in the second alternative of (vii) it must be the case that $\mathcal{A}$ is not a Banach algebra and $\dot{x}$ is locally nilpotent but non-nilpotent. This finishes the proof of (vii) and the proof of the proposition. □

§3. DERIVATIONS ON RADICAL FRÉCHET ALGEBRAS WITH IDENTITY ADJOINED

In this section we investigate how derivations can lead to local power series quotients.

**Definition 3.1.** A derivation on a (possibly noncommutative) Fréchet algebra $\mathcal{A}$ is a linear map $D$ from $\mathcal{A}$ to itself satisfying

$$D(ab) = a(Db) + (Da)b$$

for all $a, b$ in $\mathcal{A}$. We emphasize that we do not require $D$ to be continuous.

Note that a derivation $D$ extends to $\mathcal{A}^t$ in an obvious way by defining (if necessary) $D(1) = 0$. We now state a well-known result from the theory of automatic continuity.

**Lemma 3.2.** Let $D$ be a (possibly discontinuous) derivation on a Fréchet algebra $\mathcal{A}$. Let $I$ be a closed ideal of $\mathcal{A}$ and let $Q_I$ denote the continuous canonical quotient map from $\mathcal{A}$ onto $\mathcal{A}/I$. For each $k \in \mathbb{N}$ define the separating subspace of $D^k$ as

$$S(D^k) \equiv \{ z \in \mathcal{A} \mid \exists x_i \to 0 \text{ in } \mathcal{A} \text{ and } D^k(x_i) \to z \}.$$ 

If the codimension $[\mathcal{A}: I]$ is finite, then the following are equivalent:

(i) $Q_ID^k$ is continuous on $I$ for all $k \in \mathbb{N}$;
(ii) $Q_ID^k$ is continuous on $\mathcal{A}$ for all $k \in \mathbb{N}$;
(iii) $S(D^k) \subseteq I$ for all $k \in \mathbb{N}$.

In the special case where $\mathcal{A}$ is actually a Banach algebra, any one of the above implies the following condition:

(i) If $I$ is a primitive ideal of $\mathcal{A}$, then $D(I) \subseteq I$. 
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Proof. Assume that condition (i) holds. Since a finite extension of a continuous linear mapping on a closed subspace is continuous, it is clear that condition (ii) must hold also. Clearly condition (ii) implies condition (i). Hence they are equivalent.

Assume that condition (ii) holds. It is fundamental (see [Thomas1, discussion on results (1)–(3), pages 518-519]) that \( QI \) will be continuous on precisely when \( QI(S(D^k)) = \{0\} \). This will happen precisely when \( S(D^k) \subseteq I \). Hence, condition (ii) is equivalent to condition (iii).

Suppose \( A \) is a Banach algebra and assume that condition (ii) above holds. An application of [Thomas3, Lemma 1.1] shows that there exists a constant \( C > 0 \) such that \( \|QI D^k\| \leq C k \) for all \( k \in \mathbb{N} \) (it is not necessary for \( I \) to be primitive for this). Now, given that \( I \) is primitive, apply [Thomas3, Lemma 1.2] and this shows that \( D(I) \subseteq I \). □

It is natural to ask what the structure of \( D \) is like in the simplest possible (nontrivial) case; namely, a derivation \( D \) on a commutative radical Fréchet algebra \( R^z \cong C \cdot 1 + R \) with identity adjoined. Here \( \text{rad}(R^z) = R \), all elements \( r \in R \) have spectrum equal to \( \{0\} \), and there is precisely one continuous strictly irreducible representation \( \pi \) taking \( \lambda \) to \( \lambda \).

We are, of course, interested in the case where \( R \) is not invariant under \( D \), and hence, by [Thomas2], \( R^z \) cannot be a Banach algebra. In addition, since \( R^z \) is commutative, we can multiply \( D \) by a suitable invertible element in order to obtain a new derivation which takes some element \( x \) in the radical \( R \) to the identity \( 1 \) in \( R^z \).

Recalling Definition 1.6, there is always a largest \( x \)-divisible subspace of \( R^z \), which we will denote \( D_x \) and which is easily seen to lie in \( R \). By [Thomas2, Lemma 2.8] the torsion subspace is \( x \)-divisible so that \( D_x = \bigcap_{m=1}^{\infty} x^m R \). Since \( \sigma(x) = \{0\} \), and since the difference, \( (D(x) - xD(\cdot)) \), is continuous, we can apply a basic result from the theory of automatic continuity on Fréchet spaces [Thomas1, Lemma 1.2] to conclude that for every \( k \in \mathbb{N} \) there exists \( n(k) \in \mathbb{N} \) such that

\[
\frac{x^m S(D)}{D_x^k} = x^{n(k)} S(D)^k \subseteq D_x^k
\]

whenever \( m \geq n(k) \). With this as motivation, we make the following definition.

**Definition 3.3.** With the commutative radical Fréchet algebra \( R^z \), the (possibly discontinuous) derivation \( D \), and the element \( x \in R \) as above, we define for each \( k \in \mathbb{N} \) the set

\[
E_k \equiv \{ a \in R^z \mid x^k a \in D_x^k \text{ for some } n \in \mathbb{N} \}
\]

and we let \( E \) denote the intersection of the closures

\[
E \equiv \bigcap_{k=1}^{\infty} E_k.
\]

It is routine to check that \( \{E_k\}_{k=1}^{\infty} \) is a nonincreasing sequence of (not necessarily closed) ideals of \( R^z \) and that

\[
E_k \supseteq \overline{D_x^k} = \bigcap_{m=1}^{\infty} x^m R.
\]
If we let \( Q_k \) be the canonical continuous quotient map from \( \mathcal{R}^k \) onto \( \mathcal{R}^k/\mathcal{D}_x^k \), it is clear that \( Q_k x^{n(k)} S(D) = \{0\} \). Therefore \( Q_k x^{n(k)} D \) is continuous, and for each \( k \in \mathbb{N} \) we can find \( \ell(k) \in \mathbb{N} \), larger than both \( n(k) \) (so that \( Q_k x^{\ell(k)} D \) is also continuous) and \( k \) (so that \( \mathcal{D}_x^{\ell(k)} \subseteq \mathcal{D}_x^k \)), and \( C_k > 0 \) such that

\[
\|Q_k x^{n(k)} D y\|_k \leq C_k \|y\|_{\ell(k)}.
\]

Since \( D(\mathcal{D}_x) \subseteq \mathcal{D}_x \), it must also be true that \( Q_k x^{n(k)} D(\mathcal{D}_x) \subseteq Q_k x^{n(k)} \mathcal{D}_x = \{0\} \). Therefore, from inequality (3.4), we see that

\[
Q_k x^{n(k)} D(\mathcal{D}_x^{\ell(k)}) = \{0\}
\]

for \( k = 1, 2, \ldots \). Let \( a \in \mathcal{E}_{\ell(k)} \) such that there exists \( n \in \mathbb{N} \) with \( x^n a \in \mathcal{D}_x^{\ell(k)} \). The Leibniz property shows that

\[
Q_k x^{n+k} D a = Q_k x^{n(k)} D(x^n a) - Q_k x^{n(k)}(n x^{n(k)} + n^{-1} a) = 0 - 0 = 0
\]

using equation (3.5), and the fact that \( \mathcal{D}_x^{\ell(k)} \subseteq \mathcal{D}_x^k \). This shows that \( D\mathcal{E}_{\ell(k)} \subseteq \mathcal{E}_k \) for each \( k \in \mathbb{N} \). Also, since \( x^{n(k)} S(D) \subseteq \mathcal{D}_x^k \), we have \( S(D) \subseteq \mathcal{E}_k \) for each \( k \in \mathbb{N} \). For each \( k \in \mathbb{N} \) let \( R_k \) be the canonical continuous quotient map from \( \mathcal{R}^k \) onto \( \mathcal{R}^k/\mathcal{E}_k \). It is easily checked that \( R_k S(D) = \{0\} \) and, hence, \( R_k D \) is continuous for each \( k \in \mathbb{N} \). Since \( R_k D(\mathcal{E}_{\ell(k)}) = \{0\} \), it follows that \( R_k D(\mathcal{E}_{\ell(k)}) = \{0\} \). This shows that \( D(\mathcal{E}_{\ell(k)}) \subseteq \mathcal{E}_k \) for all \( k \in \mathbb{N} \). We are now ready to state our first lemma.

**Lemma 3.6.** With the commutative radical Fréchet algebra \( \mathcal{R}^k \), the (possibly discontinuous) derivation \( D \), and the element \( x \in \mathcal{R} \) as above, the set \( \mathcal{E} \) is a closed ideal of \( \mathcal{R}^k \) with the following properties:

(i) \( \mathcal{E} \) is \( D \)-invariant;

(ii) the separating ideal \( S(D) \) is contained in \( \mathcal{E} \);

(iii) \( D \) drops to a continuous derivation \( \hat{D} \) from the quotient Fréchet algebra \( \mathcal{R}^k/\mathcal{E} \) to itself and \( S(D^k) \subseteq \mathcal{E} \) for all \( k \in \mathbb{N} \).

**Proof.** It is clear that \( \mathcal{E} \) is a closed ideal since each of the \( \mathcal{E}_k \)’s is an ideal. Assertion (i) follows from the fact that \( D(\mathcal{E}_{\ell(k)}) \subseteq \mathcal{E}_k \) for each \( k \in \mathbb{N} \). Assertion (ii) follows from the fact that \( S(D) \subseteq \mathcal{E}_k \) for each \( k \in \mathbb{N} \). If \( R \) is the canonical continuous quotient map from \( \mathcal{R}^k \) onto \( \mathcal{R}^k/\mathcal{E} \), then \( R S(D) = \{0\} \) and hence \( RD \) is continuous. Consequently, since \( RD(\mathcal{E}) = \{0\} \), it must be the case that \( RD \) factors through \( \mathcal{R}^k/\mathcal{E} \) as \( \hat{D} R \) where \( \hat{D} \) is a continuous derivation from \( \mathcal{R}^k/\mathcal{E} \) into itself defined by \( \hat{D}(a + \mathcal{E}) = (Da + \mathcal{E}) \) for \( a \in \mathcal{R}^k \). This shows the final assertion, since \( S(D^k) \subseteq \mathcal{E} \) if and only if \( RD^k \) is continuous; but \( RD^k = \hat{D}^k R \) for \( k = 2, 3, \ldots \) and the maps on the right-hand side are all continuous.

At this point we are confronted with three possibilities (however, we will see later that option (ii) of Proposition 3.7 cannot occur). Reconsider Definitions 1.1 and 1.10 with regard to \( \mathcal{R}^k/\bigcap_{m=1}^\infty x^m \mathcal{R} \).

**Proposition 3.7.** Let \( \mathcal{R}^k \) be a commutative radical Fréchet algebra with identity adjoined (so that \( \mathcal{R}^k \cong \mathbb{C} \cdot 1 \oplus \mathcal{R} \) and \( \mathcal{R} = \text{rad}(\mathcal{R}^k) \)). Let \( D \) be a (possibly discontinuous) derivation from \( \mathcal{R}^k \) to itself and let \( x \in \mathcal{R} \) satisfy \( Dx = 1 \). Then at least one of the following occurs:

(i) \( S(D^k) \subseteq \mathcal{R} \) for all \( k \in \mathbb{N} \) and, if \( \mathcal{R} \) is a Banach algebra, then \( D(\mathcal{R}) \subseteq \mathcal{R} \).
(ii) For some \( k_0 \in \mathbb{N} \) we have \( \mathcal{S}(D^{k_0}) \not\subseteq \mathcal{R} \), \( x \) is nonlocally nilpotent, and \( x \) has finite closed descent in \( \mathcal{R} \); i.e., there exists \( m_0 \in \mathbb{N} \) such that

\[
x^{m_0} \in x^{m_0+1} \mathcal{R} = \bigcap_{m=1}^{\infty} x^m \mathcal{R} = D_x.
\]

(iii) For some \( k_0 \in \mathbb{N} \) we have \( \mathcal{S}(D^{k_0}) \not\subseteq \mathcal{R} \), and if \( \hat{x} \) denotes the coset \( \hat{x} = x + \bigcap_{m=1}^{\infty} x^m \mathcal{R} \) in \( \mathcal{R}^\sharp / \bigcap_{m=1}^{\infty} x^m \mathcal{R} \), then \( \hat{x} \) is locally nilpotent.

Proof. Suppose that assertion (i) holds and that \( \mathcal{R} \) is a Banach algebra. Since \( \mathcal{R} \) is a primitive ideal of \( \mathcal{R}^\sharp \) of finite codimension, Lemma 3.2 assertion (iv) shows that \( D(\mathcal{R}) \subseteq \mathcal{R} \).

Now assume that \( \mathcal{S}(D^{k_0}) \not\subseteq \mathcal{R} \) for some \( k_0 \in \mathbb{N} \). Apply Lemma 3.6 assertion (iii). Since \( \mathcal{S}(D^k) \subseteq \mathcal{E} \) for all \( k \in \mathbb{N} \), it cannot be the case that \( \mathcal{E} \subseteq \mathcal{R} \). But then \( \mathcal{E} \) contains an invertible element, and, being a closed ideal, must contain the identity element 1. This means that \( 1 \in \mathcal{E}_k \) for all \( k \in \mathbb{N} \). But if \( \mathcal{E}_k \subseteq \mathcal{R} \), then \( \mathcal{E}_k \subseteq \mathcal{R} \) since the radical \( \mathcal{R} \) is closed. It must therefore be the case that \( 1 \in \mathcal{E}_k \) for all \( k \in \mathbb{N} \). Hence, for each \( k \in \mathbb{N} \) there exists \( m(k) \in \mathbb{N} \) such that

\[
x^{m(k)} \in D_x^k.
\]

At this point we consider the coset \( \hat{x} = x + \bigcap_{m=1}^{\infty} x^m \mathcal{R} \) in the quotient Fréchet algebra \( \mathcal{R}^\sharp / \bigcap_{m=1}^{\infty} x^m \mathcal{R} \). If \( x \) is locally nilpotent, so is \( \hat{x} \) and assertion (iii) holds. If \( x \) is nonlocally nilpotent but \( \hat{x} \) is nilpotent, then \( x^{m_0} \in \bigcap_{m=1}^{\infty} x^m \mathcal{R} \) for some \( m_0 \in \mathbb{N} \). Since \( D_x = \bigcap_{m=1}^{\infty} x^m \mathcal{R} \), the fact that

\[
x^{m_0} \in D_x \subseteq x^{m_0+1} \mathcal{R}^\sharp \subseteq \bigcap_{m=1}^{\infty} x^m \mathcal{R}
\]

shows that assertion (ii) holds.

Finally suppose that \( x \) is nonlocally nilpotent and \( \hat{x} \) is non-nilpotent. In this case, statement (3.8) as well as the fact that \( D_x = \bigcap_{m=1}^{\infty} x^m \mathcal{R} \), shows that for each \( k \in \mathbb{N} \) we have

\[
\| x^{m(k)} + \bigcap_{m=1}^{\infty} x^m \mathcal{R} \|_k = 0.
\]

This proves that \( \hat{x} \) is locally nilpotent and establishes assertion (iii). \( \square \)

The paper [Thomas2] (which handles the Banach space case) outlines necessary modifications (on page 450) for Fréchet spaces, but is rather sketchy and does not demonstrate that case (ii) of Proposition 3.7 cannot occur. We give the full argument below.

First note that \( \mathcal{R}^\sharp / D_x = \mathcal{R}^\sharp / \bigcap_{m=1}^{\infty} x^m \mathcal{R} \) has a natural \( p \)-adic topology \( \tau_x \) with local base at zero consisting of the sets of cosets

\[
\{ x^k \mathcal{R} + ( \bigcap_{m=1}^{\infty} x^m \mathcal{R} ) \}_{k=1}^{\infty}.
\]

It should be emphasized that \( \tau_x \) is definitely not a Fréchet space topology. The surprising fact is that finite closed descent (Proposition 3.7, case (ii)), or local nilpotency (Proposition 3.7, case (iii)), both imply statement (3.8) and this is sufficient to make the topology \( \tau_x \) complete.
Lemma 3.9. Let $R^2$ be a commutative radical Fréchet algebra with identity ad-joined (so that $R^2 \cong C \cdot 1 \oplus R$ and $R = \text{rad}(R^2)$). Let $x \in R$ satisfy $D_x = \bigcap_{m=1}^{\infty} x^m R$. Suppose that for every $i \in \mathbb{N}$ there is $m(i) \in \mathbb{N}$ such that

$$x^{m_i} \in \overline{D_x}^i$$

(this holds in cases (ii) and (iii) of Proposition 3.7). Let $\{a_i\}_{i=1}^{\infty}$ be any sequence of coefficients chosen from $R^2$ to form the formal series $\sum_{m=1}^{\infty} a_k x^k$. Then there exists an element $y_1 \in \overline{D_x}^{n+1}$ satisfying

$$y_1 - \left( \sum_{k=m_1}^{m_1+(n-1)} a_k x^k \right) \in x^n \overline{D_x}^{n+1}$$

for $n = 1, 2, 3, \ldots$. Consequently, letting a “dot” denote the coset in the quotient Fréchet algebra $R^2/\bigcap_{m=1}^{\infty} R$, the series $\sum_{k=m_1}^{\infty} a_k x^k$ converges to $y_1$ in the natural $p$-adic topology $\tau_x$ on $R^2/\bigcap_{m=1}^{\infty} x^m R$. Consequently, every absolutely summable series converges and $(R^2/D_x, \tau_x)$ is complete.

Proof. Note that each closed ideal $\overline{D_x}^n$ is a Fréchet space in the relative topology. For each $n \in \mathbb{N}$ define the affine maps $A_n : \overline{D_x}^{n+1} \to \overline{D_x}^n$ as follows:

$$A_1 y = xy + \sum_{k=m_1}^{m_2} a_k x^k \quad \text{(recall that $x^{m_1} \in \overline{D_x}^1$),}$$

$$A_2 y = xy + \sum_{k=m_2+1}^{m_3+1} a_k x^{k-1} \quad \text{(recall that $x^{m_2} \in \overline{D_x}^2$),}$$

$$A_3 y = xy + \sum_{k=m_3+2}^{m_4+2} a_k x^{k-2} \quad \text{(recall that $x^{m_3} \in \overline{D_x}^3$),}$$

$$\ldots$$

$$A_n y = xy + \sum_{k=m_{n-1}+1}^{m_{n+1}+(n-1)} a_k x^{k-(n-1)} \quad \text{(recall that $x^{m_n} \in \overline{D_x}^n$).}$$

Note that $\sum_{m=n+1}^{m_{n+1}+(n-1)} a_k x^{k-(n-1)} \in \overline{D_x}^n$ for $n = 1, 2, \ldots$. Since $xD_x = D_x$, we have

$$\overline{A_n D_x}^{n+1} \supseteq A_n D_x^n = \overline{D_x}^n$$

for $n = 1, 2, \ldots$. In addition, since each $A_n$ is affine, we have that

$$\|A_n a - A_n b\|_{n+p} = \|x(a - b)\|_{n+p} \leq \|x\|_{n+p} \|a - b\|_{n+p}$$

for all $a, b \in \overline{D_x}^{n+1}$ and $p = 0, 1, 2, \ldots$.

Lemma 2.2 above, with $C_i = \|x\|_i$ and $X_n = \overline{D_x}^n$, shows that the inverse, or projective, limit $P = \{(y_n)_{n=1}^{\infty} \mid A_n y_{n+1} = y_n \text{ for } n = 1, 2, \ldots\}$ is nonempty and that $\pi_n(P) = \overline{D_x}^n$ (where $\pi_n$ is the $n$th coordinate projection) for $n = 1, 2, \ldots$. 
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So, let \((y_n)_{n=1}^{\infty} \in P\) and compute

\[
y_1 = A_1 y_2 = x y_2 + \sum_{k=m_1}^{m_2} a_k x^k,
\]

\[
y_2 = A_2 y_3 = x y_3 + \sum_{k=m_2+1}^{m_3+1} a_k x^{k-1} \text{ and hence } y_1 = x^2 y_3 + \sum_{k=m_1}^{m_3+1} a_k x^k,
\]

\[
y_3 = A_3 y_4 = x y_4 + \sum_{k=m_3+2}^{m_4+2} a_k x^{k-2} \text{ and hence } y_1 = x^3 y_4 + \sum_{k=m_1}^{m_4+2} a_k x^k,
\]

\[
\vdots
\]

\[
y_n = A_n y_{n+1} = x y_{n+1} + \sum_{k=m_n+(n-1)}^{m_{n+1}+(n-1)} a_k x^{k-(n-1)},
\]

and hence \(y_1 = x^n y_{n+1} + \sum_{k=m_1}^{m_{n+1}+(n-1)} a_k x^k\).

This shows that

\[
y_1 - \left( \sum_{k=m_1}^{m_{n+1}+(n-1)} a_k x^k \right) \in x^n D_x x^{n+1}
\]

for \(n = 1, 2, \ldots\). Note that if we had started with a different element \((y'_n)_{n=1}^{\infty} \in P\), we would have that \((y_1 - y'_1) \in \bigcap_{m=1}^{\infty} x^m \mathcal{R}\); so \(y_1 = y'_1\) in \(\mathcal{R}^2/\bigcap_{m=1}^{\infty} x^m \mathcal{R}\). Therefore, the series \(\sum_{k=m_1}^{\infty} \hat{a}_k x^k\) converges to \(y_1\) in the natural \(p\)-adic topology \(\tau_x\) on \(\mathcal{R}^2/\bigcap_{m=1}^{\infty} x^m \mathcal{R}\). The fact that completeness is equivalent to every absolutely summable series converging is well known. This finishes the proof of the lemma. \(\square\)

From this point on we can follow either [Thomas2, Proposition 2.18 to Proposition 2.24] or [Zariski, Lemma 4] almost verbatim to establish our main result.

**Theorem 3.10.** Let \(\mathcal{R}^2\) be a commutative radical Fréchet algebra with identity adjoined (so that \(\mathcal{R}^2 \cong C \cdot 1 \oplus \mathcal{R}\) and \(\mathcal{R} = \text{rad}(\mathcal{R}^2)\)). Let \(D\) be a (possibly discontinuous) derivation from \(\mathcal{R}^2\) to itself and let \(x \in \mathcal{R}\) be any element with \(Dx\) invertible in \(\mathcal{R}^2\). Then at least one of the following occurs:

(i) \(\mathcal{S}(D^k) \subseteq \mathcal{R}\) for all \(k \in \mathbb{N}\) and, if \(\mathcal{R}\) is a Banach algebra, then \(D(\mathcal{R}) \subseteq \mathcal{R}\).

(ii) \(\mathcal{R}^2\) has a formal power series quotient based at \(x\), \(x\) does not have finite closed descent, \(\mathcal{R}\) is not a Banach algebra, and if \(\hat{x}\) denotes the coset containing \(x\) in the quotient Fréchet algebra \(\mathcal{R}^2/\bigcap_{m=1}^{\infty} x^m \mathcal{R}\), then \(\hat{x}\) is locally nilpotent (but non-nilpotent).

**Proof.** Since \(\mathcal{R}^2\) is commutative and \(Dx = u\) with \(u\) invertible in \(\mathcal{R}^2\), we can replace \(D\) by the derivation \(\hat{D}\) (where \(\hat{D}\) is defined by \(\hat{D}(v) = u^{-1}D(v)\)). Note then that \(\hat{D}(x) = 1\). We will now drop the “tilde” and write \(D\) for \(\hat{D}\). We apply Proposition 3.7. If assertion (i) holds, we are done.

Now assume either assertion (ii) or assertion (iii) holds. Since statement (3.8) is then true, we have that \((\mathcal{R}^2/D_x, \tau_x)\) is complete as a consequence of Lemma 3.9.
For \( \hat{x} \in \mathcal{R}^2/D_x \) define
\[
\theta(\hat{a}) = \sum_{k=0}^{\infty} \left( \frac{(-1)^k D^k(a)x^k}{k!} + D_x x \right),
\]
the series converging as a consequence of the completeness. It is easily checked that \( \theta \) is both a unital algebra homomorphism and projection of \( \mathcal{R}^2/D_x \) onto a unital subalgebra \( A_0 \) of \( \mathcal{R}^2/D_x = \mathcal{R}^2/\bigcap_{m=1}^{\infty} x^m \mathcal{R} \). In addition, the kernel of \( \theta \) is precisely \( \hat{x}(\mathcal{R}^2/D_x) \), and \( \hat{D} \circ \theta = 0 \). We have already remarked that the derivation \( D \) leaves \( D_x \) invariant; so it drops to a derivation \( \hat{D} \) from \( \mathcal{R}^2/D_x \) to itself. One then defines an algebra homomorphism
\[
\hat{a} \rightarrow \sum_{n=0}^{\infty} \left( \frac{\theta(\hat{D}^n(a))}{n!} X^k \right)
\]
from \( \mathcal{R}^2/D_x \) into \( A_0[[X]] \). It is clear that this homomorphism is onto. The fact that the kernel of \( \theta \) is \( \hat{x}(\mathcal{R}^2/D_x) \), together with \( D x^n = n x^{n-1} \) for all \( n \in \mathbb{N} \) show that the homomorphism is injective.

Finally, apply Proposition 2.6(vii) and the fact that \( \mathcal{R}^2 \) is a commutative radical Fréchet algebra with identity adjoined to show that the first alternative is not possible and that the second alternative must hold (that is, \( x \) cannot have finite closed descent, \( \mathcal{R} \) is not a Banach algebra, and \( \hat{x} \) is locally nilpotent but non-nilpotent).

This demonstrates that assertion (iii) rather than assertion (ii) of Proposition 3.7 must have held, and finishes the justification of option (ii) of our current theorem.

At one time the author believed that condition (i) of Theorem 3.10 was true for both Fréchet algebras and Banach algebras. A recent example in [Read2] shows that there exists a radical Fréchet algebra \( \mathcal{R} \) of formal power series with a locally nilpotent indeterminate \( X \) which has a discontinuous derivation \( D \) on its unitization \( \mathcal{R}^2 \) such that \( D(x) = 1 \) with the separating ideal \( S(D) \) equal to the entire algebra \( \mathcal{R}^2 \). This example shows that condition (i) may fail for a Fréchet algebra, and hence condition (ii) is not vacuous.
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