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ABSTRACT. Let \( \{X_n\} \) be a sequence of i.i.d. random vectors with values in a separable Banach space. Moderate deviation principles for trajectories of sums of \( \{X_n\} \) are proved, which generalize related results of Borovkov and Mogulskii (1980) and Deshayes and Picard (1979). As an application, functional laws of the iterated logarithm are given. The paper also contains concluding remarks, with examples, on extending results for partial sums to corresponding ones for trajectory setting.

1. INTRODUCTION AND MAIN RESULTS

Let \( \{X_n\} \) be a sequence of i.i.d. \( \mathbb{R}^d \)-valued random variables, satisfying \( E X_1 = 0 \) and \( \text{Var}(X_1) < +\infty \). Let \( \tilde{S}_n \) be the trajectories of sums of \( \{X_n\} \), that is, \( \tilde{S}_n(t) = \sum_{i=1}^{[nt]} X_i + (nt - [nt])X_{[nt]+1}, t \in [0, 1] \). Deshayes and Picard [19] have studied moderate deviations (MDs) for \( \{\tilde{S}_n\} \) in \( C[0, 1] \), which generalized corresponding results obtained by Borovkov [10] and Mogulskii [30]. Borovkov and Mogulskii [12] extended Deshayes and Picard’s [19] results to independent, identically distributed (i.i.d.) random vectors \( \{X_n\} \) with values in a complete locally convex Hausdorff topological vector space, under the crucial assumption that

\[
\mu \triangleq \mathcal{L}(X_1) \in \text{CLT}.
\]

That is, the law \( \mathcal{L} \left( \frac{1}{\sqrt{n}} \sum_{i=1}^{n} X_i \right) \) converges weakly to a non-degenerate normal distribution. For more related results, see Borovkov and Mogulskii [12] and the references therein. However, the CLT for i.i.d. random vectors \( \{X_n\} \) is not easily satisfied when \( \{X_n\} \) take values in a general Banach space. Motivated by the observation above, in the present paper, we shall investigate the moderate deviation principle (MDP) for the trajectories, \( \tilde{S}_n \), of sums of i.i.d. random vectors \( \{X_n\} \) with values in a separable Banach space, and aim at removing the assumption employed by...
Borovkov and Mogulskii [12], \( \mu \) \( \triangleq \mathcal{L}(X_1) \in \text{CLT} \). As an application, the functional laws of the iterated logarithm are given.

Now, we turn to describing our main results in detail. Let \( N \) be the set of positive integers. For \( x \in \mathbb{R} \), \( [x] \) denotes the greatest integer \( k \leq x \). Throughout this paper, \((\mathcal{E}, \| \cdot \|)\) will denote a separable Banach space and \( \mathcal{E}^* \) its dual space. For \( N \in \mathbb{N} \), we endow the product space \( \mathcal{E}^N \) with the product topology, which can be induced by the metric \( d(\cdot, \cdot) \) given by \( d(x, y) = \sum_{i=1}^{N} \| x_i - y_i \| \), \( x = (x_1, \cdots, x_N), y = (y_1, \cdots, y_N) \in \mathcal{E}^N \). Let \( \{X_n\} \) be a sequence of independent \( \mathcal{E} \)-valued random vectors with common distribution \( \mu \) such that \( \mu \in WM_0^2 \); that is, \( Ef(X_1) = 0 \) and \( Ef^2(X_1) < \infty \) for every \( f \in \mathcal{E}^* \). Let \((H, \| \cdot \|_H)\) be the reproducing kernel Hilbert space associated to \( \mu \) (see Goodman, Kuelbs and Zinn [22]). A good example, which reveals the structure, is the Wiener measure \( \mu \) on \( \mathcal{E} = C[0,1] \) with the supremum norm. Then the associated reproducing kernel Hilbert space is the so-called Cameron-Martin space. Let \( S_n = \sum_{i=1}^{n} X_i, S_0 = 0 \). We denote by \( \tilde{S}_n \) the trajectories of sums of \( \{X_n\} \). In other words,

\[
\tilde{S}_n(t) = S_{[nt]} + (nt - [nt])X_{[nt]+1}, \quad t \in [0,1].
\]

Denote by \( S_n(\cdot) \) the piecewise constant functions of sums of \( \{X_n\} \), that is,

\[
S_n(t) = \sum_{i=1}^{[nt]} X_i, \quad t \in [0,1].
\]

Let \( C([0,1],\mathcal{E}) \) be the Banach space of all continuous mappings from \([0,1]\) into \( \mathcal{E} \) equipped with the sup-norm, \( \| \cdot \|_\infty \). Denote by \( D([0,1], \mathcal{E}) \) the Banach space of all right-continuous mappings with left limits from \([0,1]\) into \( \mathcal{E} \) equipped with the metric \( d_\infty (f, g) = \sup_{0 \leq t \leq 1} \| f(t) - g(t) \| \). Given a set \( A \), let \( \bar{A} \) and \( \bar{A}^e \) stand for the complement and the closure of \( A \), respectively.

Define a function \( \Lambda : \mathcal{E} \to [0, +\infty] \)

\[
(1.1) \quad \Lambda(x) = \begin{cases} \frac{1}{2} \| x \|_H^2, & \text{if } x \in H, \\ +\infty, & \text{otherwise}, \end{cases}
\]

and define a mapping \( \bar{\Lambda} : D([0,1], \mathcal{E}) \to [0, +\infty] \)

\[
(1.2) \quad \bar{\Lambda}(f) = \begin{cases} \int_0^1 \Lambda(g(s))ds, & f \in \mathcal{AC}, \\ +\infty, & \text{otherwise}, \end{cases}
\]

where \( \mathcal{AC} = \{ f \in D([0,1], \mathcal{E}) \} \); there exists \( g \in L^1([0,1], \mathcal{E}) \) such that \( f(t) = \int_0^t g(s)ds \) for \( t \in [0,1] \), and \( L^1([0,1], \mathcal{E}) \) is the space of \( \mathcal{E} \)-valued Bochner integrable functions on \([0,1]\). It is readily seen that \( \mathcal{AC} \subseteq C([0,1], \mathcal{E}) \).

Throughout this paper, for random vectors \( \{Y_n\} \), we will write \( Y_n \overset{P}{\rightarrow} 0 \) if \( Y_n \rightarrow 0 \) in probability as \( n \rightarrow \infty \).

Throughout this paper, let \( \{b(n); n \geq 1\} \) be a positive sequence such that

\[
(1.3) \quad \frac{b(n)}{\sqrt{n}} \rightarrow \infty, \quad \frac{b(n)}{n} \rightarrow 0.
\]

The following conditions are assumed to be satisfied.

\[
(1.4) \quad E \exp(\beta \| X_1 \|) < \infty \text{ for some } \beta > 0.
\]
where \( \tilde{\Lambda} \) is the same rate function \( \tilde{\Lambda} \), i.e.,

\[
\lim \sup_{n \to \infty} n \frac{S_n}{b(n)} \log P \left\{ \frac{S_n}{b(n)} \in F \right\} \leq - \inf_{x \in F} \Lambda(x),
\]
and for every open set \( G \subset E \),

\[
\lim \inf_{n \to \infty} n \frac{S_n}{b^2(n)} \log P \left\{ \frac{S_n}{b(n)} \in G \right\} \geq - \inf_{x \in G} \Lambda(x).
\]

Throughout this article, a rate function is understood to have compact level sets, i.e., \( \{ \Lambda \leq a \} \) is compact in \( E \) for all \( a \geq 0 \). For this result of the partial sum see Goodman, Kuelbs and Zinn [22, Lemma 2.1 (V)], Chen [13, Theorem 2]; [15, Theorem 1], de Acosta [2], Ledoux [26] and Jiang [24].

It should be mentioned that recently Arcones [7] gave necessary and sufficient conditions for MDP for \( \left\{ \frac{S_n}{b(n)} \right\} \) in the real-valued case.

The main results of this paper are following.

**Theorem 1.1.** Let \( \pi : 0 = t_0 < t_1 < \cdots < t_N = 1 \) be a partition of \([0, 1]\). Assume (1.4) and (1.5) hold, then \( \left\{ \frac{n}{b(n)} (S_n(t_1), \ldots, S_n(t_N)) \right\} \) in \( E^N \) satisfies an MDP with speed \( \frac{n}{b(n)} \) and a rate function \( \tilde{\Lambda}^\pi \), that is, for every closed set \( F \) and open set \( G \) of \( E^N \),

\[
\lim \sup_{n \to \infty} n \frac{1}{b^2(n)} \log P \left\{ \frac{1}{b(n)} (S_n(t_1), \ldots, S_n(t_N)) \in F \right\} \leq - \inf_{z \in F} \tilde{\Lambda}^\pi (z),
\]

\[
\lim \inf_{n \to \infty} n \frac{1}{b^2(n)} \log P \left\{ \frac{1}{b(n)} (S_n(t_1), \ldots, S_n(t_N)) \in G \right\} \geq - \inf_{z \in G} \tilde{\Lambda}^\pi (z),
\]

where \( \tilde{\Lambda}^\pi : E^N \to [0, +\infty] \) is given by

\[
\tilde{\Lambda}^\pi (z) = \sum_{i=1}^N (t_i - t_{i-1}) \Lambda \left( \frac{z_i - z_{i-1}}{t_i - t_{i-1}} \right)
\]

for \( z = (z_1, \ldots, z_N) \in E^N \), \( z_0 \triangleq 0 \).

So does \( \left\{ \frac{n}{b(n)} \tilde{S}_n(t_1), \ldots, \tilde{S}_n(t_N) \right\} \) in \( E^N \) with the same speed \( \frac{n}{b(n)} \) and the same rate function \( \tilde{\Lambda}^\pi \).

**Remark 1.1.** It is readily checked that \( \tilde{\Lambda}^\pi \) inherits the property of compact level sets from function \( \Lambda \).

**Theorem 1.2.** Assume (1.4) and (1.5) hold, then \( \left\{ \frac{\tilde{S}_n}{b(n)} \right\} \) in \( C([0, 1], E) \) satisfies an MDP with speed \( \frac{n}{b(n)} \) and rate function \( \tilde{\Lambda} \) defined by (1.2), that is, for every closed set \( F \) and open set \( G \) of \( C([0, 1], E) \),

\[
\lim \sup_{n \to \infty} n \frac{1}{b^2(n)} \log P \left\{ \frac{\tilde{S}_n}{b(n)} \in F \right\} \leq - \inf_{f \in F} \tilde{\Lambda} (f),
\]
\[
\liminf_{n \to \infty} \frac{n}{b^2(n)} \log P \left\{ \frac{S_n}{b(n)} \in G \right\} \geq - \inf_{g \in G} \tilde{\Lambda}(g).
\]

So does \( \left\{ \frac{S_n}{b(n)} \right\} \) in \( D([0,1], E) \) with the same speed \( \left\{ \frac{n}{b(n)} \right\} \) and the same rate function \( \tilde{\Lambda} \).

**Remark 1.2.** From the proofs given in the next section, it can be seen that all lemmas, and thus Theorems 1.1 and 1.2 remain true if we substitute the underlying interval \([0,1]\) with interval \([0,T]\) for each \( T > 0 \).

**Remark 1.3.** Theorem 1.2 has generalized the related results obtained by Borovkov and Mogulskii [12] and Deshayes and Picard [19].

If \( E \) is of type \( p \) (\( 1 < p < 2 \)), then condition \( E\|X_1\|^p < \infty \) implies \( \frac{S_n}{n^{1/p}} \xrightarrow{P} 0 \) (see Ledoux and Talagrand [27, pp. 190 and 259]). Therefore, an immediate corollary of Theorem 1.2 is following.

**Corollary 1.1.** Suppose \( E \) is of type \( p, 1 < p < 2 \), and \( E \exp(\beta \|X_1\|) < \infty \) for some \( \beta > 0 \). Then \( \left\{ \frac{S_n}{n^{1/p}} \right\} \) satisfies an MDP in \( C([0,1], E) \) with speed \( \left\{ \frac{n}{n^{1/p}} \right\} \) and rate function \( \tilde{\Lambda} \) defined by (1.2).

It should be mentioned that the large deviation principles (LDPs) for \( \{\tilde{S}_n; n \geq 1\} \) have been studied extensively, see Varadhan [32], Borovkov [10], Mogulskii [30], Deshayes and Picard [10], Borovkov and Mogulskii [12], Schuette [31], Dembo and Zajic [16], and the references therein. LDPs for sample paths of vector-valued Lévy processes have also been proved by de Acosta [8]. Arcones [7] gave necessary and sufficient conditions for LDPs and MDPs for \( \{S_n(\cdot); n \geq 1\} \) in the real-valued case.

The projective-limit method has been developed to successfully treat many problems. For a nice account of the theory, see, for example, Dembo and Zeitouni [13]. We do not see how to prove our result by the projective-limit method. A method of subsequences is devised to establish the MDP upper bound. The lower bound is proved by an interesting calculation which is rather explicit. Both upper and lower bounds are presented in Section 2. Our method is also different from that of Borovkov and Mogulskii [12]. It would be interesting to see our problem worked out along the line of the projective-limit method; comparison of the two approaches should be instructive. On the other hand, it should also be interesting to look on the MDPs for stochastic processes in general, see Arcones [7] for corresponding results in real-valued case in this direction.

The Functional Laws of the Iterated Logarithm will be considered in Section 3. In Section 4, some remarks will be given.

### 2. The proofs of main results

We begin with several lemmas, which are important for proving the main results.

**Lemma 2.1.** Given \( \varepsilon > 0 \), \( 0 < \delta \leq 1 \), under condition (1.5), for all sufficiently large \( n \), we have

\[
P\left\{ \max_{1 \leq k \leq [n\delta]+1} \|S_k\| \geq \varepsilon b(n) \right\} \leq 2P\left\{ \|S_{[n\delta]+1}\| \geq \frac{\varepsilon}{2} b(n) \right\},
\]
We will prove only the first inequality, for the second can be treated similarly. By Ottaviani’s inequality (see also Araujo and Gine, [6, pp. 110-111]), for every $A > 0$ and every integer $M \geq 1$,

\[
P\left(\max_{1 \leq k \leq M+1} \|S_k\| \geq A\right) \leq \frac{P\left(\|S_{M+1}\| \geq \frac{3}{2}\right)}{1 - \max_{1 \leq k \leq M} P\left(\|S_{M+1-k}\| \geq \frac{3}{2}\right)}.
\]

Take $M = [n\delta]$, $A = \varepsilon b(n)$. By (1.5), we can steadily prove that for sufficiently large $n$,

\[
\max_{1 \leq k \leq [n\delta]} P\left(\|S_{[n\delta]+1-k}\| \geq \frac{\varepsilon}{2} b(n)\right) \leq \frac{1}{2},
\]

which implies the desired result. Lemma 2.1 is proved.

**Lemma 2.2.** Under condition (1.4), \(\left\{\frac{\tilde{S}_n(\cdot)}{b(n)}\right\}\) and \(\left\{\frac{S_n(\cdot)}{b(n)}\right\}\) are exponentially equivalent in $D([0, 1], \mathbb{E})$, that is, for each $\delta > 0$,

\[
\limsup_{n \to \infty} \frac{n}{b^2(n)} \log P\left\{d_{\infty}\left(\frac{\tilde{S}_n(\cdot)}{b(n)}, \frac{S_n(\cdot)}{b(n)}\right) > \delta\right\} = -\infty.
\]

**Proof.** Since $d_{\infty}\left(\frac{\tilde{S}_n(\cdot)}{b(n)}, \frac{S_n(\cdot)}{b(n)}\right) \leq \max_{1 \leq k \leq n} \|X_k\|$, by Chebyshev’s inequality, for each $\delta > 0$,

\[
P\left\{d_{\infty}\left(\frac{\tilde{S}_n(\cdot)}{b(n)}, \frac{S_n(\cdot)}{b(n)}\right) > \delta\right\} \leq n P\left\{\|X_1\| > \delta b(n)\right\} \leq n \exp(-\beta \delta b(n)) \mathbb{E} \exp(\beta \|X_1\|),
\]

where $\beta > 0$ is as in (1.4), from which the exponential equivalence of \(\left\{\frac{\tilde{S}_n(\cdot)}{b(n)}\right\}\) and \(\left\{\frac{S_n(\cdot)}{b(n)}\right\}\) follows. Lemma 2.2 is proved.

Following the proofs of Chen [13, Theorem 2]; [15, Theorem 1]), one can steadily prove the following version, Lemma 2.3, of the MDP for subsequences of i.i.d. sums.

**Lemma 2.3.** Let \(\{Y_j\}\) be a sequence of i.i.d. random variables with values in $(\mathbb{E}, \|\cdot\|)$, with common distribution $\mu \in \mathcal{M}_0^2$ and such that $\mathbb{E} \exp(\alpha \|Y_1\|) < \infty$ for some $\alpha > 0$. Let \(\{n_k\}\) and \(\{a_k\}\) be positive integers and positive numbers, respectively, such that as $k \to \infty$,

\[
n_k \to \infty, \quad \frac{a_k}{\sqrt{n_k}} \to \infty, \quad \frac{a_k}{n_k} \to 0
\]

and

\[
\frac{S_{n_k}}{a_k} \xrightarrow{P} 0,
\]

where $S_{n_k} = \sum_{j=1}^{n_k} Y_j$, $k \geq 1$.

Then \(\left\{\frac{S_{n_k}}{a_k}\right\}\) satisfies an MDP with speed \(\left\{\frac{a_k}{\sqrt{n_k}}\right\}\) and the rate function $I(x) = \Lambda(x)$, where $\Lambda$ is defined by (1.1).
Lemma 2.4. For $0 \leq s < t \leq 1$ fixed, let $W_n(s,t) = S_n(t) - S_n(s)$. Assume (1.4) and (1.5) hold, then $\left\{\frac{W_n(s,t)}{b(n)}\right\}$ in $E$ satisfies an MDP with speed $\left\{\frac{n}{b(n)}\right\}$ and a rate function $I_{s,t}$, that is, for every closed set $F$ and open set $G$ of $E$,
\[
\limsup_{k \to \infty} \frac{n}{b^2(n)} \log P \left\{ \frac{W_n(s,t)}{b(n)} \in F \right\} \leq - \inf_{x \in F} I_{s,t}(x),
\]
\[
\liminf_{k \to \infty} \frac{n}{b^2(n)} \log P \left\{ \frac{W_n(s,t)}{b(n)} \in G \right\} \geq - \inf_{x \in G} I_{s,t}(x),
\]
where $I_{s,t} : E \to [0, \infty]$ is defined as follows
\[
I_{s,t}(x) = (t-s) \Lambda \left( \frac{x}{t-s} \right) = \frac{1}{t-s} \Lambda(x), \quad x \in E.
\]

Proof of Lemma 2.4. The function $I_{s,t}$ defined by (2.1) has compact level sets because $\Lambda$ does, see Goodman, Kuelbs and Zinn [22, Lemma 2.1(V)] and Chen [13, Theorem 2]; [15, Theorem 1].

Given $0 \leq s < t \leq 1$, define $n_k = [kt] - [ks]$ and $a_k = b(k)$, $k \geq 1$. Then $W_k(s,t)$ has the same distribution as $S_{n_k}$ and hence $\frac{W_k(s,t)}{b(n_k)}$ has the same distribution as $\frac{S_{n_k}}{a_k}$. From (1.5) and Lemma 2.1 it follows that $\frac{S_{n_k}}{a_k} \xrightarrow{P} 0$. Taking into account the fact that $\frac{k}{b(k)} \cdot \frac{a_k^2}{n_k} \xrightarrow{P} 0$ as $k \to \infty$, Lemma 2.4 follows from Lemma 2.3. Lemma 2.4 is proved.

Proof of Theorem 1.1. Given a partition, $\pi$, of $[0,1]$, $\pi : 0 = t_0 < t_1 < \cdots < t_N = 1$, denote $W^n_\pi = (S_n(t_1), S_n(t_2) - S_n(t_1), \cdots, S_n(t_N) - S_n(t_{N-1}))$. Then by Lemma 2.4, Lynch and Sethuraman [28, Corollary 2.9] (see also Dembo and Zeitouni [18, Ex. 4.2.7]), $\left\{\frac{W^n_\pi}{b(n)}\right\}$ satisfies an MDP in $E^N$ with speed $\left\{\frac{n}{b(n)}\right\}$ and rate function $I^\pi$ given by
\[
I^\pi(z) = \sum_{i=1}^N (t_i - t_{i-1}) \Lambda \left( \frac{z_i}{t_i - t_{i-1}} \right)
\]
for $z = (z_1, \cdots, z_N) \in E^N$.

Applying the contraction principle (see Dembo and Zeitouni [18, Theorem 4.2.1]) to the continuous one-to-one map $(z_1, \cdots, z_N) \to (z_1, z_1 + z_2, \cdots, \sum_{i=1}^N z_i)$ on $E^N$, from the MDP for the sequence $\left\{\frac{W^n_\pi}{b(n)}\right\}$ it follows that $\left\{\frac{1}{b(n)}(S_n(t_1), \cdots, S_n(t_N))\right\}$ satisfies an MDP in $E^N$ with speed $\left\{\frac{n}{b(n)}\right\}$ and rate function defined by the equality (1.8). Lemma 2.2 implies that the sequences $\left\{\frac{1}{b(n)}(S_n(t_1), \cdots, S_n(t_N))\right\}$ and $\left\{\frac{1}{b(n)}(\tilde{S}_n(t_1), \cdots, \tilde{S}_n(t_N))\right\}$ in $E^N$ are exponentially equivalent. Hence, by Dembo and Zeitouni [18, Theorem 4.2.13], $\left\{\frac{1}{b(n)}(\tilde{S}_n(t_1), \cdots, \tilde{S}_n(t_N))\right\}$ in $E^N$ satisfies the same MDP as that for $\left\{\frac{1}{b(n)}(S_n(t_1), \cdots, S_n(t_N))\right\}$. Theorem 1.1 is proved.

Proof of Theorem 1.2. The compactness of level sets of $\tilde{\Lambda}$ will be proved in Appendix B.
**Upper bound.** We first show that for every \( f \in C([0,1], \mathbf{E}) \), and every \( \epsilon > 0 \), there exists a ball of \( f \), \( B(f, \rho) = \{ g; \| f - g \|_\infty < \rho \} \) for some \( \rho = \rho(f, \epsilon) > 0 \), such that

\[
\limsup_{n \to \infty} \frac{n}{b^2(n)} \log P \left\{ \frac{\tilde{S}_n(\cdot)}{b(n)} \in B(f, \rho) \right\} \leq -\Lambda(f) + \epsilon.
\]

To this end, given \( f \in C([0,1], \mathbf{E}) \) and \( \epsilon > 0 \), we first consider the case where \( \Lambda(f) < \infty \).

For every partition, \( \pi \), of \([0,1], \pi : 0 = t_0 < t_1 < \cdots < t_N = 1 \), by Theorem 1.1,

\[
\limsup_{n \to \infty} \frac{n}{b^2(n)} \log P \left\{ \frac{\tilde{S}_n(\cdot)}{b(n)} \in B(f, \rho) \right\} 
\leq \limsup_{n \to \infty} \frac{n}{b^2(n)} \log P \left\{ \frac{\tilde{S}_n(t_i)}{b(n)} \in B_\rho(f(t_i)), i = 1, \cdots, N \right\} 
\leq - \inf \left\{ \tilde{I}^\pi(z); z = (z_1, \cdots, z_N), z_i \in B_\rho(f(t_i)), i = 1, \cdots, N \right\}
\]

where \( B_\rho(x) = \{ y \in \mathbf{E}; \| x - y \| < \rho \} \) for \( x \in \mathbf{E} \), and \( \tilde{I}^\pi(\cdot) \) is as in (1.8). We can choose partition \( \pi \) such that

\[
\tilde{I}^\pi((f(t_1), \cdots, f(t_N))) \geq \Lambda(f) - \epsilon/2.
\]

By the lower semicontinuity of \( \tilde{I}^\pi \), we can choose \( \rho = \rho(f, \epsilon) > 0 \) small enough such that

\[
\inf \left\{ \tilde{I}^\pi(z); z = (z_1, \cdots, z_N), z_i \in B_\rho(f(t_i)), 1 \leq i \leq N \right\} 
\geq \inf \left\{ \tilde{I}^\pi(z); z = (z_1, \cdots, z_N), z_i \in B_{2\rho}(f(t_i)), 1 \leq i \leq N \right\}
\geq \tilde{I}^\pi((f(t_1), \cdots, f(t_N))) - \epsilon/2.
\]

So (2.2) follows from (2.3)-(2.5). If \( \Lambda(f) = +\infty \), then we can similarly prove that (2.2) is still true.

Keeping (2.2) in mind, by a well-known standard argument we know that the upper bound holds for compact sets. Therefore, in order to complete the upper bound, it suffices to prove that \( \{ \frac{\tilde{S}_n(\cdot)}{b(n)} \} \) is exponentially tight, that is, for every \( L > 0 \), there exists a compact set \( K_L \subset C([0,1], \mathbf{E}) \), such that

\[
\limsup_{n \to \infty} \frac{n}{b^2(n)} \log P \left\{ \frac{\tilde{S}_n(\cdot)}{b(n)} \in K^c_L \right\} \leq -L.
\]

We will adapt Dembo and Zajic [16]'s argument to prove (2.6). However, a much more delicate estimate is needed when we prove (2.7) below.

By Theorem A in the Appendix A it suffices to prove

(i) For each rational \( t \in [0,1], \{ \frac{\tilde{S}_n(t)}{b(n)} \} \) is exponentially tight, that is, for each \( \alpha > 0 \), there exists a compact set \( K_\alpha \subset \mathbf{E} \) such that

\[
\limsup_{n \to \infty} \frac{n}{b^2(n)} \log P \left\{ \frac{\tilde{S}_n(t)}{b(n)} \in K^c_\alpha \right\} \leq -\alpha.
\]
(ii) For each \( \rho > 0 \),
\[
\lim_{\delta \to 0} \lim_{n \to \infty} n \log P \left\{ \frac{1}{b(n)} \sup_{|t-s| < \delta} \| \tilde{S}_n(t) - \tilde{S}_n(s) \| \geq \rho \right\} = -\infty.
\]

To this end, (i) follows from Lemma 2.4 and Lynch and Sethuraman [28, Lemma 2.6].

To prove (2.7). Noting Lemma 2.2, it is enough to prove
\[
\lim_{\delta \to 0} \limsup_{n \to \infty} n \log P \left\{ \frac{1}{b(n)} \sup_{|t-s| < \delta} \| S_n(t) - S_n(s) \| \geq \rho \right\} = -\infty
\]
for each \( \rho > 0 \).

In fact, fix \( \rho > 0 \), for \( n \geq 1 \) and \( \delta > 0 \),
\[
\sup_{|t-s| < \delta} \| S_n(t) - S_n(s) \| \leq \max_{0 \leq k \leq n, 1 \leq m \leq [n\delta] + 1} \left\{ k+m \sum_{j=k+1} \left\| X_{j} \right\| \right\}.
\]

For \( 0 < \delta \leq 1 \), let \( l = l(\delta) \geq 2 \) be the unique integer satisfying \( 1/l < \delta \leq 1/(l-1) \). Then \( n < ([n\delta] + 1)l \) for sufficiently large \( n \). For such a large \( n \), suppose
\[
\| S_{k+m} - S_k \| = \left\| \sum_{j=k+1}^{k+m} X_{j} \right\| \geq b(n)\rho
\]
for some \( k, 0 \leq k \leq n \), and some \( m, 1 \leq m \leq [n\delta] + 1 \). Then there exists a unique integer \( p, 0 \leq p \leq l-1 \), such that
\[
([n\delta] + 1)p \leq k < ([n\delta] + 1)(p+1).
\]

Hence, there are two possibilities for \( k+m \). One possibility is that
\[
([n\delta] + 1)p \leq k + m < ([n\delta] + 1)(p+1),
\]
in which case either \( \| S_{k+m} - S_{([n\delta]+1)p} \| \geq \frac{1}{3} b(n)\rho \), or \( \| S_k - S_{([n\delta]+1)p} \| \geq \frac{1}{3} b(n)\rho \).

The second possibility is that
\[
([n\delta] + 1)(p+1) \leq k + m < ([n\delta] + 1)(p+2),
\]
in which case either \( \| S_{k+m} - S_{([n\delta]+1)(p+1)} \| \geq \frac{1}{3} b(n)\rho \), or \( \| S_k - S_{([n\delta]+1)(p+1)} \| \geq \frac{1}{3} b(n)\rho \).

In conclusion, we see that
\[
\left\{ \max_{0 \leq k \leq n, 1 \leq m \leq [n\delta] + 1} \left\| \sum_{j=k+1}^{k+m} X_{j} \right\| \geq b(n)\rho \right\}
\]
\[
\subset \sum_{p=0}^{l} \left\{ \max_{1 \leq m \leq [n\delta] + 1} \left\| \sum_{j=p([n\delta]+1)+1}^{p([n\delta]+1)+m} X_{j} \right\| \geq \frac{\rho}{3} b(n) \right\}.
\]

Noting
\[
P \left\{ \max_{1 \leq m \leq [n\delta] + 1} \left\| \sum_{j=p([n\delta]+1)+1}^{p([n\delta]+1)+m} X_{j} \right\| \geq \frac{\rho}{3} b(n) \right\}
\]
\[
= P \left\{ \max_{1 \leq m \leq [n\delta] + 1} \left\| \sum_{j=1}^{m} X_{j} \right\| \geq \frac{\rho}{3} b(n) \right\},
\]
by (2.9), (2.10) and Lemma 2.1,
\begin{equation}
(2.11) \quad P \left\{ \frac{1}{b(n)} \sup_{|t-s| < \delta} \| S_n(t) - S_n(s) \| \geq \rho \right\}
\end{equation}

\begin{align*}
&\leq \sum_{p=0}^{l} P \left\{ \frac{1}{b(n)} \max_{1 \leq m \leq [n\delta]+1} \left\| \sum_{j=1}^{m} X_j \right\| \geq \frac{\rho}{3} \right\} \\
&\leq 2(l+1) P \left\{ \frac{1}{b(n)} \left\| \sum_{j=1}^{[n\delta]+1} X_j \right\| \geq \frac{\rho}{6} \right\} \\
&\leq 2(l+1) P \left\{ \frac{\| S_{[n\delta]} \|}{b(n)} \geq \frac{\rho}{12} \right\} + 2(l+1) P \left\{ \frac{\| X_1 \|}{b(n)} \geq \frac{\rho}{12} \right\}.
\end{align*}

By (2.11), (1.4), Lemma 2.4 and Chebyshev’s inequality, for all $0 < \delta \leq 1$,
\begin{equation}
(2.12) \quad \limsup_{n \to \infty} \frac{n}{b^2(n)} \log P \left\{ \frac{1}{b(n)} \sup_{|t-s| < \delta} \| S_n(t) - S_n(s) \| \geq \rho \right\}
\end{equation}

\begin{align*}
&\leq \max \left\{ \limsup_{n \to \infty} \frac{n}{b^2(n)} \log P \left\{ \frac{\| S_{[n\delta]} \|}{b(n)} \geq \frac{\rho}{12} \right\}, \\
&\quad \limsup_{n \to \infty} \frac{n}{b^2(n)} \log P \left\{ \| X_1 \| \geq \frac{\rho}{12} b(n) \right\} \right\} \\
&\leq -\frac{1}{\delta} \inf \left\{ \frac{1}{2} \| x \|_H^2 : x \in H, \| x \| \geq \frac{\rho}{12} \right\}.
\end{align*}

Note that for $x \in H$,
\begin{equation}
(2.13) \quad \| x \| \leq \sigma \| x \|_H
\end{equation}

where
\[ \sigma = \sup_{\| g \| \leq 1, g \in E^*} \left( \int_{\Omega} g^2(X_1) dP \right)^{1/2} < \infty. \]

(See Goodman, Kuebls and Zinn [22].) Taking limit $\delta \to 0$ in (2.12) implies (2.8).

The upper bound is established.

**Lower bound.** To prove the lower bound, it suffices to prove that for each piecewise linear function \( f \in C([0, 1], E) \), and each \( \rho > 0 \),
\begin{equation}
(2.14) \quad \liminf_{n \to \infty} \frac{n}{b^2(n)} \log P \left\{ \frac{\hat{S}_n(\cdot)}{b(n)} \in B(f, \rho) \right\} \geq -\bar{\Lambda}(f).
\end{equation}

(See also Schuette [31], Hu [23], etc.)

This can be easily reduced to proving for the case of a linear function \( f : t \to tx, t \in [0, 1], x \in E \) (see also Borovkov and Mogulskii [12]). So, we now focus on the case \( f(t) = tx, t \in [0, 1] \), where \( x \in E \) is arbitrarily fixed.

For $\theta > 0$, $x \in E$, let $N_\theta(x) = \{ g \in C([0, 1], E); \| g(1) - x \| < \theta \}$. Note that for $\rho > 0, \theta > 0$,
\[ \overline{N_\theta(x)} \cap B(f, \rho) = \overline{N_\theta(x)} \setminus \overline{N_\theta(x) \setminus B(f, \rho)} \subset B(f, \rho). \]
Since the MDP for the partial sums \( \{ \tilde{S}_n(1) \} \) yields
\[
\liminf_{n \to \infty} \frac{n}{b^2(n)} \log P \left\{ \frac{\tilde{S}_n(t)}{b(n)} \in N_0(x) \right\}
\geq \liminf_{n \to \infty} \frac{n}{b^2(n)} \log P \left\{ \left\| \frac{\tilde{S}_n(1)}{b(n)} - x \right\| < \theta \right\}
\geq -\Lambda(x) = -\tilde{\Lambda}(f),
\]
in order to prove (2.14), it suffices to prove
\[
\limsup_{n \to \infty} \frac{n}{b^2(n)} \log P \left\{ \frac{\tilde{S}_n(t)}{b(n)} \in N_0(x) \setminus B(f, \rho) \right\} < -\Lambda(x)
\]
for a certain \( \theta > 0 \).

A little thought reveals that all sufficiently small \( \theta > 0 \) will do. Since \( N_0(x) \setminus B(f, \rho) \) is a closed set, we apply the upper bound result and estimate
\[
-(L. H. S. of (2.15)) \geq \inf \{ \tilde{\Lambda}(g); \|g - f\| \geq \rho, \|g(1) - x\| \leq \theta \}
\geq \inf \{ \tilde{\Lambda}(g); \sup_{0 \leq t \leq 1} \|g(t) - (f(t) + tz)\| \geq \rho - \theta, z = g(1) - x, \|z\| \leq \theta \}
= \inf \|z\| \leq \theta \inf \|z\| \sup_{0 \leq t \leq 1} \inf \|g(1) - x\| \geq \rho - \theta \inf \|g(1) - x\| \geq \rho - \theta, g(1) = x + z
\geq \inf \|z\| \leq \theta \inf \|z\| \sup_{0 \leq t \leq 1} \inf \|g(1) - x\| \geq \rho - \theta \left\{ t\Lambda \left( x + z + \frac{y}{t} \right) + (1 - t)\Lambda \left( x + z - \frac{y}{1 - t} \right) \right\}
\geq \inf \|z\| \leq \theta \inf \|z\| \sup_{0 \leq t \leq 1} \inf \|g(1) - x\| \geq \rho - \theta \left\{ \frac{1}{2} \inf \|z\| \sup_{0 \leq t \leq 1} \inf \|g(1) - x\| \geq \rho - \theta \right\}
\geq \inf \|z\| \leq \theta \left\{ \frac{1}{2} \inf \|z\| \sup_{0 \leq t \leq 1} \inf \|g(1) - x\| \geq \rho - \theta \right\}
= \inf \|z\| \leq \theta \Lambda(x + z) + 2 \left( \frac{\rho - \theta}{\sigma} \right)^2,
\]
whose limit as \( \theta \to 0 \) is greater than or equal to \( \Lambda(x) + 2 \left( \frac{\rho}{\sigma} \right)^2 \) by the lower semi-continuity of the rate function \( \Lambda \), where \( \sigma \) is as in (2.13).

This concludes that (2.15) indeed holds for sufficiently small \( \theta > 0 \). The proof of the lower bound is completed.

So far, we have proved that \( \{ \tilde{S}_n(\cdot) \} \) in \( C([0, 1], E) \) satisfies an MDP with speed \( \frac{n}{b^2(n)} \) and the rate function \( \tilde{\Lambda} \) defined by (1.2). It is easy to check that \( C([0, 1], E), \| \cdot \|_\infty \) is a closed subset of \( (D([0, 1], E), d_\infty) \), and therefore \( \{ \tilde{S}_n(\cdot) \} \) in \( (D([0, 1], E), d_\infty) \) also satisfies the MDP with speed \( \frac{n}{b^2(n)} \) and the rate function \( \tilde{\Lambda} \) of (2.1) (see Dembo and Zeitouni [18, Lemma 4.1.5 (a)]. The exponential equivalence of
\[
\{ \tilde{S}_{n}(\cdot) \} \text{ and } \{ S_{n}(\cdot) \} \text{ in } (D([0,1],\mathbb{E}), d_{\infty}), \text{ established in Lemma 2.2, implies now that } \{ \frac{S_{n}(\cdot)}{b(n)} \} \text{ in } D([0,1],\mathbb{E}) \text{ satisfies the MDP with speed } \{ \frac{n}{b(n)} \} \text{ and the rate function } \tilde{\Lambda} \text{ of (1.2) (see Dembo and Zeitouni [18, Theorem 4.2.13]). Theorem 1.2 is proved.}
\]

3. Functional LILs

Throughout this section, let \( \beta(n) = \sqrt{2n \log \log n} \), \( n \geq 3 \). Based on Theorem 1.2 and Remark 1.2, we can conclude the Functional Laws of the Iterated Logarithm for the piecewise constant and piecewise linear functions, \( \{ S_{n}(\cdot) ; n \geq 1 \} \) and \( \{ \tilde{S}_{n}(\cdot) ; n \geq 1 \} \), respectively.

**Theorem 3.1.** Suppose that (1.4) and the following condition

\[
\frac{S_{n}}{\beta(n)} \overset{p}{\to} 0
\]

hold. Then with probability 1, the following sequence

\[
\left\{ \xi_{n}(\cdot) = \frac{S_{n}(\cdot)}{\beta(n)} \right\}_{n \geq 1}
\]

is relatively compact in \( D([0,1],\mathbb{E}) \), and the set of its limit points, \( L(\omega) \), is precisely the compact set

\[
\mathcal{K} = \left\{ f \in D([0,1],\mathbb{E}) ; 2\tilde{\Lambda}(f) \leq 1 \right\}.
\]

The same result holds for \( \{ \frac{\tilde{S}_{n}(\cdot)}{\beta(n)} \}_{n \geq 1} \).

**Proof.** It can be proved by the standard arguments, see, for example, the proof of Deuschel and Stroock [20, Theorem 1.4.1] or Dembo and Zajic [17, Corollary 1].

4. Concluding remarks

We have viewed the trajectory problem as consisting of two major issues. First, what is the MDP for partial sums? For this we found good results in the literature, see, for instance, Chen [13, 15], Ledoux [26]. Second, how to pass a result from the partial sum to the whole trajectory, now that the result holds for partial sums? The latter issue is treated carefully in Section 2.

We have traced all the proofs and seen that, once the MDP for partial sums is assumed, the original assumption (1.4) is rarely quoted in settling the second issue. This, among other things, suggests that any partial sum result may well remain true for the corresponding trajectory process. Let us illustrate use of such an idea by extending a partial sum result to the trajectory setting, the results in Proposition 4.1 and Proposition 4.2 below. In the proof, we will list all occasions of quoting the original assumption, (1.4). It should be pointed out that (1.5) is a necessary condition for (1.6) to hold.

**Proposition 4.1.** Let \( b(n) = n^p \) (1/2 < \( p < 1 \)). Suppose that (1.5) and

\[
E \exp \left( \beta \| X_{1} \|^\alpha \right) < \infty \text{ for some } 2 - 1/p < \alpha < 1 \text{ and some } \beta = \beta(\alpha) > 0
\]

hold. Then Theorem 1.1 and Theorem 1.2 remain true.
Proof. By Chen [13, Theorem 2]; [15, Theorem 1] or Jiang [24], \( \{ \frac{S_n}{n} \} \) satisfies an MDP with speed \( \{ \frac{n}{\varphi(n)} \} \) and rate function \( \Lambda \) as in (1.1).

Again by tracing the proofs of Chen [13, Theorem 2]; [15, Theorem 1], we can show that Lemma 2.3 is still true under the new assumption instead of (1.4).

Excluding Lemma 2.3, use was made of (1.4) only in the proofs of Lemma 2.2 and (2.12) via the following estimate
\[
P \{ \| X_1 \| > b(n) \delta \} \leq \exp(\beta \delta b(n)) \exp(\beta \| X_1 \|)
\]
for \( \delta > 0 \), where \( \beta \) is as in (1.4). The inequality above ensures the desired estimate (4.1)
\[
\limsup_{n \to -\infty} \frac{n}{\beta^2(n)} \log(nP \{ \| X_1 \| > b(n) \delta \}) = -\infty
\]
for each \( \delta > 0 \). Therefore, all that remains is to show that (4.1) is valid under the new assumption, weaker than (1.4). Indeed, for each \( \delta > 0 \), by Chebyshev’s inequality,
\[
nP \{ \| X_1 \| > \delta b(n) \} \leq n \exp(-\beta \delta^\alpha b^\alpha(n)) \exp(\beta \| X_1 \| ^\alpha),
\]
which implies (4.1). Proof is completed.

**Proposition 4.2.** Let \( b(n) = \sqrt{2n \log \log n}, \ n \geq 3 \). Suppose that (1.5) and
\[
E \exp(\beta \| X_1 \| ^\alpha) < \infty \text{ for some } 0 < \alpha < 1 \text{ and some } \beta = \beta(\alpha) > 0
\]
hold. Then Theorem 1.1, Theorem 1.2 and Theorem 3.1 hold.

**Proof.** Its proof is similar to that of Proposition 4.1.

**Remark 4.1.** Proposition 4.2 has improved Theorem 3.1 by weakening the exponential integrability assumption, (1.4).

**APPENDIX A**

Let \((X, d)\) be a Polish space and \(Y\) denote the Polish space of continuous functions from \([0, 1]\) to \(X\) equipped with the metric \(d_\infty(f, g) = \sup_{0 \leq t \leq 1} d(f(t), g(t))\). Let \(\{a(n)\}\) be a positive sequence satisfying \(a(n) \to 0\) as \(n \to \infty\).

A sequence of probability measures \(\{\mu_n; n \geq 1\}\) on \(Y\) is said to be exponentially tight with speed \(\{a(n)\}\) if for every \(L > 0\), there exists a compact set \(K_L \subset Y\) such that
\[
\limsup_{n \to -\infty} a(n) \log \mu_n \{K_L^c\} \leq -L,
\]
where \(K_L^c\) means the complement of \(K_L\).

**Theorem A.** A sequence of probability measures \(\{\mu_n; n \geq 1\}\) on \(Y\) is exponentially tight with speed \(\{a(n)\}\) if:

(i) For each rational \(t \in [0, 1]\), the sequence \(\{\mu_n(t); n \geq 1\}\) of laws induced by the projection \(f(\cdot) \to f(t): Y \to X\) is exponentially tight in \((X, d)\), that is, for each \(\alpha > 0\), there exists a compact set \(L_\alpha \subset X\) such that
\[
\limsup_{n \to -\infty} a(n) \log \mu_n \{f(t) \in L_\alpha^c\} \leq -\alpha.
\]

(ii) For all \(\rho > 0\),
\[
\limsup_{\delta \to 0} \limsup_{n \to -\infty} a(n) \log \mu_n \{\{f ; \omega_f(\delta) \geq \rho\}\} = -\infty,
\]
where for each \( f \in \mathcal{Y} \) and all \( \delta > 0 \),
\[
\omega_f(\delta) = \sup_{|t-s| < \delta} d(f(t), f(s))
\]
denotes the modulus of continuity of \( f \).

Proof. This is essentially the Lemma A.2 of Dembo and Zajic [10].

APPENDIX B

Let \( \tilde{\Lambda} \) be defined by (1.2). The purpose of this section is to show that \( \tilde{\Lambda} \), defined on \( (D([0, 1], E), d_{\infty}(\cdot, \cdot)) \), has compact level sets. Since \( (C([0, 1], E), \| \cdot \|_\infty) \) is a closed subspace of \( (D([0, 1], E), d_{\infty}(\cdot, \cdot)) \), it suffices for us to show that \( \Lambda \) restricted to \( (C([0, 1], E), \| \cdot \|_\infty) \) has compact level sets. Throughout this section, we denote by \( \lambda \) the Lebesgue measure on \([0, 1]\). Note that \( \Lambda \) has compact level sets under the integrability condition (1.4).

Lemma B.1. Let \( K_a = \{ \varphi \in C([0, 1]; E); \tilde{\Lambda}(\varphi) \leq a \} \) for \( a > 0 \), and let \( \hat{K}_a = \{ g \in L^1([0, 1], E); \varphi(t) = \int_t^a g(s)ds \text{ for } t \in [0, 1], \varphi \in K_a \} \). Then \( \hat{K}_a \) is \( \| \cdot \|_H \)-uniformly integrable, that is to say
\[
\lim_{k \to \infty} \sup_{g \in \hat{K}_a} \int_{\{\|g\|_H \geq k\}} \|g\|_H d\lambda = 0.
\]

Proof. Given \( g \in \hat{K}_a \), for each \( k > 0 \), it follows from the Cauchy-Schwartz inequality that
\[
\int_{\{\|g\|_H \geq k\}} \|g\|_H d\lambda \leq \frac{2}{k} \tilde{\Lambda}(\varphi) \leq \frac{2}{k} a,
\]
where \( \varphi(t) = \int_0^a g(s)ds \) for \( t \in [0, 1] \). (B.1) follows from (B.2). The lemma is proved.

Lemma B.2 (Lower semicontinuity of \( \tilde{\Lambda} \)). If \( \|\varphi_n - \varphi\|_\infty \to 0 \) as \( n \to \infty \), then
\[
\liminf_{n \to \infty} \tilde{\Lambda}(\varphi_n) \geq \tilde{\Lambda}(\varphi).
\]

Proof. It suffices to consider \( \liminf_{n \to \infty} \tilde{\Lambda}(\varphi_n) = b < \infty \). By passing to a subsequence, we may and will assume that \( \lim_{n \to \infty} \tilde{\Lambda}(\varphi_n) = b \), and \( \tilde{\Lambda}(\varphi_n) \leq b + 1 \) for all \( n \).

Let \( g_n \in L^1([0, 1], E) \) such that \( g_n(t) \in H \) and \( \varphi_n(t) = \int_0^t g_n(s)ds \) for \( t \in [0, 1] \).

We shall show that \( \varphi \) is \( \| \cdot \|_H \)-absolutely continuous: that is, for every \( \varepsilon > 0 \), there exists \( \delta = \delta(\varepsilon) > 0 \) such that for all \( n \) and \( t_i - s_i < \delta \),
\[
\sum_{i=1}^n \|\varphi(t_i) - \varphi(s_i)\|_H < \varepsilon.
\]

To prove (B.3). Given \( \varepsilon > 0 \), by Lemma B.1, there exists \( \delta = \delta(\varepsilon) > 0 \) such that for all \( n \), \( \int_A \|g_n\|_H d\lambda < \varepsilon \) whenever \( \lambda(A) < \delta \). In particular, if \( s_i < t_i \) and \( \sum |t_i - s_i| < \delta \), then
\[
\sum \|\varphi_n(t_i) - \varphi_n(s_i)\|_H < \varepsilon.
\]
Taking account of (B.4), the lower semicontinuity of $\Lambda$ and $\|\varphi_n - \varphi\|_\infty \to 0$, we can obtain
\begin{equation}
\varepsilon \geq \liminf_{n \to \infty} \frac{1}{2} \frac{1}{2^n} \sum (2\Lambda(\varphi_n(t_i) - \varphi_n(s_i)))^{1/2} \geq \sum (2\Lambda(\varphi(t_i) - \varphi(s_i)))^{1/2}.
\end{equation}
Note that $\varphi(0) = \lim_{n \to \infty} \varphi_n(0) = 0 \in H$. (B.5), together with the definition of $\Lambda$, implies that $\varphi(s_i), \varphi(t_i) \in H$. In return, we have $\varphi(t) \in H$ for all $t \in [0, 1]$ and
\begin{equation}
\sum \|\varphi(t_i) - \varphi(s_i)\|_H \leq \varepsilon
\end{equation}
which means that $\varphi$ is $\|\cdot\|_H$–absolutely continuous. Note that (B.6) yields also that $\int_0^1 \|\varphi(s)\|_H ds < \infty$.

We next show that there exists $g \in L^1([0, 1], E)$ such that $g(t) \in H$ and $\varphi(t) = \int_0^t g(s)ds$ for $t \in [0, 1]$. To this end, define on $([0, 1], \mathcal{B}, \lambda)$, where $\mathcal{B}$ is the Borel $\sigma$-algebra of $[0, 1]$, the $H$-valued martingale $(h_n, \mathcal{F}_n)$, where
\[ h_n = \sum_{j=1}^{2^n} \varphi \left( \frac{j}{2^n} \right) - \varphi \left( \frac{j-1}{2^n} \right) 1_{(j-1)/2^n, j/2^n} \]
and $\mathcal{F}_n = \sigma \left( \left\{ \frac{j-1}{2^n}, \frac{j}{2^n} : 1 \leq j \leq 2^n \right\} \right)$.

Because $\varphi$ is $\|\cdot\|_H$–absolutely continuous, it is of $\|\cdot\|_H$–bounded variation; that is, there exists a positive constant $M < \infty$, such that if $n \in \mathbb{N}$ and $0 \leq t_0 < t_1 < \cdots < t_n \leq 1$, then
\begin{equation}
\sum_{i=1}^{n} \|\varphi(t_i) - \varphi(t_{i-1})\|_H \leq M.
\end{equation}
Since for $n \in \mathbb{N}$,
\[ E\|h_n\|_H = \sum_{j=1}^{2^n} \|\varphi \left( \frac{j}{2^n} \right) - \varphi \left( \frac{j-1}{2^n} \right)\|_H, \]
it follows from (B.7) that $\sup_n E\|h_n\|_H < \infty$. By the well-known martingale convergence theorem, there exists $g \in L^1([0, 1], E)$ satisfying $g(t) \in H$ for $t \in [0, 1]$ and $\int_0^t \|g(s)\|_H ds < \infty$ such that $\lim_{n \to \infty} \|h_n - g\|_H = 0$ a.e. Next, we shall show that $\varphi(t) = \int_0^t g(s)ds$ for $t \in [0, 1]$. First of all, we shall show that
\begin{equation}
\lim_{n \to \infty} E\|h_n - g\|_H = 0.
\end{equation}
To prove (B.8), it is enough to show $\{h_n\}$ is $\|\cdot\|_H$–uniformly integrable, that is
\begin{equation}
\sup_{n} \int_{\|h_n\|_H \geq \rho} \|h_n\|_H d\lambda = 0.
\end{equation}
To show this, let $\triangle_j = \varphi \left( \frac{j}{2^n} \right) - \varphi \left( \frac{j-1}{2^n} \right), j = 1, \cdots, 2^n$, then
\[ C \triangleq \sup_n \sum_{j=1}^{2^n} \|\triangle_j\|_H < \infty \]
and
\[
2^{-n}\text{card}\{j : 2^n\|\Delta_j\|_H \geq \rho\} \leq \rho^{-1} \sum_{j=1}^{2^n} \|\Delta_j\|_H \leq \frac{C}{\rho}.
\]

However
\[
\int_{\{\|h_n\|_H \geq \rho\}} \|h_n\|_H d\lambda = \sum_{\{j : 2^n\|\Delta_j\|_H \geq \rho\}} \|\Delta_j\|_H.
\]

Now, (B.9) follows from (B.10), (B.11) and the \| \cdot \|_H-absolute continuity of \( \varphi \), (B.3). Consequently, by the definition of Bochner integral, for \( 0 \leq j < k \leq 2^n \),
\[
\int_{j/2^n}^{k/2^n} g(s) ds = \lim_{n \to \infty} \int_{j/2^n}^{k/2^n} h_i(s) ds = \varphi \left( \frac{k}{2^n} \right) - \varphi \left( \frac{j}{2^n} \right).
\]

Recall that the Bochner integral \( h(u) = \int_0^u g(s) ds : [0, 1] \to E \) is continuous (see Diestel and Uhl \cite[Theorem II.2.4]{21}), and therefore, by (B.12) and the continuity of \( \varphi \), for \( 0 \leq s < t \leq 1 \), we have
\[
\int_s^t g(s) ds = \varphi(t) - \varphi(s).
\]

In particular, for \( t \in [0, 1] \), we have
\[
\varphi(t) = \int_0^t g(s) ds.
\]

Finally, we shall show that \( b \geq \bar{\Lambda}(\varphi) \). Let \( \Pi : 0 = t_0 < t_1 < \cdots < t_N = 1 \) be a partition of \([0, 1] \), where \( \|\Pi\|_H = \max_{1 \leq i \leq N} |t_i - t_{i-1}| \) will be taken to be sufficiently small. Note that \( \bar{\Lambda}(\varphi_n) = \sum_{i=1}^{N} \int_{t_{i-1}}^{t_i} \Lambda(g_n) d\lambda \). By Jensen’s inequality,
\[
\int_{t_{i-1}}^{t_i} \Lambda(g_n) d\lambda \geq (t_i - t_{i-1}) \Lambda \left( \frac{1}{t_i - t_{i-1}} \int_{t_{i-1}}^{t_i} g_n d\lambda \right).
\]

Therefore
\[
\bar{\Lambda}(\varphi_n) \geq \sum_{i=1}^{N} (t_i - t_{i-1}) \Lambda \left( \frac{\varphi_n(t_i) - \varphi_n(t_{i-1})}{t_i - t_{i-1}} \right).
\]

Using the lower semicontinuity of \( \Lambda \), we obtain
\[
b = \liminf_{n \to \infty} \bar{\Lambda}(\varphi_n) \geq \sum_{i=1}^{N} (t_i - t_{i-1}) \Lambda \left( \frac{\varphi(t_i) - \varphi(t_{i-1})}{t_i - t_{i-1}} \right) = \bar{\Lambda}(\varphi)
\]

for any partition \( \Pi \), where \( \varphi_{\Pi} \) is defined as follows
\[
\varphi_{\Pi}(t) = \int_0^t g_{\Pi}(s) ds, \quad t \in [0, 1],
\]

where
\[
g_{\Pi}(t) = \frac{\varphi(t_i) - \varphi(t_{i-1})}{t_i - t_{i-1}} \quad \text{for } t \in [t_{i-1}, t_i]
\]

and \( g_{\Pi}(1) = \varphi(1) \).
Let \( \Pi_m \) be a partition such that \( \| \Pi_m \| \leq \frac{1}{m} \). Define
\[
g_{\Pi_m}(t) = \frac{\varphi(t_{i-1}^{(m)}) - \varphi(t_i^{(m)})}{t_{i}^{(m)} - t_{i-1}^{(m)}} \quad \text{for } t \in [t_{i-1}^{(m)}, t_i^{(m)}]
\]
and \( g_{\Pi_m}(1) = \varphi(1) \), where \( \Pi_m : 0 = t_0^{(m)} < t_1^{(m)} < \cdots < t_m^{(m)} = 1 \).

Since
\[
\int_0^1 \| g(s) \|_\mathcal{M} ds < \infty, \quad \lim_{m \to \infty} \| g_{\Pi_m} - g \|_\mathcal{M} = 0 \quad \text{a.e.}
\]

Therefore, taking account of the lower semicontinuity of \( \Lambda \), we have
\[
\lim_{m \to \infty} \Lambda(g_{\Pi_m}) = \Lambda(g) \quad \text{a.e., which as well as Fatou’s lemma implies}
\]
\[
\lim_{m \to \infty} \int_0^1 \Lambda(g_{\Pi_m}) d\lambda \geq \int_0^1 \Lambda(g) d\lambda = \bar{\Lambda}(\varphi).
\]

From (B.13) and (B.14) it follows that
\[
b \geq \liminf_{m \to \infty} \bar{\Lambda}(g_{\Pi_m}) \geq \bar{\Lambda}(\varphi),
\]
which proves the desired results. The lemma is proved.

**Lemma B.3.** For any \( a > 0 \), \( K_a = \{ \varphi : \bar{\Lambda}(\varphi) \leq a \} \) is compact in \( (C[0,1], \| \cdot \|_\infty) \).

**Proof.** Note first that: if \( A \subset C([0,1]; \mathcal{E}) \) is such that
(i) There exist a compact set \( K \subset E \) such that \( \varphi(t) \in K \) for all \( t \in [0,1], \varphi \in A \);
(ii) \( \limsup_{\delta \to 0} \omega(\delta) = 0 \), where \( \omega(\delta) = \sup_{|t-s| < \delta} \| \varphi(t) - \varphi(s) \| \), then \( A \) is compact in \( (C([0,1]; \mathcal{E}), \| \cdot \|_\infty) \) (see also de Acosta [19] p. 88).

Given \( \varphi \in K_a \), let \( g \in L^1([0,1], \mathcal{E}) \) such that \( \varphi(t) = \int_0^t g(s)ds \) for \( t \in [0,1] \), then
\[
\| \varphi(t) - \varphi(s) \| = \left\| \int_s^t g(\tau) d\tau \right\| \leq \int_s^t \| g(\tau) \| d\tau,
\]
which, together with Lemma B.1, yields (ii) for \( A = K_a \).

Given \( \varphi \in K_a \) again, let \( g \in L^1([0,1], \mathcal{E}) \) such that \( \varphi(t) = \int_0^t g(s)ds \) for \( t \in [0,1] \).

For any \( t \in (0,1] \), by Jensen’s inequality
\[
\Lambda(\varphi(t)) = t^2 \Lambda \left( \frac{1}{t} \int_0^t g(s)ds \right) \leq t \int_0^t \Lambda(g(s)) ds \leq \bar{\Lambda}(\varphi) \leq a
\]
This proves (i) for \( A = K_a \), with \( K = \{ x \in \mathcal{E} : \Lambda(x) \leq a \} \), where \( \{ x \in \mathcal{E} : \Lambda(x) \leq a \} \) is compact in \( (\mathcal{E}, \| \cdot \| \) \). Now the compactness of \( K_a \) follows from the above arguments and the lower semicontinuity of \( \bar{\Lambda} \) (Lemma B.2). The proof is completed.

From Lemma B.2 and Lemma B.3, we can obtain following theorem.

**Theorem B.1.** Let \( \bar{\Lambda} \) be defined by (1.2). Under condition (1.4), \( \bar{\Lambda} \) is a rate function on \( (C([0,1]; \mathcal{E}), \| \cdot \|_\infty) \).
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