ANALYTIC \( p \)-ADIC CELL DECOMPOSITION AND INTEGRALS

RAF CLUCKERS

Abstract. We prove a conjecture of Denef on parameterized \( p \)-adic analytic integrals using an analytic cell decomposition theorem, which we also prove in this paper. This cell decomposition theorem describes piecewise the valuation of analytic functions (and more generally of subanalytic functions), the pieces being geometrically simple sets, called cells. We also classify subanalytic sets up to subanalytic bijection.

1. Introduction

Let \( p \) denote a fixed prime number, \( \mathbb{Z}_p \) the ring of \( p \)-adic integers, \( \mathbb{Q}_p \) the \( p \)-adic field, \( \text{val} \) the \( p \)-adic valuation.

Let \( f = (f_1, \ldots, f_r) \) be an \( r \)-tuple of restricted power series over \( \mathbb{Z}_p \) in the variables \( (\lambda, x) = (\lambda_1, \ldots, \lambda_s, x_1, \ldots, x_m) \), i.e., the \( f_i \) are power series converging on \( \mathbb{Z}_p^{s+m} \). To \( f \) we associate a parametrized \( p \)-adic integral

\[
I(\lambda) = \int_{\mathbb{Z}_p^m} |f(\lambda, x)||dx|,
\]

where \( |dx| \) is the Haar measure on \( \mathbb{Z}_p^m \) normalized so that \( \mathbb{Z}_p^m \) has measure 1.

A subanalytic constructible function on a subanalytic set \( X \) is by definition a \( \mathbb{Q} \)-linear combination of products of functions of the form \( \text{val}(h) \) and \( |h'| \), where \( h : X \to \mathbb{Q}_p^* \) and \( h' : X \to \mathbb{Q}_p \) are subanalytic functions. (For the notion of subanalytic functions and subanalytic sets we refer to the section Terminology and notation below.)

We prove the following conjecture of Denef [8]:

**Theorem 1.1.** The function \( I \) is a subanalytic constructible function on \( \mathbb{Z}_p^s \).

In the case that the functions \( f_i \) are polynomials, the map \( I \) has been studied by Igusa for \( r = 1 \), by Lichtin for \( r = 2 \), and by Denef for arbitrary \( r \) (see [16, 17, 18], [19], and [8]). In the more general case that the \( |f(\lambda, x)| \) in (1) is replaced by an arbitrary subanalytic constructible function, the conclusion of Theorem 1.1 still holds (see Theorem 4.2 below), where now \( I \) is identically zero if the integrated function is not integrable for some \( \lambda \).
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The rationality of the analytic $p$-adic Serre–Poincaré series was conjectured in [26] and [27] and proven by Denef and van den Dries in [9]; the rationality can immediately be obtained as a corollary of integration Theorem 1.1. This is because it is well known how to express the Poincaré series as a $p$-adic integral (see [8], section 1.6).

A second key result of the present paper is a cell decomposition theorem for subanalytic sets and subanalytic functions (Theorem 2.3), in perfect analogy to the semialgebraic cell decomposition theorem of [4] and [6]. Roughly speaking, $p$-adic cell decomposition theorems describe the norm of given functions after partitioning the domain of the functions in finitely many basic sets, called cells. Cell decompositions are very useful to study parameterized $p$-adic integrals (see below and [8]) and to prove the rationality of Igusa’s local zeta functions and of several Poincaré series (see [4]). Many of the applications of cell decomposition (in for example [10]) and to prove the rationality of Igusa’s local zeta functions and of several Poincaré series (see [4]). Many of the applications of cell decomposition (in for example [10]) cannot, up to now, be proven with other techniques.

The proof of the analytic cell decomposition is based on several results by van den Dries, Haskell, and Macpherson [13] on the geometry of subanalytic sets and subanalytic functions; we state some of these results in section 2.

We also extensively use the theory of $p$-adic subanalytic sets, developed by Denef and van den Dries in [9] in analogy to the theory of real subanalytic sets; in particular, we use the dimension theory of [9]. In section 3 we apply cell decomposition to obtain the following classification:

**Theorem 1.2.** Let $X \subset \mathbb{Q}_p^n$ and $Y \subset \mathbb{Q}_p^n$ be infinite subanalytic sets. Then there exists a subanalytic bijection $X \to Y$ if and only if $\dim(X) = \dim(Y)$.

This classification of subanalytic sets is similar to the classification of semialgebraic sets in [2]. Note that in particular there exists a semialgebraic bijection between $\mathbb{Q}_p$ and $\mathbb{Q}_p^\times$; this is the main result of [3].

The theory of $p$-adic integration has also served as an inspiring example for the theory of motivic integration and there are many connections to it (see e.g. [11] and [14]).

Many of the results of [9] and [13] are formulated for $\mathbb{Q}_p$ and not for finite field extensions of $\mathbb{Q}_p$; nevertheless, all results referred to in this paper also hold for finite field extensions of $\mathbb{Q}_p$ (see the remark in (3.31) of [9]). All results of this paper also hold in finite field extensions of $\mathbb{Q}_p$.

**Terminology and notation.** Let $p$ denote a fixed prime number, $\mathbb{Q}_p$ the field of $p$-adic numbers and $K$ a fixed finite field extension of $\mathbb{Q}_p$ with valuation ring $R$. For $x \in K^\times$ let $v(x) \in \mathbb{Z}$ denote the $p$-adic valuation of $x$ and $|x| = q^{-v(x)}$ the $p$-adic norm, with $q$ the cardinality of the residue class field. We write $P_n = \{y^n \mid y \in K^\times\}$, and $\mu P_n$ denotes $\{\mu x \mid x \in P_n\}$ for $\mu \in K$.

For $x = (x_1, \ldots, x_m)$ let $K\{x\}$ be the ring of restricted power series over $K$ in the variables $x$; it is the ring of power series $\sum a_i x^i$ in $K[[x]]$ such that $|a_i|$ tends to 0 as $|i| \to \infty$. (Here, we use the multi-index notation where $i = (i_1, \ldots, i_m)$, $|i| = i_1 + \ldots + i_m$ and $x^i = x_1^{i_1} \ldots x_m^{i_m}$.) For $x_0 \in R^m$ and $f = \sum a_i x^i$ in $K\{x\}$ the series $\sum a_i x_0^i$ converges to a limit in $K$, thus, one can associate to $f$ a restricted analytic function given by

$$f : K^m \to K : x \mapsto \begin{cases} \sum_i a_i x^i & \text{if } x \in R^m, \\ 0 & \text{else.} \end{cases}$$
We extend the notion of \(D\)-functions of \([9]\) to our setting\(^{1}\).

**Definition 1.3.** A \(D\)-function is a function \(K^m \to K\) for some \(m \geq 0\), obtained by repeated application of the following rules:

(i) for each \(f \in K\{x_1, \ldots, x_m\}\), the associated restricted analytic function \(x \mapsto f(x)\) is a \(D\)-function;
(ii) for each polynomial \(f \in K[x_1, \ldots, x_m]\), the polynomial map \(x \mapsto f(x)\) is a \(D\)-function;
(iii) the function \(x \mapsto x^{-1}\), where \(0^{-1} = 0\) by convention, is a \(D\)-function;
(iv) for each \(D\)-function \(f\) in \(n\) variables and each \(D\)-functions \(g_1, \ldots, g_n\) in \(m\) variables, the function \(f(g_1, \ldots, g_n)\) is a \(D\)-function.

A (globally) subanalytic subset of \(K^m\) is a subset of the form

\[
X = \bigcup_{i=1}^{r} \bigcap_{j=1}^{s} X_{ij},
\]

where each \(X_{ij}\) is of the form \(\{x \in K^m \mid f_{ij}(x) = 0\}\) or \(\{x \in K^m \mid f_{ij}(x) \in P_{n_{ij}}\}\), where the functions \(f_{ij}\) are \(D\)-functions and \(n_{ij} > 0\). We call a function \(g : A \subset K^m \to K^n\) subanalytic if its graph is a subanalytic set. We refer to \([9]\), \([8]\), and \([13]\) for the theory of subanalytic \(p\)-adic geometry and to \([21]\) for the theory of rigid subanalytic sets.

In section\(^{2}\) we will use the framework of model theory. We let \(\mathcal{L}_{an}\) be the first order language consisting of the symbols

\[+,-,\cdot,-^1,\{P_n\}_{n>0}\]

together with an extra function symbol \(f\) for each restricted analytic function associated to restricted power series in \(\bigcup_m K\{x_1, \ldots, x_m\}\). We consider \(K\) as an \(\mathcal{L}_{an}\)-structure using the natural interpretations of the symbols of \(\mathcal{L}_{an}\).

We mention the following fundamental result in the theory of subanalytic sets.

**Theorem 1.4** (\([9]\), Corollary (1.6)). The collection of subanalytic sets is closed under taking complements, finite unions, finite intersections, and images under subanalytic maps\(^{2}\).

A semialgebraic subset of \(K^m\) is a subset of the same form as \(X\) above but with the \(f_{ij}\) polynomials over \(K\), and a function is semialgebraic if its graph is a semialgebraic set. It is well known that also the collection of semialgebraic sets is closed under taking complements, finite unions and intersections, and images under semialgebraic maps (see \([23],[9]\)).

2. Analytic Cell Decomposition

To state cell decomposition one needs basic sets called (subanalytic) cells, which we define inductively. For \(m, l > 0\) write \(\pi_m : K^{m+l} \to K^m\) for the linear projection on the first \(m\) variables and, for \(A \subset K^{m+l}\) and \(x \in \pi_m(A)\), write \(A_x\) for the fiber \(\{t \in K^l \mid (x,t) \in A\}\).

---

\(^{1}\)In \([9]\), \(D\)-functions are functions from \(R^m\) to \(R\) for \(m \geq 0\).

\(^{2}\)I take the occasion to correct a small error in \([13]\) with respect to quantifier elimination on \(Q_p\). Namely, the division function \(D\) in \([13]\) should either be replaced by the field inverse \(^{-1}\) or by the function \(D\) given by \(D(x,y) = x/y\) if \(0 < |x| \leq |y|\) and \(D(x,y) = 0\) otherwise.
Definition 2.1. A cell \( A \subset K \) is a (nonempty) set of the form
\[
\{ t \in K \mid |a| \boxminus_1 |t - \gamma| \boxminus_2 |\beta|, \ t - \gamma \in \mu P_n \},
\]
with constants \( n > 0, \mu, \gamma \in K, \alpha, \beta \in K^\times \), and \( \boxminus \) either < or no condition. If \( \mu = 0 \) we call \( A \) a \( 0 \)-cell and we call \( A \) a \( 1 \)-cell otherwise.

A (subanalytic) cell \( A \subset K^{m+1}, m \geq 1 \), is a set of the form
\[
\{ (x, t) \in K^{m+1} \mid x \in D, |\alpha(x)| \boxminus_1 |t - \gamma(x)| \boxminus_2 |\beta(x)|, \ t - \gamma(x) \in \mu P_n \},
\]
with \( (x, t) = (x_1, \ldots, x_m, t) \), \( n > 0, \mu \in K, D = \pi_m(A) \) a cell, subanalytic functions \( \alpha, \beta : K^m \to K^\times \), \( \gamma : K^m \to K \), and \( \boxminus \) either < or no condition. We call \( \gamma \) the center and \( \mu P_n \) the coset of the cell \( A \). If \( D \) is a cell of type \((i_1, \ldots, i_m)\) with \( i_j \in \{0, 1\} \), we call \( A \) an \((i_1, \ldots, i_m, 0)\)-cell if \( \mu = 0 \) and we call \( A \) an \((i_1, \ldots, i_m, 1)\)-cell otherwise. If at each stage of this inductive definition all occurring functions \( \alpha, \beta, \) and \( \gamma \) are analytic on the respective projections \( \pi_i(A), i = 1, \ldots, m - 1 \), we call \( A \) an analytic cell.

Remark 2.2. (i) An \((i_1, \ldots, i_m, 0)\)-cell \( A \subset K^{m+1} \) is the graph of a subanalytic function defined on \( \pi_m(A) \), and, if \( A \) is an \((i_1, \ldots, i_m, 1)\)-cell, then \( A \subset K \) for each \( x \in \pi_m(A) \).

(ii) An analytic cell is a \( K \)-analytic manifold (in the obvious sense, see e.g. [1]).

Theorem 2.3 below is a subanalytic analogue of the semialgebraic cell decomposition (see [4] and [6]); it is a perfect analogue of the reformulation [2, Lemma 4]. In [8], an overview is given of applications of \( p \)-adic cell decomposition, going from a description of local singular series to counting profinite \( p \)-groups (as in [14]).

Theorem 2.3 (Analytic Cell Decomposition). Let \( X \subset K^{m+1} \) be a subanalytic set, \( m \geq 0 \), and \( f_j : X \to K \) subanalytic functions for \( j = 1, \ldots, r \). Then there exists a finite partition of \( X \) into cells \( A \) with center \( \gamma : K^m \to K \) and coset \( \mu P_n \) such that for each \( (x, t) \in A \)
\[
|f_j(x, t)| = |\delta_j(x)||\left( t - \gamma(x) \right)^{a_j}|^{\frac{1}{\mu n}}, \quad \text{for each } j = 1, \ldots, r,
\]
with \( (x, t) = (x_1, \ldots, x_m, t) \), integers \( a_j \), and \( \delta_j : K^m \to K \) subanalytic functions.
If \( \mu = 0 \), we use the conventions \( a_j = 0 \) and \( 0^0 = 1 \). Moreover, the cells \( A \) can be taken to be analytic cells such that the \( \delta_j \) are analytic on \( \pi_m(A) \).

Remark 2.4. (i) Theorem 2.3 can be seen as a \( p \)-adic analogue of the preparation theorem [20] for real subanalytic functions, or as an analogue of cell decomposition for real subanalytic sets (see e.g. [12]).

(ii) Some of the analytic analogues of applications in [8] as well as some of the results of [5, 13] and [9] can be obtained immediately using cell decomposition and the integration theorems of this paper. For example, see Corollary 1.8.2 of [5] on local singular series, Theorem 3.1 of [8], the \( p \)-adic Lojasiewicz inequalities (3.37), the subanalytic selection theorem (3.6), the stratification theorem (3.29), and Theorem (3.2) of [9]. However, note that the presented proof of Theorem 2.3 relies on [9] and [13].

(iii) Partial results towards subanalytic cell decomposition have been obtained in [22, 24, 25] and [28]. In [24] and [28], a partitioning of arbitrary subanalytic sets into cells is obtained, but without the description of the norm of subanalytic functions on these cells. However, the description of the norm of the subanalytic functions in Theorem 2.3 is used in the proof of the conjecture of Denef below.
For the proof of Theorem 2.3 we use techniques from model theory, namely a compactness argument. (For general notions of model theory we refer to [15].)

Let $K_1$ be an $\mathcal{L}_{\text{an}}$-elementary extension of $K$ and let $R_1$ be its valuation ring. In view of Theorem 1.4, we can call a set $X \subset K_1^n$ subanalytic if it is $\mathcal{L}_{\text{an}}$-definable (with parameters from $K_1$) and analogously for subanalytic functions, cells, and so on. Expressions of the form $|x| < |y|$ for $x, y \in K_1$ are abbreviations for the corresponding $\mathcal{L}_{\text{an}}$-formula's expressing $|x| < |y|$ for $x, y \in K_1$, as in Lemma 2.1 of [6]. Cells in $K_1^n$ are defined just as in $K^n$ by replacing $K$ by $K_1$ everywhere in the definition. By a $D$-function $K_1^n \rightarrow K_1$ we mean a function given by an $\mathcal{L}_{\text{an}}$-term (with parameters from $K_1$) in $m$ variables. Similarly, one can speak of semialgebraic subsets of $K_1^n$ (with parameters from $K_1$).

We recall one of the main results of [13]:

**Theorem 2.5** (Theorem B of [13]). Each subanalytic subset of $K_1$ is semialgebraic.

The following two lemmas treat the one-dimensional part of Theorem 2.3.

**Lemma 2.6.** Let $f : R_1 \rightarrow K_1$ be a subanalytic function. Then there exists a finite partition of $R_1$ into semialgebraic sets $A$ such that for each $A$ there exist polynomials $p$ and $q$ such that

$$|f(x)| = |p(x)/q(x)|^{1/e},$$

for each $x \in A$, where $q$ has no zeros in $A$ and $e > 0$ is an integer.

**Proof.** By Theorem 3.6 of [7], there exists a finite partition of $R_1$ into subanalytic sets $B$ such that

$$|f(x)| = |g_B(x)/h_B(x)|^{1/e},$$

for each $x \in B$, where $g_B$ and $h_B$ are $D$-functions, $h_B(x) \neq 0$ on $B$ and $e > 0$. (In [7] this is proven for subanalytic functions $\mathbb{Z}_p^n \rightarrow \mathbb{Z}_p$ using quantifier elimination in an elementary way; its proof can be repeated for our situation $R_1 \rightarrow K_1$ or otherwise one can instantiate parameters in the result of [7] to deduce this as a corollary.) By Theorem B of [13], the sets $B$ are semialgebraic.

In [13] it is proven that the norm of any $D$-function in one variable is piecewise equal to the norm of a rational function, the pieces being semialgebraic sets. More precisely, by Proposition 4.1, Corollary 3.4 and Lemma 2.10 of [13], there exists for each function $g_B$ a finite partition of $R_1$ into semialgebraic sets $C$ such that on each $C$

$$|g_B(x)| = |g_{BC}(x)/h_{BC}(x)|,$$

where $g_{BC}$ and $h_{BC}$ are polynomials over $K_1$ and $h_{BC}(x) \neq 0$ on $C$. The same holds for each function $h_B$. Taking an appropriate partition using intersections of these sets $C$ and $B$ the lemma follows. □

**Lemma 2.7.** Let $X \subset R_1$ be a subanalytic set and $f : X \rightarrow K_1$ a subanalytic function. Then there exists a finite partition $\mathcal{P}$ of $X$ into cells, such that for each cell $A \in \mathcal{P}$ with center $\gamma \in K_1$ and coset $\mu P_n$

$$|f(t)| = |\delta| |(t - \gamma)^a \mu^{-a}|^{1/2},$$

for each $t \in A$.

For example, if $K = \mathbb{Q}_p$ with $p \neq 2$, the property $|x| < |y|$ is equivalent to $y^2 + x^2 \in P_2$.

This can be done using the language of Macintyre, consisting of $+, -, \cdot, 0, 1$, and the collection of predicates $\{P_n\}$ for $n > 0$. 
with $\delta \in K_1$ and $a$ an integer. We use the convention that $a = 0$ and $0^0 = 1$ when $\mu = 0$.

**Proof.** We extend $f$ to a function $R_1 \to K_1$ by putting $f(x) = 0$ if $x \not\in X$. By Theorem B of [13], the set $X$ is semialgebraic. Apply Lemma 2.6 to $f$ to obtain a partition $\mathcal{P}$. Intersecting each set in $\mathcal{P}$ with $X$, we obtain a partition $\mathcal{P}'$ of $X$. Now apply the semialgebraic cell decomposition (in the formulation of [2, Lem. 4]) to the sets in $\mathcal{P}'$ and the respective polynomials occurring in the application of Lemma 2.6. If we refine the obtained partition such that for each cell $A \subset C$ with coset $\mu P_n$, the number $n$ is a multiple of $e$ (for the occurring fractional powers $1/e$), then the lemma follows.

We will use the previous lemma and a model-theoretical compactness argument to prove the following variant of Theorem 2.3.

**Theorem 2.8.** Let $K_1$ be an arbitrary $\mathcal{L}_{an}$-elementary extension of $K$ with valuation ring $R_1$. Let $X \subset K_1^{m+1}$ be subanalytic and $f_j : X \to K_1$ subanalytic functions for $j = 1, \ldots, r$. Then there exists a finite partition of $X$ into subanalytic cells $A$ with center $\gamma : K_1^m \to K_1$ and coset $\mu P_n$ such that for each $(x, t) \in A$

$$|f_j(x, t)| = |\delta_j(x)| |(t - \gamma(x))^\alpha_j|^{\mu^0},$$

with $(x, t) = (x_1, \ldots, x_m, t)$, integers $\alpha_j$, and $\delta_j : K_1^m \to K_1$ subanalytic functions, $j = 1, \ldots, r$. Here we use the convention that $\alpha_j = 0$ and $0^0 = 1$ when $\mu = 0$.

**Proof.** The proof goes by induction on $m \geq 0$. It is enough to prove the theorem for $r = 1$ (the theorem then follows after a straightforward further partitioning; see for example [6]).

When $m = 0$, the usual change of variables $t' = 1/t$ reduces the description of what happens outside $R_1$ to what happens on $R_1$, and an application of Lemma 2.7 gives the desired result.

Let $X \subset K_1^{m+1}$ and $f : X \to K_1$ be subanalytic, $m > 0$. We write $(x, t) = (x_1, \ldots, x_m, t)$ and know by the previous discussion that for each fixed $x \in K_1^m$ we can decompose the fiber $X_x$ and the function $t \mapsto f(x, t)$ on this fiber. We will measure the complexity of given decompositions on which $|f(x, t)|$ has a nice description and see that this must be uniformly bounded when $x$ varies.

To do this, we define a countable set $\mathcal{S} = \{\mu P_n \mid \mu \in K, n > 0\} \times \mathbb{Z} \times \{<, \emptyset\}^2$ and $\mathcal{S}' = (K_1^*)^2 \times K_1^2$. To each $d = (\mu P_n, a, \square_1, \square_2)$ in $\mathcal{S}$ and $\xi = (\xi_1, \xi_2, \xi_3, \xi_4) \in \mathcal{S}'$ we associate a set $\text{Dom}_{d, \xi}$ as follows:

$$\text{Dom}_{d, \xi} = \{t \in K_1 \mid |\xi_1| \square_1 |t - \xi_3| \square_2 |\xi_2|, \ t - \xi_3 \in \mu P_n\}.$$ 

The set $\text{Dom}_{d, \xi}$ is either empty or a cell and is independent of $\xi_4$ and $a$. For fixed $k > 0$ and tuple $d = (d_1, \ldots, d_k) \in \mathcal{S}^k$, let $\varphi_{d, \xi}(x, \xi)$ be an $\mathcal{L}_{an}$-formula in the free variables $x = (x_1, \ldots, x_m)$ and $\xi = (\xi_1, \ldots, \xi_k)$, with $\xi_i = (\xi_1, \xi_2, \xi_3, \xi_4)$, such that $(x, \xi) \in K_1^{m+4k}$ satisfies $\varphi_{d, \xi}(x, \xi)$ if and only if the following are true:

(i) $x \in \pi_m(X)$ and $\xi \in (\mathcal{S}')^k$,

(ii) the collection of the sets $\text{Dom}_{d, \xi_i}$ for $i = 1, \ldots, k$ forms a partition of the fiber $X_x = \{t \in K_1 \mid (x, t) \in X\}$,

(iii) $|t - \xi_3|^\alpha_i \mu_i^{-\alpha_i} \frac{1}{|\mathcal{S}'^k|} = |f(x, t)|$ for each $t \in \text{Dom}_{d, \xi_i}$ and each $i = 1, \ldots, k$. 
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Now we define for each $k > 0$ and $d \in S^k$ the set
$$B_d = \{ x \in K_1 \times | \exists \xi \varphi_d(x, \xi) \}.$$ 
Each set $B_d$ is subanalytic and the (countable) collection $\{B_d\}_{k,d}$ covers $\pi_m(X)$, because each $x \in \pi_m(X)$ is in some $B_d$ by the induction. Since $K_1$ is an arbitrary elementary extension of $K$, finitely many sets of the form $B_d$ must already cover $\pi_m(X)$ by model-theoretical compactness. Consequently, we can take subanalytic sets $D_1, \ldots, D_s$ such that $\{D_i\}$ forms a partition of $\pi_m(X)$ and each $D_i$ is contained in a set $B_d$ for some $k > 0$ and $k$-tuple $d$. For each $i = 1, \ldots, s$, fix such a $d$ with $D_i \subset B_d$, and let $\Gamma_i$ be the subanalytic set
$$\Gamma_i = \{(x, \xi) \in D_i \times (S')^k | \varphi_d(x, \xi)\}.$$ 
Then $\pi_m(\Gamma_i) = D_i$ by construction ($\pi_m$ is the projection on the $x$-coordinates). By Theorem 3.6 of [9] on definable Skolem functions, there is a subanalytic function $D_i \to K_1^{4k}$ associating to $x$ a tuple $\xi(x) \in (S')^k$ such that $(x, \xi(x)) \in \Gamma_i$ for each $x \in D_i$. The theorem now follows by partitioning further with respect to the $x$-variables and using the induction hypothesis. 

**Proof of Theorem 2.3** We only have to show that we can partition $X$ using analytic cells $A$ in such a way that the functions $\delta_j$ are analytic on $\pi_m(A)$. In [9] one proves that any subanalytic function is piecewise analytic. Then [22] then follows from Theorem 2.3 by partitioning further using this fact. 

3. **Classification of subanalytic sets**

For $X \subset K^m$ subanalytic and nonempty, the dimension $\dim(X)$ of $X$ is defined as the largest integer $n$ such that there is a $K$-linear map $\pi : K^m \to K^n$ and a nonempty $U \subset \pi(X)$, open in $K^n$ (for alternative definitions, see [9]).

**Theorem 3.1.** For any subanalytic set $X \subset K^m$ and subanalytic functions $f_i : X \to K$, $i = 1, \ldots, r$, there is a semialgebraic set $Y$, a subanalytic bijection $F : X \to Y$ and there are semialgebraic maps $g_i : Y \to K$ such that
$$|g_i(F(x))| = |f_i(x)| \quad \text{for each } x \in X.$$ 

**Proof.** We will give a proof by induction on $m$. Suppose that $X \subset K^{m+1}$ is subanalytic and that $f_i : X \to K$ are subanalytic functions, $m \geq 0$. Apply cell decomposition to $X$ and the functions $f_i$ to obtain a finite partition $\mathcal{P}$ of $X$. For $A \in \mathcal{P}$ and $(x, t) \in A$, suppose that $|f_i(x, t)| = |\delta_i(x)| |(t - \gamma(x))^m \mu^{-n}|^{1/r}$, $i = 1, \ldots, r$, and suppose that $A$ is a cell of the form
$$\{(x, t) \in K^{m+1} | x \in D, |\alpha(x)||t - \gamma(x)||\beta(x)|, t - \gamma(x) \in \mu P_n\},$$
as in [3]. After the translation $(x, t) \mapsto (x, t - \gamma(x))$ we may suppose that $\gamma$ is zero on $D$. Apply the induction hypotheses to the sets $D$ and the subanalytic functions $\alpha, \beta$, and $\delta_i$. Repeating this process for every $A \in \mathcal{P}$, and noting that there is a semialgebraic function $h : P_n \to K$ such that $|h(t)| = |t|^{1/n}$, the proposition follows after taking appropriate disjoint unions inside $K^m$ of the occurring semialgebraic sets.

We prove the following generalization of Theorem 1.2.

**Theorem 3.2.** Let $X \subset K^m$ and $Y \subset K^n$ be infinite subanalytic sets. Then there exists a subanalytic bijection $X \to Y$ if and only if $\dim(X) = \dim(Y)$.
Proof. By Theorem 3.1 there are subanalytic bijections $X \to X'$ and $Y \to Y'$ with $X'$ and $Y'$ semialgebraic, but then there exists a semialgebraic bijection $X' \to Y'$ if and only if $\dim(X') = \dim(Y')$ by Theorem 2 of [2]. Since the dimension of a subanalytic set is invariant under subanalytic bijections (see [1]), the theorem follows. \hfill \Box

4. Parametrized analytic integrals

We show that certain algebras of functions from $\mathbb{Q}_p^m$ to the rational numbers $\mathbb{Q}$ are closed under $p$-adic integration. These functions are called subanalytic constructible functions, and they come up naturally when one calculates parametrized $p$-adic integrals such as (1).

For $x = (x_1, \ldots, x_m)$ an $m$-tuple of variables, we will write $|dx|$ to denote the Haar measure on $K^m$, so normalized that $R^m$ has measure 1.

Definition 4.1. For each subanalytic set $X$, we let $\mathcal{C}(X)$ be the $\mathbb{Q}$-algebra generated by the functions $X \to \mathbb{Q}$ of the form $x \mapsto v(h(x))$ and $x \mapsto |h'(x)|$, where $h : X \to K^s$ and $h' : X \to K$ are subanalytic functions. We call $f \in \mathcal{C}(X)$ a subanalytic constructible function on $X$.

To any function $f$ in $\mathcal{C}(K^{m+n})$, $m,n \geq 0$, we associate a function $I_m(f) : K^m \to \mathbb{Q}$ by putting

$$I_m(f)(\lambda) = \int_{K^n} f(\lambda, x) |dx|$$

if the function $x \mapsto f(\lambda, x)$ is absolutely integrable for all $\lambda \in K^m$, and we put $I_m(f)(\lambda) = 0$ otherwise.

Theorem 4.2 (Basic Theorem on $p$-Adic Analytic Integrals). For any function $f \in \mathcal{C}(K^{m+n})$, the function $I_m(f)$ is in $\mathcal{C}(K^m)$.

Proof. By induction it is enough to prove that for a function $f$ in $\mathcal{C}(K^{m+1})$ in the variables $(\lambda_1, \ldots, \lambda_m, t)$ the function $I_m(f)$ is in $\mathcal{C}(K^m)$. Suppose that $f$ is a $\mathbb{Q}$-linear combination of products of functions $|f_i|$ and $v(g_j)$, $i = 1, \ldots, r$, $j = 1, \ldots, s$, where $f_i$ and $g_j$ are subanalytic functions $K^{m+1} \to K$ and $g_j(\lambda, t) \neq 0$. Applying cell decomposition to $K^{m+1}$ and the functions $f_i$ and $g_j$, we obtain a partition $\mathcal{P}$ of $K^{m+1}$ into cells such that $I_m(f)(\lambda)$ is a sum of integrals over $A_\lambda = \{t \mid (\lambda, t) \in A\}$ for each cell $A \in \mathcal{P}$, where the integrands on these pieces $A_\lambda$ have a very simple form. More precisely, on each piece $A_\lambda$ the integrand is a $\mathbb{Q}$-linear combination of functions of the form

$$\delta(\lambda)((t - \gamma)^a \mu^{-\eta} |\hat{v}(t - \gamma(\lambda))|^l,$$

where $A$ is a cell with center $\gamma : K^m \to K$ and coset $\mu P_n$, and with integers $a$ and $0 \leq l$, and a function $\delta$ in $\mathcal{C}(K^m)$. We may suppose that $\delta(\lambda) \neq 0$ for some $\lambda \in \pi_m(A)$. Regroup all such terms where the same exponents $a$ and $l$ appear, possibly by replacing the functions $\delta(\lambda)$ by other functions in $\mathcal{C}(K^m)$. The integrability of such an integrand then only depends on the integers $a, l$, and $n$ occurring in each of the terms as in (6) and on the symbols $\square_x$ and $\mu$ occurring in the description of the cell $A$. By consequence, we may suppose that the integrand is a single term of the form as in (6) and that this term is absolutely integrable.
over $A$. It suffices to show that the integral
\begin{equation}
\delta(\lambda) \cdot \int_{t \in A_\lambda} \left| (t - \gamma(\lambda))^a \mu^{-a} \right| dt \left| v(t - \gamma(\lambda)) \right| dt
\end{equation}
is in $C(K^m)$. Write $u = t - \gamma(\lambda)$; since $A$ is a cell with center $\gamma$ and coset $\mu P_n$, the set $A$ is of the form
\[ A = \{ (\lambda, u) \in K^{m+1} | \lambda \in D, |\alpha(\lambda)| \square_1 |u| \square_2 |\beta(\lambda)|, u \in \mu P_n \}, \]
with $\square_i$ either $<$ or no condition, $D$ a cell, and $\alpha, \beta : K^m \to K^\infty$ subanalytic functions. Taking into account that the integral (7) is, by supposition, integrable, only a few possibilities can occur (with respect to the integers $a, l$, and $n$, the conditions $\square_1$, and $\mu$ being zero or nonzero). If $\mu = 0$, the set $A_\lambda$ is a point for each $\lambda \in D$, thus the statement is clear. Suppose $\mu \neq 0$. In case that both $\square_1$ and $\square_2$ represent no condition, the integrand has to be zero by the supposition of integrability, and the above integral trivially is in $C(K^m)$. We suppose from now on that $\square_1$ is $<$; the other cases can be treated similarly. The integral (7) can be rewritten as
\[
\delta(\lambda) \cdot \int_{u \in A_\lambda} \left| u^a \mu^{-a} \right| du \left| v(u) \right| du
\]
\[
= \delta(\lambda) \sum_k (q^{-ak} |\mu^{-a}|)^{\frac{1}{n} k} \cdot \text{Measure}\{u \in A_\lambda | v(u) = k\}
\]
\[
= e\delta(\lambda) \sum_k (q^{-ak} |\mu^{-a}|)^{\frac{1}{n} k} q^{-k}
\]
for $\epsilon = q^s \cdot \text{Measure}\{u \in A_\lambda | v(u) = s\}$ (where $s$ is any number such that $0 \neq \{u \in A_\lambda | v(u) = s\}$), and where the summation is over those integers $k \equiv v(\mu) \mod n$ satisfying
\[ |\alpha(\lambda)| < q^{-k} \square_2 |\beta(\lambda)|. \]
We may suppose that on $A$, the residue classes
\[ v(\alpha(\lambda)) \mod n \quad \text{and} \quad v(\beta(\lambda)) \mod n \]
are fixed (possibly after refining the partition $P$). Then this sum is equal to a $Q$-linear combination of products of the functions $\delta, |\alpha|, |\beta|, v(\alpha)$ and $v(\beta)$. For example, if $a/n = -1$, $\square_1$ and $\square_2$ are necessarily $<$ and one obtains a polynomial in $v(\alpha)$ and $v(\beta)$ of degree $\leq l+1$, multiplied with $\delta$. For more examples of calculations of sums of this kind, see [5], proof of Lemma 3.2. Thus, the integral (7) is in $C(K^m)$ as was to be shown.

As a corollary we will formulate another version of the basic integration theorem, conjectured in [8] in the remark following Theorem 2.6.

**Definition 4.3.** A set $A \subset \mathbb{Z}^n \times K^m$ is called simple if
\[ \{ (\lambda, x) \in K^{n+m} | (v(\lambda_1), \ldots, v(\lambda_n), x) \in A \ \& \ \prod_{i=1}^{n} \lambda_i \neq 0 \} \]
is a subanalytic set. A function $h : A \subset \mathbb{Z}^n \times Q^m \to \mathbb{Z}$ is called simple if its graph is simple. For a simple set $X$ we let $C_{\text{simple}}(X)$ be the $Q$-algebra generated by all simple functions on $X$ and all functions of the form $q^h$, where $h$ is a simple function on $X$. 


For a function $f$ in $C_{\text{simple}}(\mathbb{Z}^{k+l} \times K^{m+n})$, $k, l, m, n$ integers $\geq 0$, we define $I_{k, m}(f) : \mathbb{Z}^k \times K^m \to \mathbb{Q}$ as

$$I_{k, m}(f)(z, \lambda) = \sum_{z' \in \mathbb{Z}^k} \int_{K^m} f(z, z', \lambda, x) |dx|$$

if the function $(z', x) \mapsto f(z, z', \lambda, x)$ is absolutely integrable for all $(\lambda, x) \in \mathbb{Z}^k \times K^m$ with respect to the Haar measure on $K^m$ and the discrete measure on $\mathbb{Z}^k$, and we define $I_{k, m}(f)(z, \lambda) = 0$ otherwise.

**Theorem 4.4.** For each $f$ in $C_{\text{simple}}(\mathbb{Z}^{k+l} \times K^{m+n})$, the function $I_{k, m}(f)$ is in $C_{\text{simple}}(\mathbb{Z}^k \times K^l)$.

**Proof.** It is enough to prove that for a function $f$ in $C_{\text{simple}}(\mathbb{Z}^k \times K^m)$ in the variables $(z_1, \ldots, z_k, x_1, \ldots, x_m)$ the function obtained by eliminating $x_m$ by integration, resp. eliminating $z_k$ by summation, is in the respective algebra $C_{\text{simple}}$.

We first focus on integration with respect to $x_m$. To $f : \mathbb{Z}^k \times K^m \to \mathbb{Q}$ we can associate a function $g : K^{k+m} \to \mathbb{Q}$ by replacing the variables $z$ running over $\mathbb{Z}^k$ by variables $\lambda$ running over $K^k$ in such a way that $g(\lambda, x) = f(v(\lambda_1), \ldots, v(\lambda_k), x)$ for each $\lambda \in (K^*)^k$ and $g(\lambda, x) = 0$ if one of the $\lambda_i$ is zero. By the definitions it is immediate that $g$ is in $C(K^{k+m})$ and the integral of $f$ with respect to $x_m$ corresponds to the integral of the function $g$ with respect to $x_m$. If we eliminate $x_m$ by integration from $g$, then we get the function $I_{k+m-1}(g)$ which is in $C(K^{k-1})$ by Theorem 4.2. This function only depends on $(v(\lambda_1), \ldots, v(\lambda_k), x_1, \ldots, x_{m-1})$ and thus corresponds to a function in $C_{\text{simple}}(K^{k+m-1})$, as one can check.

If we want to eliminate $z_k$ by summation, we associate to $f$ the subanalytic constructible function $g' : K^{k+m} \to \mathbb{Q}$ determined by

$$g'(\lambda, x) = |\lambda_k|^{-1} \frac{p}{p-1} f(v(\lambda_1), \ldots, v(\lambda_k), x)$$

if $\prod_{i=1}^n \lambda_i \neq 0$ and $g'(\lambda, x) = 0$ if $\prod_{i=1}^n \lambda_i = 0$. Integrating with respect to $\lambda_k$ then corresponds to summation over $z_k$, and the same argument as above can be applied to complete the proof. \qed
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