ELLIPITC APOSTOL SUMS AND THEIR RECIPROCITY LAWS

SHINJI FUKUHARA AND NORIKO YUI

Abstract. We introduce an elliptic analogue of the Apostol sums, which we call elliptic Apostol sums. These sums are defined by means of certain elliptic functions with a complex parameter $\tau$ having positive imaginary part. When $\tau \to i\infty$, these elliptic Apostol sums represent the well-known Apostol generalized Dedekind sums. Also these elliptic Apostol sums are modular forms in the variable $\tau$. We obtain a reciprocity law for these sums, which gives rise to new relations between certain modular forms (of one variable).

1. Introduction

Let $p$ and $q$ be relatively prime positive integers. First let us recall the definition of Apostol's generalized Dedekind sums $s_k(q; p)$ from [1], which we will call throughout this paper the Apostol sums: for a positive integer $k$,

$$s_k(q; p) := \sum_{\mu=1}^{p-1} \frac{\mu}{p} \widetilde{B}_k\left(\frac{\mu q}{p}\right).$$

Here $\widetilde{B}_k(x)$ denotes the $k$-th Bernoulli function. That is, $\widetilde{B}_k(x)$ is given by the Fourier expansion

$$\widetilde{B}_k(x) := -k! \sum_{m \neq 0}^{+\infty} \frac{e^{2\pi i mx}}{(2\pi im)^k}.$$

It is well known that for $0 \leq x < 1$, $\widetilde{B}_k(x)$ reduces to the $k$-th Bernoulli polynomial. We denote by $B_k$ the $k$-th Bernoulli number.

If $k$ is even, $s_k(q; p)$ is trivial. If $k$ is odd, a reciprocity law for the Apostol sums was obtained by Apostol [1, p. 149]:

$$p^{2n-2}s_{2n-1}(q; p) + q^{2n-2}s_{2n-1}(p; q)$$

$$= 1 \frac{1}{pq} \sum_{j=0}^{n} \left( \frac{(2n-1)!B_{2j}B_{2n-2j}q^{2n-2j}}{(2j)!(2n-2j)!} + \frac{(2n-1)B_{2n}}{2n} \right) (n > 1).$$
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There are a number of different proofs for the Apostol’s reciprocity law (1.1) (cf. \[1, 2, 6, 16\]). However, we believe that our approach \([12]\) that makes use of the following trigonometric identity (1.2) provides an elegant proof.

For relatively prime positive integers \(p\) and \(q\), and for \(z \in \mathbb{C}\), we have (\[7\, \text{Theorem } 2.4\], \[11, 12\])

\[
\frac{1}{p} \sum_{\mu=1}^{p-1} \cot\left(\frac{\mu q \pi}{p}\right) \cot\left(\frac{\mu \pi}{p}\right) + \frac{1}{q} \sum_{\mu=1}^{q-1} \cot\left(\frac{\mu p \pi}{q}\right) \cot\left(\frac{\mu \pi}{q}\right) = - \cot(pz) \cot(qz) + \frac{1}{pq} \csc^2(z) - 1.
\]

We are grateful to the referee for pointing out that this trigonometric sum is nothing but a special case of a reciprocity formula for the so-called Dedekind–Rademacher sums (which are Dedekind sums with two congruence parameters \(z\) and 0 in (1.2)). Introduction of these congruence parameters into the classical Dedekind sums may be viewed as unifying all Apostol sums into a single sum. In fact, we expand both sides of (1.2) into Laurent series in \(z\) and in addition we apply finite Fourier transforms to them. Then comparing the coefficients of \(z^{2n-2}\) of both sides, we arrive at the reciprocity law for the Apostol sums (1.1) in the case \(n > 1\).

For \(n = 1\), this formula yields the reciprocity law for the classical Dedekind sums (\[18, \text{p. } 18\]):

\[
\frac{1}{p} \sum_{\mu=1}^{p-1} \cot\left(\frac{\mu q \pi}{p}\right) \cot\left(\frac{\mu \pi}{p}\right) + \frac{1}{q} \sum_{\mu=1}^{q-1} \cot\left(\frac{\mu p \pi}{q}\right) \cot\left(\frac{\mu \pi}{q}\right) = \frac{p^2 + q^2 - 1 - 3pq}{3pq}.
\]

In view of the fact that (1.2) gives rise to the Apostol reciprocity law (1.1), we may regard the identity (1.2) as a “generating function” for the reciprocity law (1.1).

In this paper, we will define an elliptic analogue of the Apostol sums (Definition 2.1), using Weierstrass \(\wp\) and \(\zeta\)-functions. It is defined as a finite sum of terms where every term is the product of two functions related to elliptic functions (Weierstrass \(\wp\) and \(\zeta\)-functions). Its very definition depends in an essential way on the parity of two relatively prime positive integers \(p\) and \(q\) (see Remark 2.1, Definition 2.1 and Remark 2.2). Then we will investigate properties of these sums. First we obtain an elliptic analogue of the identity (1.2) (Theorem 2.1). (This new identity will serve as a “generating function” for a reciprocity law.) Then we establish a reciprocity law for these elliptic analogues (Theorem 2.2).

In the mid 80’s, elliptic analogues of the classical Dedekind sums (so-called elliptic Dedekind sums) were studied by several authors (see \[19, 14\]). Earlier, higher-dimensional (or multiple) Dedekind sums were discussed in the paper of Zagier (19). As an elliptic analogue of Zagier’s multiple Dedekind sums, higher-dimensional (or multiple) elliptic Dedekind sums were introduced and investigated, rather recently, by Egami (8), and also by Bayad (3). Unfortunately the reciprocity laws obtained by Egami (\[8, \text{Theorem } 1\]) and Bayad (\[3, \text{Theorem } 2.2\]) for elliptic Dedekind sums were incorrect, i.e., the right-hand sides of their formulæ should be divided by \(a_0 \cdots a_n\). (In the proof of Lemma 3.1 below (see also Remark 3.1), the reader will find a reason why their errors occurred.)

Under this circumstance, it would be desirable to establish our results (Theorem 2.1 and Theorem 2.2) independently from the papers of Egami and Bayad, and indeed, this is one of our purposes of the present paper. The strategy of our proof
for Theorem 2.1 is to apply Liouville’s theorem (that any bounded entire function on \( \mathbb{C} \) must be constant), and it differs from the method employed by Egami [8] and Bayad [3] (who used the residue theorem).

We also calculate the limit of the elliptic reciprocity laws (2.3) and (2.4) at \( i \infty \). We show that the limit formula indeed coincides with the reciprocity law (1.2) for Apostol sums. (This fact may justify our terminology “elliptic Apostol sums”.)

Finally we will briefly interpret elliptic Apostol sums in terms of modular forms, and observe that they give rise to some new relations between modular forms. (We refer the reader who are interested in modular forms aspects of elliptic Dedekind sums to the paper of Bayad [3], where the author has carried out investigations on elliptic Dedekind sums and their reciprocity laws in terms of Jacobi forms.)

We should mention that the elliptic analogues of the Apostol sums treated in this paper are strictly speaking analogues and generalizations of the cotangent sums (1.2), which involve trigonometric sums (i.e., degenerate elliptic functions). It is still an open problem to find true analogues in the elliptic world of the classical Apostol sums which involve Bernoulli polynomials.

2. The main results

First we recall the three elliptic functions which play central roles in our discussion. Fix a complex number \( \tau \) with positive imaginary part. The Weierstrass \( \wp \)-function (introduced by Weierstrass) is a meromorphic function of a complex variable \( z \) given as follows:

\[
\wp(\tau, z) := \frac{1}{z^2} + \sum_{\gamma \in \mathbb{Z} + \mathbb{Z} \tau, \gamma \neq 0} \left( \frac{1}{(z - \gamma)^2} - \frac{1}{\gamma^2} \right).
\]

Associated to \( \wp(\tau, z) \), the function \( e_1(\tau) \) is defined by putting \( z = \pi i \) in \( \wp(\tau, z) \):

\[
e_1(\tau) := \wp(\tau, \pi i).
\]

It is known that the \( \wp \)-function has the following expansion at \( z = 0 \):

\[
\wp(\tau, z) = \frac{1}{z^2} + \sum_{n=2}^{\infty} (2n-1)G_{2n}(\tau)z^{2n-2},
\]

where \( G_{2n}(\tau) \) is the Eisenstein series of weight \( 2n \), namely,

\[
G_{2n}(\tau) := \sum_{\gamma \in \mathbb{Z} + \mathbb{Z} \tau, \gamma \neq 0} \frac{1}{\gamma^{2n}}.
\]

Let \( \Gamma(n) \) and \( \Gamma_0(n) \) be the congruence subgroups of \( SL_2(\mathbb{Z}) \) defined respectively by

\[
\Gamma(n) := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z}) \mid a \equiv d \equiv 1 \mod{n}, \ b \equiv c \equiv 0 \mod{n} \right\},
\]

\[
\Gamma_0(n) := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z}) \mid c \equiv 0 \mod{n} \right\}.
\]

It is well known that \( G_{2n}(\tau) \) \( (n > 1) \) and \( e_1(\tau) \) are modular forms for \( SL_2(\mathbb{Z}) \) and \( \Gamma_0(2) \) of weight \( 2n \) and 2, respectively.
The Weierstrass $\zeta$-function (also introduced by Weierstrass) is a meromorphic function of a complex variable $z$ given as follows:

$$\zeta(\tau, z) := \frac{1}{z} + \sum_{\gamma \in 2\pi i(\mathbb{Z} \tau + \mathbb{Z}) \setminus \{0\}} \left( \frac{1}{z - \gamma} + \frac{1}{\gamma} + \frac{z}{\gamma^2} \right).$$

Then it is easy to see that the two functions $\wp(\tau, z)$ and $\zeta(\tau, z)$ have the following relation:

$$\partial \zeta(\tau, z)/\partial z = -\wp(\tau, z).$$

We see that the $\wp$-function $\wp(\tau, z)$ is periodic with respect to $2\pi i(\mathbb{Z} \tau + \mathbb{Z})$. The $\zeta$-function $\zeta(\tau, z)$ is subject to the following identities:

$$\zeta(\tau, z + 2\pi i) = \zeta(\tau, z) + \eta_1(\tau), \quad \zeta(\tau, z + 2\pi i \tau) = \zeta(\tau, z) + \eta_2(\tau),$$

where $\eta_1(\tau)$ and $\eta_2(\tau)$ are independent of $z$. This implies that the function $\zeta(\tau, z)$ is not periodic but quasi-periodic with respect to $2\pi i(\mathbb{Z} \tau + \mathbb{Z})$.

Now we define the function $\varphi(\tau, z)$ in a complex variable $z$ as follows:

$$\varphi(\tau, z) = \sqrt{\wp(\tau, z) - e_1(\tau)},$$
$$\varphi(\tau, z) = \frac{1}{z} + O(1) \quad (z \to 0).$$

It is therefore easy to see that the function $\varphi(\tau, z)$ is periodic with respect to $2\pi i(2\mathbb{Z} \tau + \mathbb{Z})$ and that it has the following Laurent expansion at $z = 0$:

$$\varphi(\tau, z) = \frac{1}{z} \sum_{n=0}^{\infty} H_{2n}(\tau) z^{2n},$$

where $H_{2n}(\tau)$ is determined recursively using (2.1):

$$H_0(\tau) = 1, \quad H_2(\tau) = -\frac{1}{2} e_1(\tau),$$
$$H_{2n}(\tau) = \frac{1}{2} \sum_{j=1}^{n-1} H_{2j}(\tau) H_{2n-2j}(\tau) + \frac{2n-1}{2} G_{2n}(\tau) \quad (n > 1).$$

Clearly $H_{2n}(\tau)$ is a polynomial in $e_1(\tau), G_4(\tau), G_6(\tau), \ldots, G_{2n}(\tau)$ with rational coefficients. Furthermore, we see that $H_{2n}(\tau)$ is a modular form of weight $2n$ for $\Gamma_0(2)$. Also $\varphi(\tau, z)$ satisfies the following transformation formulae:

$$\varphi(\tau, -z) = -\varphi(\tau, z)$$
and

$$\varphi(\tau, z + 2\pi i \tau) = -\varphi(\tau, z).$$

For a fixed $\tau$ with positive imaginary part, to ease the notations, we will simply write $\wp(\tau), \zeta(\tau), \varphi(\tau), e_1(\tau), \eta_1(\tau), \eta_2(\tau), G_{2n}(\tau)$ and $H_{2n}(\tau)$ dropping the variable $\tau$. We denote by $f'(z)$ the first derivative of a function $f(z)$ with respect to $z$, and more generally, by $f^{(k)}(z)$ the $k$-th derivative of a function $f(z)$.
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Retaining these notations we can now formulate our results:

**Theorem 2.1.** Let $p$ and $q$ be relatively prime positive integers, and $z \in \mathbb{C}$.

1. Suppose that $p + q \equiv 1 \pmod{2}$. Then we have

\[
\frac{1}{p} \sum_{\lambda, \mu = 0}^{p-1} (-1)^{\lambda} \varphi \left( \frac{2\pi i (\lambda \tau + \mu)}{p} \right) \varphi (z + \frac{2\pi i (\lambda \tau + \mu)}{p})
\]

\[
\frac{1}{q} \sum_{\lambda, \mu = 0}^{q-1} (-1)^{\lambda} \varphi \left( \frac{2\pi i (\lambda \tau + \mu)}{q} \right) \varphi (z + \frac{2\pi i (\lambda \tau + \mu)}{q})
\]

\[
= -\varphi (pz) \varphi (qz) - \frac{1}{pq} \varphi' (z).
\]

2. Suppose that $p + q \equiv 0 \pmod{2}$. Then we have

\[
\frac{1}{p} \sum_{\lambda, \mu = 0}^{p-1} (-1)^{\lambda} \varphi \left( \frac{2\pi i (\lambda \tau + \mu)}{p} \right) \zeta (z + \frac{2\pi i (\lambda \tau + \mu)}{p})
\]

\[
\frac{1}{q} \sum_{\lambda, \mu = 0}^{q-1} (-1)^{\lambda} \varphi \left( \frac{2\pi i (\lambda \tau + \mu)}{q} \right) \zeta (z + \frac{2\pi i (\lambda \tau + \mu)}{q})
\]

\[
= -\varphi (pz) \varphi (qz) - \frac{1}{pq} \zeta' (z) + C(p, q; \tau),
\]

where $C(p, q; \tau)$ is a constant with respect to $z$.

**Remark 2.1.** In Theorem 2.1, the parity conditions on the relatively prime positive integers $p$ and $q$ turn out to be rather essential. As we see, the only difference in two identities lies in the second factor on the right-hand side. Indeed, in (2.3), the second factor is the derivative of the $\varphi$-function, while in (2.4), the second factor is the derivative of the $\zeta$-function. If we drop the parity conditions, the identity (2.3) (resp. (2.4)) no longer holds true.

In fact, if the opposite parity for $p + q$ is taken in (2.3) (resp. (2.4)), the left-hand side and the right-hand side of the equation end up having different periods, namely, $2\pi i (\mathbb{Z} \tau + \mathbb{Z})$ and $2\pi i (2\mathbb{Z} \tau + \mathbb{Z})$, respectively. This implies that the identity does not hold under this parity. For instance, (2.3) is not valid if we take $p = 2$ and $q = 1$, while (2.3) does not hold for $p = q = 1$. Therefore, the parity condition on $p + q$ is rather essential for the validity of the identity.

Next we define the “elliptic Apostol sums” which we may regard as elliptic analogues of the Apostol sums.

We need two different types of elliptic Apostol sums depending on the parity conditions of relatively prime positive integers $p$ and $q$.

**Definition 2.1.** Let $p$ and $q$ be relatively prime positive integers, and let $k$ be a positive integer.
Depending on the parity of \( p + q \), we define the sum \( \tilde{s}_k(q, p; \tau) \) as follows:

\[
\tilde{s}_k(q, p; \tau) := \begin{cases} 
- \frac{k}{p^q} \sum_{\substack{\lambda, \mu = 0 \\ (\lambda, \mu) \neq (0, 0)}}^{p-1} (-1)^\lambda \varphi(\frac{2\pi i q (\lambda \tau + \mu)}{p}) \varphi^{(k-1)}(\frac{2\pi i(\lambda \tau + \mu)}{p}) & \text{(if } p + q \equiv 1 \pmod 2), \\
- \frac{k}{p^q} \sum_{\substack{\lambda, \mu = 0 \\ (\lambda, \mu) \neq (0, 0)}}^{p-1} (-1)^\lambda \varphi(\frac{2\pi i q (\lambda \tau + \mu)}{p}) \zeta^{(k-1)}(\frac{2\pi i(\lambda \tau + \mu)}{p}) & \text{(if } p + q \equiv 0 \pmod 2). 
\end{cases}
\]

We call \( \tilde{s}_k(q, p; \tau) \) the elliptic Apostol sum.

**Remark 2.2.** We adopt the notation \( \tilde{s}_k(q, p; \tau) \) for the elliptic Apostol sum, although this notation really stands for two different sums. We are sticking to this notation mainly because of the following two reasons: (1) we wish to emphasize the fact that our sum is indeed an elliptic analogue of the classical Apostol sums (which was denoted by \( s_k(q, p) \)), and (2) even though there is no single defining formula for elliptic Apostol sums which represent both odd and even parities for \( p + q \), we believe there is no danger of confusing the two cases. As we see, the difference is the second factor in each sum, namely, the \( (k - 1) \)-th derivative of the \( \varphi \)-function in the first case, and the \( (k - 1) \)-th derivative of the \( \zeta \)-function in the second case.

**Remark 2.3.** As we will show in Section 2.3 below, the functions \( \varphi(2\pi i q (\lambda \tau + \mu)/p) \), \( \varphi^{(k-1)}(2\pi i (\lambda \tau + \mu)/p) \) and \( \zeta^{(k-1)}(2\pi i (\lambda \tau + \mu)/p) \) are modular forms for the principal congruence subgroup \( \Gamma(p) \) (or \( \Gamma(2p) \)) of weight \( 1 \), \( k \) and \( k \), respectively. In fact, we see that

\[
\zeta^{(k-1)}(\frac{2\pi i (\lambda \tau + \mu)}{p}) = -\varphi^{(k-2)}(\frac{2\pi i (\lambda \tau + \mu)}{p})
\]

is a “level \( p \) Eisenstein series” (cf. [15, pp. 131-135]). Hence \( \tilde{s}_k(q, p; \tau) \) is also a modular form for the same congruence subgroup \( \Gamma(p) \) (or \( \Gamma(2p) \)) of weight \( k + 1 \).

Moreover we can show that the limit of \( \tilde{s}_k(q, p; \tau) \) is the classical Apostol sum

\[
\lim_{\tau \to \infty} \tilde{s}_{2n-1}(q, p; \tau) = s_{2n-1}(q, p)
\]

for any \( n > 1 \). This fact may justify our terminology of “elliptic Apostol sums” for the sums \( \tilde{s}_k(q, p; \tau) \).

Another fundamental property of Apostol sums is that they satisfy the equality

\[
s_{2n-1}(q + p, p) = s_{2n-1}(q, p).
\]

This implies that an Apostol sum is a (generalized) Dedekind symbol (cf. [10]). As for elliptic Apostol sums, we see that they also satisfy a similar equality:

\[
\tilde{s}_{2n-1}(q + 2p, p; \tau) = \tilde{s}_{2n-1}(q, p; \tau).
\]

Indeed, this follows easily from the identity that \( \varphi(z + 2 \cdot 2\pi i (m\tau + n)) = \varphi(z) \) for \( m, n \in \mathbb{Z} \). An implication of this formula is that an elliptic Apostol sum is not a Dedekind symbol.

Recall that if \( k \) is even, then the classical Apostol sums are trivial [11 p. 156]. As for the elliptic Apostol sums: if \( k \) is even, we have that \( \tilde{s}_k(q, p; \tau) = 0 \). When \( k \) is odd, there was a reciprocity law for the Apostol sums. This property should be generalized to the elliptic Apostol sums. Indeed, this is the case, and establishing a reciprocity law for the elliptic Apostol sums is one of our main results and is formulated in the following theorem.
Theorem 2.2. Let $p$ and $q$ be relatively prime positive integers.

(1) Suppose that $n$ is an integer with $n > 0$ and $p + q = 1$ (2). Then we have
\[
p^{2n-2}s_{2n-1}(q;p;\tau) + q^{2n-2}s_{2n-1}(p;q;\tau) = (2n-1)! \left\{ \sum_{j=0}^{n} H_{2j} H_{2n-2j} p^{2j} q^{2n-2j} + (2n-1) H_{2n} \right\}.
\]
(2.6)

(2) Suppose that $n$ is an integer with $n > 0$ and $p + q = 0$ (2). Then we have
\[
p^{2n-2}s_{2n-1}(q;p;\tau) + q^{2n-2}s_{2n-1}(p;q;\tau) = (2n-1)! \left\{ \sum_{j=0}^{n} H_{2j} H_{2n-2j} p^{2j} q^{2n-2j} - (2n-1) G_{2n} \right\}.
\]
(2.7)

Remark 2.4. Another interpretation of (2.6) and (2.7) is in terms of modular forms. The left-hand sides of (2.6) and (2.7) represent modular forms for $\Gamma(p)$ if $p$ is even (resp. $\Gamma(2p)$ if $p$ is odd) and for $\Gamma(q)$ if $q$ is even (resp. $\Gamma(2q)$ if $q$ is odd) of weight $2n$, while the right-hand sides represent modular forms for $\Gamma_0(2)$ of weight $2n$. We may view the equations as the identities between these specific modular forms. We are not able to find any literature dealing with these kinds of relations between these specific modular forms, and these relations appear to be new. One intriguing question arises: Is there any geometric interpretation of these formulae?

3. Proof of Theorem 2.1

In this section we will give a proof for Theorem 2.1.

Proof of Theorem 2.1 (1). We will establish the identity (2.3). We let $f(z)$ and $g(z)$ stand for the left-hand side, and respectively, the right-hand side of (2.3). Namely
\[
f(z) = \frac{1}{p} \sum_{\lambda, \mu = 0}^{p-1} \left( -1 \right)^{\lambda} \varphi \left( \frac{2\pi i q (\lambda \tau + \mu)}{p} \right) \varphi (z + \frac{2\pi i (\lambda \tau + \mu)}{p}) + \frac{1}{q} \sum_{\lambda, \mu = 0}^{q-1} \left( -1 \right)^{\lambda} \varphi \left( \frac{2\pi i p (\lambda \tau + \mu)}{q} \right) \varphi (z + \frac{2\pi i (\lambda \tau + \mu)}{q})
\]
and
\[
g(z) = -\varphi(pz) \varphi(qz) - \frac{1}{pq} \varphi'(z).
\]

We claim that
\[
f(z) = g(z).
\]

First note that both $f(z)$ and $g(z)$ are meromorphic functions, and both have simple poles at the points $z = -2\pi i (\lambda \tau + \mu)/p + 2\pi i (m \tau + n)$ with $\lambda, \mu = 0, 1, \ldots, p - 1; (\lambda, \mu) \neq (0, 0); m, n \in \mathbb{Z}$ and at $z = -2\pi i (\lambda \tau + \mu)/q + 2\pi i (m \tau + n)$ with $\lambda, \mu = 0, 1, \ldots, q - 1; (\lambda, \mu) \neq (0, 0); m, n \in \mathbb{Z}$. Furthermore, at these points, both functions have the same residues, that is,
\[
\text{Res}_{z = -2\pi i (\lambda \tau + \mu)/p + 2\pi i (m \tau + n)} (f) = \frac{(-1)^{\lambda}}{p} \varphi \left( \frac{2\pi i q (\lambda \tau + \mu)}{p} \right) = \text{Res}_{z = -2\pi i (\lambda \tau + \mu)/p + 2\pi i (m \tau + n)} (g)
\]
and
\[ \text{Res}_z = -2\pi i(\lambda \tau + \mu)/q + 2\pi i(m\tau + n)(g) = \frac{(-1)^q}{q} \varphi\left(\frac{2\pi ip(\lambda \tau + \mu)}{q}\right) = \text{Res}_z = -2\pi i(\lambda \tau + \mu)/q + 2\pi i(m\tau + n)(g). \]

Next we investigate other poles. We may assume without loss of generality that \( g(z) \) has no pole of order greater than 1. Indeed, the principal parts of \( -\varphi(pz)\varphi(qz) \) and \( -(1/pq)\varphi'(z) \) at \( z = 0 \) are \(-1/(pqz^2)\) and \( 1/(pqz^2) \), respectively, and therefore, they cancel out in \( g(z) \). Further notice that the principal part of \( -\varphi(pz)\varphi(qz) \) at \( z = 2\pi i\tau \) is \( 1/pq(z - 2\pi i\tau)^2 \) (note that \( p + q \equiv 1 \mod 2 \)), while the principal part of \( -(1/pq)\varphi'(z) \) at \( z = 2\pi i\tau \) is \(-1/pq(z - 2\pi i\tau)^2 \). Hence, again these principal parts at \( z = 2\pi i\tau \) cancel out in \( g(z) \). Since \( g(z) \) is periodic with period \( 2\pi i(2\tau + \mathbb{Z}) \), any poles at \( z = 2\pi i(n\tau + m) \) also cancel out in \( g(z) \). On the other hand, clearly \( f(z) \) has no pole of order greater than 1. Thus it follows that the principal parts of \( f(z) \) and \( g(z) \) coincide at all of their poles. Therefore \( f(z) - g(z) \) is an entire function.

Summarizing the above discussion, we can conclude that \( f(z) - g(z) \) is a doubly periodic entire function on \( \mathbb{C} \). Then by the well-known Liouville theorem it must be a constant. Hence
\[ f(z) - g(z) = A(p, q; \tau), \]
where \( A(p, q; \tau) \) is a constant with respect to \( z \).

Next we will determine the constant function \( A(p, q; \tau) \). First note that \( \varphi(\tau, z) \) has the expansion at \( z = 0 \) given by the formula (2.2). This implies that the function \( g(z) = -\varphi(pz)\varphi(qz) - (1/pq)\varphi'(z) \) has the expansion of the form
\[ g(z) = -\frac{1}{pqz^2}(1 + H_2p^2z^2 + \cdots)(1 + H_2q^2z^2 + \cdots) + \frac{1}{pqz^2}(1 - H_2z^2 - \cdots). \]

Tending \( z \to 0 \), we obtain
\[ \lim_{z \to 0} g(z) = -\frac{1}{pq}(p^2 + q^2)H_2 - \frac{1}{pq}H_2. \]

Now look at the limit of \( f(z) \) as \( z \to 0 \). We have that \( \lim_{z \to 0} f(z) = f(0) \). Since \( A(p, q; \tau) \) is independent of \( z \), we then obtain
\[ A(p, q; \tau) = \lim_{z \to 0} \{ f(z) - g(z) \} \]
\[ = \frac{1}{p} \sum_{\lambda, \mu = 0}^{p-1} (-1)^q \varphi\left(\frac{2\pi i q(\lambda \tau + \mu)}{p}\right)\varphi\left(\frac{2\pi i(\lambda \tau + \mu)}{p}\right) \]
\[ + \frac{1}{q} \sum_{\lambda, \mu = 0}^{q-1} (-1)^q \varphi\left(\frac{2\pi i p(\lambda \tau + \mu)}{q}\right)\varphi\left(\frac{2\pi i(\lambda \tau + \mu)}{q}\right) + \frac{p^2 + q^2 + 1}{pq}H_2. \]

Proof of Theorem 2.1 (1) will be complete if we show that \( A(p, q; \tau) \) is indeed equal to 0, and this will be done in Lemma 3.1 below. 

\[ \square \]
Lemma 3.1. Let \( p \) and \( q \) be relatively prime positive integers such that \( p+q \equiv 1 \pmod{2} \). Then we have

\[
\frac{1}{p} \sum_{\lambda, \mu=0 \atop (\lambda, \mu) \neq (0,0)}^{p-1} (-1)^{\lambda} \varphi \left( \frac{2\pi i \lambda q (\lambda \tau + \mu)}{p} \right) \varphi \left( \frac{2\pi i \lambda (\lambda \tau + \mu)}{p} \right)
\]

\[
\frac{1}{q} \sum_{\lambda, \mu=0 \atop (\lambda, \mu) \neq (0,0)}^{q-1} (-1)^{\lambda} \varphi \left( \frac{2\pi i p (\lambda \tau + \mu)}{q} \right) \varphi \left( \frac{2\pi i (\lambda \tau + \mu)}{q} \right) + \frac{p^2 + q^2 + 1}{pq} H_2 = 0.
\]

Proof. Let \( h(z) \) be an elliptic function defined by

\[ h(z) = \varphi(pz) \varphi(qz) \varphi(z). \]

Since \( p + q \equiv 1 \pmod{2} \), \( h(z) \) is periodic with period \( 2\pi i \mathbb{Z} \tau + \mathbb{Z} \). Then it follows that the sum of the residues of \( h(z) \) in any fundamental domain is zero. For instance, we may take the following fundamental domain:

\[ \{ 2\pi i (s \tau + t) \mid \frac{1}{2pq} - 1 \leq s, t \leq \frac{1}{2pq} \}. \]

In this fundamental domain, \( h(z) \) has simple poles at \( z = -2\pi i (\lambda \tau + \mu)/p \) with \( \lambda, \mu = 0, 1, \ldots, p-1 \); \( (\lambda, \mu) \neq (0,0) \) and at \( z = -2\pi i (\lambda \tau + \mu)/q \) with \( \lambda, \mu = 0, 1, \ldots, q-1 \); \( (\lambda, \mu) \neq (0,0) \). The residues of \( h(z) \) at these poles can be computed as follows:

\[
\text{Res}_{z=-2\pi i (\lambda \tau + \mu)/p} h = \frac{(-1)^{\lambda}}{p} \varphi \left( \frac{2\pi i q (\lambda \tau + \mu)}{p} \right) \varphi \left( \frac{2\pi i (\lambda \tau + \mu)}{p} \right)
\]

and

\[
\text{Res}_{z=-2\pi i (\lambda \tau + \mu)/q} h = \frac{(-1)^{\lambda}}{q} \varphi \left( \frac{2\pi i p (\lambda \tau + \mu)}{q} \right) \varphi \left( \frac{2\pi i (\lambda \tau + \mu)}{q} \right). \]

Next we ought to calculate the residue of \( h(z) \) at \( z = 0 \). For this we note that \( h(z) \) has the following expansion at \( z = 0 \) (which can be derived from the expansion for \( \varphi(z) \) given in (2.22)):

\[ h(z) = \varphi(pz) \varphi(qz) \varphi(z) = \frac{1}{pqz^3} (1 + H_2 p^2 z^2 + \cdots) (1 + H_2 q^2 z^2 + \cdots) (1 + H_2 z^2 + \cdots). \]

This enables us to compute the residue of \( h(z) \) at \( z = 0 \). We have

\[ \text{Res}_{z=0} h = \frac{p^2 + q^2 + 1}{pq} H_2. \]

Finally summing over the residues for \( h(z) \) at all poles, we obtain (3.1) that we are after.

Remark 3.1. The formula in Lemma 3.1 is a special case of Egami’s result [8, Theorem 1]. Unfortunately Egami’s original formula as well as its proof contained errors (e.g., the right-hand side of his formula [8, Eq. 5] should be divided by \( a_0 \cdots a_r \)). In the above lemma and its proof, we reproduced Egami’s result by a different method from that of Egami, correcting all the errors in Egami’s paper.

We will need another lemma corresponding to Lemma 3.1 to prove the case \( p + q \equiv 0 \pmod{2} \) in Theorem 2.1(2).
Lemma 3.2. Let $p$ and $q$ be relatively prime positive integers such that $p+q \equiv 0 \pmod{2}$. Then we have

\begin{equation}
(3.2) \quad \frac{1}{p} \sum_{\lambda,\mu=0}^{p-1} (-1)^\lambda \varphi\left(\frac{2\pi i q(\lambda \tau + \mu)}{p}\right) + \frac{1}{q} \sum_{\lambda,\mu=0}^{q-1} (-1)^\lambda \varphi\left(\frac{2\pi i p(\lambda \tau + \mu)}{q}\right) = 0.
\end{equation}

Proof. Let $h(z)$ be an elliptic function defined by

\[ h(z) = \varphi(pz) \varphi(qz). \]

Since $p+q \equiv 0 \pmod{2}$, $h(z)$ is periodic with period $2\pi i (\mathbb{Z} \tau + \mathbb{Z})$. Hence the sum of the residues of $h(z)$ in any fundamental domain is zero. We may take the same fundamental domain as in the proof of Lemma 3.1, namely,

\[ \{2\pi i (s \tau + t) \mid \frac{1}{2pq} - 1 \leq s, t \leq \frac{1}{2pq}\}. \]

In this fundamental domain, $h(z)$ has simple poles at $z = -2\pi i (\lambda \tau + \mu)/p$ with $\lambda, \mu = 0, 1, \ldots, p-1$; $(\lambda, \mu) \neq (0, 0)$ and at $z = -2\pi i (\lambda \tau + \mu)/q$ with $\lambda, \mu = 0, 1, \ldots, q-1$; $(\lambda, \mu) \neq (0, 0)$. The residues of $h(z)$ at these poles can be computed as follows:

\[ \text{Res}_{z = -2\pi i (\lambda \tau + \mu)/p}(h) = \frac{(-1)^\lambda}{p} \varphi\left(\frac{2\pi i q(\lambda \tau + \mu)}{p}\right) \]

and

\[ \text{Res}_{z = -2\pi i (\lambda \tau + \mu)/q}(h) = \frac{(-1)^\lambda}{q} \varphi\left(\frac{2\pi i p(\lambda \tau + \mu)}{q}\right). \]

We need to calculate the residue of $h(z)$ at $z = 0$. For this we expand $h(z)$ at $z = 0$:

\[ h(z) = \varphi(pz) \varphi(qz) = \frac{1}{pq z^2} (1 + H_2 p^2 z^2 + \cdots)(1 + H_2 q^2 z^2 + \cdots). \]

Then we obtain that $\text{Res}_{z=0}(h) = 0$. Finally summing over the residues for $h(z)$ at all poles, we arrive at the equation (3.2).

In the rest of this section, we will give a proof for Theorem 2.1(2).

Proof of Theorem 2.1(2). We will establish the identity (2.4) in the case $p+q \equiv 0 \pmod{2}$. Our proof is along the same line as for Theorem 2.1(1) in the case $p+q \equiv 1 \pmod{2}$ (although we need to use the first derivatives $f'(z)$ and $g'(z)$ in place of $f(z)$ and $g(z)$ to establish the assertion that $f(z) - g(z)$ is a constant). Let $f(z)$ and $g(z)$ be the functions defined, respectively, as follows:

\[ f(z) = \frac{1}{p} \sum_{\lambda,\mu=0}^{p-1} (-1)^\lambda \varphi\left(\frac{2\pi i q(\lambda \tau + \mu)}{p}\right) \zeta(z + \frac{2\pi i (\lambda \tau + \mu)}{p}) + \frac{1}{q} \sum_{\lambda,\mu=0}^{q-1} (-1)^\lambda \varphi\left(\frac{2\pi i p(\lambda \tau + \mu)}{q}\right) \zeta(z + \frac{2\pi i (\lambda \tau + \mu)}{q}) \]

and

\[ g(z) = -\varphi(pz) \varphi(qz) - \frac{1}{pq} \zeta'(z). \]
We claim that
\[ f(z) - g(z) \] is a constant.

First note that both \(f(z)\) and \(g(z)\) are meromorphic functions, and both have simple poles at the points \(z = -2\pi i(\lambda \tau + \mu)/p + 2\pi i(n\tau + m)\) with \(\lambda, \mu = 0, 1, \ldots, p - 1; \ (\lambda, \mu) \neq (0, 0); \ m, n \in \mathbb{Z}\) and at \(z = -2\pi i(\lambda \tau + \mu)/q + 2\pi i(n\tau + m)\) with \(\lambda, \mu = 0, 1, \ldots, q - 1; \ (\lambda, \mu) \neq (0, 0); \ m, n \in \mathbb{Z}\). Furthermore, the residues at these points are equal, that is,
\[
\text{Res}_{z=-2\pi i(\lambda \tau + \mu)/p + 2\pi i(n\tau + m)}(f) = \frac{(-1)^p}{p} \varphi(\frac{2\pi i q(\lambda \tau + \mu)}{p}) = \text{Res}_{z=-2\pi i(\lambda \tau + \mu)/q + 2\pi i(n\tau + m)}(g)
\]
and
\[
\text{Res}_{z=-2\pi i(\lambda \tau + \mu)/q + 2\pi i(n\tau + m)}(f) = \frac{(-1)^q}{q} \varphi(\frac{2\pi i p(\lambda \tau + \mu)}{q}) = \text{Res}_{z=-2\pi i(\lambda \tau + \mu)/q + 2\pi i(n\tau + m)}(g).
\]

Next we investigate other poles. We may assume without loss of generality that \(g(z)\) has no pole of order greater than 1. Indeed, the principal parts of \(-\varphi(pz)\varphi(qz)\) and \(-\frac{1}{pq}\varphi'(z)\) at \(z = 2\pi i(n\tau + m)\) are \(-\frac{1}{pq}(z - (m\tau + n))^2\) and \(\frac{1}{pq}(z - (m\tau + n))^2\), respectively, and moreover, they cancel out in \(g(z)\). (This can be seen easily at \(z = 0\). At \(z \neq 0\), this follows from noticing that \(g(z)\) is periodic with period \(2\pi i(\mathbb{Z}\tau + \mathbb{Z})\) (because of the hypothesis \(p + q \equiv 0 \mod(2)\)).) Clearly \(f(z)\) has no pole of order greater than 1. Hence the principal parts of \(f(z)\) and \(g(z)\) coincide at all of their poles. Therefore \(f(z) - g(z)\) is an entire function.

Now note that \(\zeta(z)\) is not periodic, but if we take the derivative \(\zeta'(z)\), then it is periodic with period \(2\pi i(\mathbb{Z}\tau + \mathbb{Z})\). Take the first derivative \(f'(z) - g'(z)\) of \(f(z) - g(z)\). Then \(f'(z) - g'(z)\) is periodic with period \(2\pi i(\mathbb{Z}\tau + \mathbb{Z})\). Thus we can conclude that \(f'(z) - g'(z)\) is a doubly periodic entire function on \(\mathbb{C}\), and then it must be a constant by the well-known Liouville Theorem. Hence we may write
\[
f(z) - g(z) = B(p, q; \tau)z + C(p, q; \tau),
\]
where \(B(p, q; \tau)\) and \(C(p, q; \tau)\) are constants with respect to \(z\).

We claim that \(B(p, q; \tau) = 0\).

By the periodicity of \(\varphi\) and the quasi-periodicity of \(\zeta\), we have:
\[
(3.3) \quad \zeta(z + 2\pi i) = \zeta(z) + \eta_1, \quad \varphi(z + 2\pi i) = \varphi(z) \quad \text{and} \quad \zeta'(z + 2\pi i) = \zeta'(z).
\]

This gives rise to the identity
\[
2\pi iB(p, q; \tau) = \{f(z + 2\pi i) - g(z + 2\pi i)\} - \{f(z) - g(z)\}
\]
\[
= \eta_1 \left\{ \frac{1}{p} \sum_{\lambda, \mu = 0}^{p-1} (-1)^\lambda \varphi(\frac{2\pi i q(\lambda \tau + \mu)}{p}) \right\}
\]
\[
+ \frac{1}{q} \sum_{\lambda, \mu = 0}^{q-1} (-1)^\lambda \varphi(\frac{2\pi i p(\lambda \tau + \mu)}{q}) \right\}
\]
\[
= 0.
\]
The second identity is derived from (3.3) and the third from Lemma 3.2. This proves our claim that $B(p, q; \tau) = 0$.

Finally this establish (3.2) that we are after. □

Remark 3.2. At the moment we do not know how to determine the exact value of the constant $C(p, q; \tau)$. The difficulty stems from the fact that $\zeta(z)$ is only quasi-periodic and that we do not have a reciprocity law for

$$\frac{1}{p} \sum_{\lambda, \mu=0}^{p-1} (-1)^{\varphi(2\pi i(q_\lambda \mu + \mu))} \left( \frac{2\pi i(\lambda \tau + \mu)}{p} \right).$$

4. PROOF OF THEOREM 2.2

In this section we will give a proof for Theorem 2.2.

Let $f(z)$ be a meromorphic function on $\mathbb{C}$. (In what follows we will consider the case where $f(z) = \varphi(z)$ or $\zeta(z)$.) If $f(z)$ does not have a pole at $z = \alpha$, then $f(z)$ can be expanded at $z = \alpha$:

$$f(z + \alpha) = f(\alpha) + \sum_{k=1}^{\infty} \frac{f^{(k)}(\alpha)}{k!} z^k.$$

We now give proof for Theorem 2.2(1), that is, the case $p + q \equiv 1 \pmod{2}$.

Proof of Theorem 2.2(1). We expand both sides of (2.3) and compare the coefficients of $z^{2n-2}$ to obtain the claimed identity (2.6).

The first term of the left-hand side of (2.3) is expanded as follows:

$$\frac{1}{p} \sum_{\lambda, \mu=0}^{p-1} (-1)^{\varphi(2\pi i(q_\lambda \mu + \mu))} \left( \frac{2\pi i(\lambda \tau + \mu)}{p} \right) \varphi(z + \frac{2\pi i(\lambda \tau + \mu)}{p})$$

$$= \frac{1}{p} \sum_{\lambda, \mu=0}^{p-1} (-1)^{\varphi(2\pi i(q_\lambda \mu + \mu))} \left( \frac{2\pi i(\lambda \tau + \mu)}{p} \right) \varphi(\frac{2\pi i(\lambda \tau + \mu)}{p})$$

$$+ \sum_{k=1}^{\infty} \frac{1}{k!} \left( \frac{1}{p} \sum_{\lambda, \mu=0}^{p-1} (-1)^{\varphi(2\pi i(q_\lambda \mu + \mu))} \varphi^{(k)}(\frac{2\pi i(\lambda \tau + \mu)}{p}) \right) \frac{1}{p} \sum_{\lambda, \mu=0}^{p-1} (-1)^{\varphi(2\pi i(q_\lambda \mu + \mu))} \left( \frac{2\pi i(\lambda \tau + \mu)}{p} \right).$$

We obtain a similar expansion for the second term of the left-hand side of (2.3). Then the coefficient of $z^{2n-2}$ in the left-hand side of (2.3) is given by

$$\frac{1}{(2n-2)!} \left\{ \frac{1}{p} \sum_{\lambda, \mu=0}^{p-1} (-1)^{\varphi(2\pi i(q_\lambda \mu + \mu))} \varphi^{(2n-2)}(\frac{2\pi i(\lambda \tau + \mu)}{p}) \right\}$$

$$+ \frac{1}{q} \sum_{\lambda, \mu=0}^{q-1} (-1)^{\varphi(2\pi i(q_\lambda \mu + \mu))} \varphi^{(2n-2)}(\frac{2\pi i(\lambda \tau + \mu)}{q}).$$
Further we see by Definition (2.1) that this is equal to
\begin{equation}
(4.2) \quad -\frac{1}{(2n-1)!} \left\{ p^{2n-2}s_{2n-1}(q; p; \tau) + q^{2n-2}s_{2n-1}(p; q; \tau) \right\}.
\end{equation}

Next we expand the right-hand side of (2.3) into the following form:
\[-\varphi(pz)\varphi(qz) - \frac{1}{pq}\varphi'(z)\]
\[= -\frac{1}{pqz^2} \left( 1 + H_2p^2z^2 + H_4p^4z^4 + \cdots \right) \left( 1 + H_2q^2z^2 + H_4q^4z^4 + \cdots \right) + \frac{1}{pqz^2} \left( 1 - H_2z^2 - 3H_4z^4 - 5H_6z^6 - \cdots \right) + \cdots.
\]

Then the coefficient of \(z^{2n-2}\) in the right-hand side of (2.3) is given by
\begin{equation}
(4.3) \quad -\frac{1}{pq} \sum_{j=0}^{n} H_{2j}H_{2n-2j}p^{2j}q^{2n-2j} - \frac{1}{pq} (2n-1)H_{2n}.
\end{equation}

Now comparing the coefficients of \(z^{2n-2}\) in both sides of (2.3), we see that the expressions (4.2) and (4.3) are indeed equal. This yields the identity of Theorem (2.2(1)).

**Proof of Theorem (2.2(2)).** The proof is similar to that of Theorem (2.2(1)). The detail is left to the reader. \(\square\)

5. Limits of elliptic reciprocity laws

In this section we will calculate the limits of elliptic reciprocity laws (2.3) and (2.4) as \(\tau \to i\infty\). We show that the limits indeed coincide with the original reciprocity law for Apostol sums (1.2). This fact may justify our terminology that Definition (2.1) is an elliptic analogue of Apostol sums.

First we recall a number of formulae for elliptic functions. Put
\[q = e^{2\pi i \tau} \quad \text{and} \quad \xi = e^{z}.
\]

Then the functions \(\varphi(z)\) and \(\zeta(z)\) have the following expansion (see [13, pp.144,147]):
\begin{equation}
(5.1) \quad \varphi(z) = \frac{1}{2} \frac{\xi^{1/2} + \xi^{-1/2}}{1 - \xi^{-1/2}} \prod_{n=1}^{\infty} \frac{(1 + q^n\xi)(1 + q^n\xi^{-1})(1 - q^{2n})}{(1 - q^n\xi)(1 - q^n\xi^{-1})(1 + q^{2n})},
\end{equation}
\begin{equation}
(5.2) \quad \zeta(z) = 2G_2z + \frac{1}{2} \frac{\xi^{1/2} + \xi^{-1/2}}{1 - \xi^{-1/2}} + \sum_{n=1}^{\infty} \left( \frac{1}{1 - q^n\xi} + \frac{q^n\xi^{-1}}{1 - q^n\xi^{-1}} \right).
\end{equation}

Define yet another function \(\omega(z)\) by
\begin{equation}
(5.3) \quad \omega(z) := \zeta(z) - 2G_2z \left( \frac{1}{2} \frac{\xi^{1/2} + \xi^{-1/2}}{1 - \xi^{-1/2}} + \sum_{n=1}^{\infty} \left( \frac{-q^n\xi^{-1}}{1 - q^n\xi} + \frac{q^n\xi^{-1}}{1 - q^n\xi^{-1}} \right) \right).
\end{equation}

We are interested in the limits of \(\varphi(z)\) and \(\omega(z)\) for \(z = 2\pi i(x\tau + y)\) as \(\tau \to i\infty\).

**Lemma 5.1.** (1) Suppose that \(x \geq 0\). Then
\[\lim_{\tau \to i\infty} \varphi(2\pi i(x\tau + y)) = \begin{cases} 
\frac{1}{2\tau}\cot(\pi y), \quad x \in \mathbb{Z}, \\
\frac{1}{2\tau}(-1)^{[x]}, \quad x \notin \mathbb{Z},
\end{cases}\]

Here \([x]\) denotes the largest integer not exceeding \(x\).
Suppose that $0 \leq x < 1$. Then
\[
\lim_{\tau \to i\infty} \omega(2\pi i(x\tau + y)) = \begin{cases} 
\frac{1}{2}, & 0 < x < 1, \\
\frac{1}{2\pi} \cot(\pi y), & x = 0.
\end{cases}
\]

Proof. (1) This limit is obtained by Egami in [8, p. 102], using the expansion \((5.2)\).

(2) This limit can be proved similarly as for (1). In fact, the terms
\[
\sum_{n=1}^{\infty} \left( -q^n \xi \frac{1}{1 - q^n \xi} + q^n \xi^{-1} \frac{1}{1 - q^n \xi^{-1}} \right)
\]
in \((5.3)\) tend to 0 as $\tau \to i\infty$. Furthermore, for $z = 2\pi i(x\tau + y)$, we see that as $\tau \to i\infty$,
\[
\frac{1}{2} \frac{\xi^{1/2} + \xi^{-1/2}}{\xi^{1/2} - \xi^{-1/2}} = \frac{1}{2} e^{2\pi i(x\tau + y)} + 1 \to \begin{cases} 
\frac{1}{2}, & 0 < x < 1, \\
\frac{1}{2} \frac{e^{2\pi i y} + 1}{e^{2\pi i y} - 1} = \frac{1}{2\pi} \cot(\pi y), & x = 0.
\end{cases}
\]

These facts yield the limit as claimed. \qed

Now we apply Lemma \(5.1\) to obtain the limits of elliptic reciprocity laws \((2.3)\) and \((2.4)\) as $\tau \to i\infty$.

The case $p + q \equiv 1 \pmod{2}$ (2). Consider the case $p + q \equiv 1 \pmod{2}$. We see that the left-hand side of the identity \((2.3)\) has the following limit when $\tau \to i\infty$:

\[
\frac{1}{p} \sum_{\lambda, \mu=0 \atop (\lambda, \mu) \neq (0,0)}^{p-1} (-1)^{\lambda} \varphi\left( \frac{2\pi i q(\lambda \tau + \mu)}{p} \right) \varphi\left( z + \frac{2\pi i (\lambda \tau + \mu)}{p} \right)
\]
\[
= \frac{1}{p} \sum_{\mu=1}^{p-1} \sum_{\lambda=1}^{p-1} (-1)^{\lambda} \varphi\left( \frac{2\pi i (\lambda \tau + \mu)}{p} \right) \varphi\left( z + \frac{2\pi i \mu}{p} \right)
\]
\[
+ \frac{1}{p} \sum_{\mu=1}^{p-1} \varphi\left( \frac{2\pi i \mu}{p} \right) \varphi\left( z + \frac{2\pi i \mu}{p} \right)
\]
\[
\to -\frac{1}{4} \sum_{\lambda=1}^{p-1} (-1)^{\lambda+1+\lfloor q \lambda/p \rfloor} + \frac{1}{p} \sum_{\mu=1}^{p-1} \frac{1}{2i} \cot\left( \frac{\pi q \mu}{p} \right) \frac{1}{2i} \cot\left( \frac{z}{2i} + \frac{\pi \mu}{p} \right).
\]

On the other hand, noting that $\cot'(z) = -\csc^2(z)$, we see that the right-hand side of the identity \((2.3)\) tends to the following limit when $\tau \to i\infty$:

\[
-\varphi(pz) \varphi(qz) - \frac{1}{pq} \varphi'(z) \to -\frac{1}{2i} \cot\left( \frac{pz}{2i} \right) \frac{1}{2i} \cot\left( \frac{qz}{2i} \right) + \frac{1}{pq} \frac{1}{2i} \csc^2\left( \frac{z}{2i} \right).
\]

We also need to recall the fact due to Berndt-Evans [3, p. 3] that for relatively prime integers $p$ and $q$ with $p + q \equiv 1 \pmod{2}$, the sum $\sum_{\lambda=1}^{p-1} (-1)^{\lambda+1+\lfloor q \lambda/p \rfloor}$ in \((5.4)\) satisfies the following reciprocity law:

\[
\sum_{\lambda=1}^{p-1} (-1)^{\lambda+1+\lfloor q \lambda/p \rfloor} + \sum_{\lambda=1}^{q-1} (-1)^{\lambda+1+\lfloor p \lambda/q \rfloor} = 1.
\]

Then concocting \((5.4)\), \((5.5)\) and \((5.6)\), and rescaling the variable $z$ by $z/2i$, we arrive at the reciprocity law given in \((1.2)\).
Furthermore, expanding the last term in (5.4) and then showing that its coefficient of \( z^{2n-2} \) is equal to \((-p^{2n-2}/(2n-1)!s_{2n-1}(q, p)) \) (cf. [12, 11, 2] for detailed calculations), we obtain (5.5):

\[
\lim_{\tau \to i\infty} \hat{s}_{2n-1}(q, p; \tau) = s_{2n-1}(q, p).
\]

This proves our assertion that Theorem 2.1(1) is an elliptic analogue of the classical reciprocity law (1.2) in the case \( p + q \equiv 1 \bmod 2 \).

**The case** \( p + q \equiv 0 \bmod 2 \). Now consider the case that \( p + q \equiv 0 \bmod 2 \). First note that we can reformulate (2.4) in the following form:

\[
\frac{1}{p} \sum_{\lambda, \mu = 0}^{p-1} (-1)^{\lambda} \varphi\left(\frac{2\pi i \lambda \tau + \mu}{p}\right) \left\{ \zeta(z + \frac{2\pi i (\lambda \tau + \mu)}{p}) - 2G_2(z + \frac{2\pi i (\lambda \tau + \mu)}{p}) \right\} + \frac{1}{q} \sum_{\lambda, \mu = 0}^{q-1} (-1)^{\lambda} \varphi\left(\frac{2\pi i \lambda \tau + \mu}{q}\right) \left\{ \zeta(z + \frac{2\pi i (\lambda \tau + \mu)}{q}) - 2G_2(z + \frac{2\pi i (\lambda \tau + \mu)}{q}) \right\}
\]

\[
= -\varphi(pz) \varphi(qz) - \frac{1}{pq} \zeta'(z) + D(p, q; \tau).
\]

To obtain this reformulation, use the following identity (which is deduced from (3.4)):

\[
\begin{align*}
\left\{ \frac{1}{p} \sum_{\lambda, \mu = 0}^{p-1} (-1)^{\lambda} \varphi\left(\frac{2\pi i \lambda \tau + \mu}{p}\right) + \frac{1}{q} \sum_{\lambda, \mu = 0}^{q-1} (-1)^{\lambda} \varphi\left(\frac{2\pi i \lambda \tau + \mu}{q}\right) \right\} G_2 = 0.
\end{align*}
\]

Here \( D(p, q; \tau) \) is a constant with respect to \( z \). Actually, \( D(p, q; \tau) \) is explicitly given as follows:

\[
D(p, q; \tau) = C(p, q; \tau) - 2 \left\{ \frac{1}{p} \sum_{\lambda, \mu = 0}^{p-1} (-1)^{\lambda} \varphi\left(\frac{2\pi i \lambda \tau + \mu}{p}\right) \frac{2\pi i (\lambda \tau + \mu)}{p} \right\} G_2.
\]

Now we are ready to prove that (5.7) is an elliptic analogue of the classical reciprocity law (1.2) (up to addition of constant) in the case \( p + q \equiv 0 \bmod 2 \). We are interested in evaluating the limits of both sides of (5.7) as \( \tau \to i\infty \). For this first note that \( \zeta(z) - 2G_2z = \omega(z) \). Now we apply Lemma 5.1(2) to (5.7). The left-hand
side of (5.7) tends to the following limit when \( \tau \to i\infty \):

\[
- \frac{1}{4} \sum_{\lambda=1}^{p-1} (-1)^{\lambda+1}q^{\lambda/p} + \frac{1}{p} \sum_{\mu=1}^{p-1} \frac{1}{2i} \cot \left( \frac{\pi \mu}{p} \right) \frac{1}{2i} \cot \left( \frac{z}{2i} + \frac{\pi \mu}{p} \right)
\]

\[
- \frac{1}{4} \sum_{\lambda=1}^{q-1} (-1)^{\lambda+1}p^{\lambda/q} + \frac{1}{q} \sum_{\mu=1}^{q-1} \frac{1}{2i} \cot \left( \frac{\pi \mu}{q} \right) \frac{1}{2i} \cot \left( \frac{z}{2i} + \frac{\pi \mu}{q} \right).
\]

On the other hand, to find the limit for the right-hand side of (5.7) as \( \tau \to i\infty \), we will make use of the fact that

\[
\lim_{\tau \to i\infty} c_\tau = \lim_{\tau \to i\infty} \varphi(z) = \frac{1}{(2i)^2} \csc^2 \left( \frac{z}{2i} \right).
\]

Then the right-hand side of (5.7) approaches the limit

\[
- \frac{1}{2i} \cot \left( \frac{pz}{2i} \right) \frac{1}{2i} \cot \left( \frac{qz}{2i} \right) + \frac{1}{pq} \frac{1}{(2i)^2} \csc^2 \left( \frac{z}{2i} \right) + c(p, q),
\]

where \( c(p, q) \) is a constant with respect to \( z \).

Finally concocting (5.8), (5.7) and (5.6), and rescaling the variable \( z \) by \( z/2i \), we arrive at the reciprocity law (1.2) in the case \( p + q \equiv 0 \mod 2 \).

We summarize the above discussion in the following proposition.

**Proposition 5.2.** (a) Suppose that \( p + q \equiv 1 \mod 2 \). Then the limit of (2.3) as \( \tau \to i\infty \) yields the identity (1.2) on cotangent sums.

(b) Suppose that \( p + q \equiv 0 \mod 2 \). Then the limit of (5.7) (equivalently (2.4)) as \( \tau \to i\infty \) yields the identity (1.2) on cotangent sums.

Therefore, (2.3) and (2.4) are indeed elliptic analogues of the classical reciprocity laws for Apostol sums.

### 6. New relations between modular forms

We can state some new relations between modular forms from the reciprocity laws established in Theorem 2.2. Here we give some interpretation of our results from the point of view of modular forms. Let \( \mathbb{H} \) be the upper half complex plane. A function \( f: \mathbb{H} \times \mathbb{C} \to \mathbb{C} \) is called a *Jacobi form of weight \( k \) and index \( 0 \) for the congruence subgroup \( \Gamma \) of \( SL_2(\mathbb{Z}) \) if it satisfies the following two conditions:

\[
f \left( \frac{a\tau + b}{c\tau + d}, \frac{z}{c\tau + d} \right) = (c\tau + d)^k f(\tau, z) \quad \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \Gamma,
\]

\[
f(\tau, z + 2\pi i(m\tau + n)) = f(\tau, z) \quad (m, n \in \mathbb{Z})
\]

together with some regularity conditions. The reader is referred to [9, 13] for more detailed accounts about Jacobi forms.

It is known that the function \( \varphi \) is a Jacobi form of weight 1 and index 0 for \( \Gamma_0(2) \) while the Weierstrass \( \wp \)-function is a Jacobi form of weight 2 and index 0 for \( SL_2(\mathbb{Z}) \) (see [13] and [14]). It is easily shown that if \( f \) is a Jacobi form of weight \( w \) and index 0, then \( f^{(k)} \) is a Jacobi form of weight \( w + k \) and index 0. Hence \( \varphi^{(k)} \) and \( \zeta^{(k)} = -\varphi^{(k-1)} \) are Jacobi forms of weight \( k + 1 \) and index 0.
Lemma 6.1. Suppose that \( f(\tau, z) \) is a Jacobi form of weight \( k \) and index 0 for \( \text{SL}_2(\mathbb{Z}) \), and suppose that it has poles only at \( z = 2\pi i (\mathbb{Z} \tau + \mathbb{Z}) \). Then, for \( \lambda, \mu = 0, 1, \ldots, p - 1; (\lambda, \mu) \neq (0, 0) \), \( f(\tau, 2\pi i (\lambda \tau + \mu)/p) \) is a modular form for \( \Gamma(p) \) of weight \( k \).

Proof. This follows from the following identities for \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma(p) \):

\[
\begin{aligned}
&f\left(\frac{\alpha \tau + b}{c \tau + d}, \frac{2\pi i (\lambda \alpha \tau + b) + \mu}{p}\right) = f\left(\frac{\alpha \tau + b}{c \tau + d}, \frac{2\pi i \lambda (\alpha \tau + b) + \mu (c \tau + d)}{p}\right) \\
&= (c \tau + d)^k f(\tau, \frac{2\pi i \lambda (\alpha \tau + b) + \mu (c \tau + d)}{p}) \\
&= (c \tau + d)^k f(\tau, \frac{2\pi i (\lambda + \mu)}{p}).
\end{aligned}
\]

(Notice that the second identity follows from (6.1), and the third from (6.2).) \( \square \)

Similarly we know that if \( f(\tau, z) \) is a Jacobi form of weight \( k \) and index 0 for \( \Gamma_0(2) \), \( f(\tau, 2\pi i (\lambda \tau + \mu)/p) \) is a modular form of weight \( k \) for \( \Gamma(p) \) (resp. \( \Gamma(2p) \)) if \( p \) is even (resp. odd).

Now we apply the above argument to \( f = \varphi \), or \( \varphi'(k) \) or \( \zeta(k) \).

Proposition 6.2. The elliptic Apostol sum \( \tilde{s}_{2n-1}(q; p; \tau) \) is a modular form of weight \( 2n \) for \( \Gamma(p) \) (resp. \( \Gamma(2p) \)) if \( p \) is even (resp. odd).

Since \( H_{2n} \) is a modular form for \( \Gamma_0(2) \), the reciprocity law for elliptic Apostol sums (Theorem 2.2) gives rise to new relations between modular forms for \( \Gamma(p) \) (or \( \Gamma(2p) \) if \( p \) is odd), \( \Gamma(q) \) (or \( \Gamma(2q) \) if \( q \) is odd) and \( \Gamma_0(2) \).

Remark 6.1. The classical Dedekind sums \( s(q, p) \) first appeared in the transformation formula of \( \log \eta(\tau) \). The Apostol sums \( s_k(q, p) \) also appeared in the transformation formula of some kinds of Lambert series. We will end the paper by posing a natural question.

Question. The classical and generalized Dedekind sums appeared in a formula due to Mordell [17], which counts the number of lattice points in a tetrahedron. Also there are many generalizations of Mordell’s formula to higher-dimensional cases. Is there any geometrical interpretation of the elliptic Apostol sums introduced in this paper?

Another question is: Are there generalizations of Lambert series whose transformation rules are described in terms of elliptic Apostol sums?
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