LOCALIZATION FOR A POROUS MEDIUM TYPE EQUATION IN HIGH DIMENSIONS
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Abstract. We prove the strict localization for a porous medium type equation with a source term,

\[ u_t = \nabla (u^\sigma \nabla u) + u^\beta, \quad x \in \mathbb{R}^N, \quad N > 1, \quad \beta > \sigma + 1, \quad \sigma > 0, \]

in the case of arbitrary compactly supported initial functions \( u_0 \). We also obtain an estimate of the size of the localization in terms of the support of the initial data \( \text{supp} u_0 \) and the blow-up time \( T \). Our results extend the well-known one dimensional result of Galaktionov and solve an open question regarding high dimensions.

1. Introduction

In this paper we consider the Cauchy problem for a porous medium equation with a source term

\[ u_t = \nabla (u^\sigma \nabla u) + u^\beta \quad \text{in} \quad \mathbb{R}^N, \]

where \( \beta > \sigma + 1, \sigma > 0 \) are constants, \( N > 1 \). This equation has been widely used as a simple model for a nonlinear heat propagation in a reactive medium, where \( u \) denotes temperature.

We assume that \( u_0 \) is a nonnegative not identically zero function. By a solution of (1.1) we mean a nonnegative continuous function \( u(x,t) \) with \( u^{\sigma+1} \in C([0,T), H^1_{\text{loc}}(\mathbb{R}^N)) \), which also satisfies (1.1) in the following weak sense:

\[ \int_0^T \int_{\mathbb{R}^N} \left[ u_t - u^\sigma \nabla u \cdot \nabla \phi + u^\beta \phi \right] dx \, dt + \int_{\mathbb{R}^N} u_0(x) \phi(x,0) \, dx = 0 \]

for all \( \phi \in C_0^\infty(\mathbb{R}^N \times [0,T)) \).

Under the above assumptions, local existence in time, uniqueness and pointwise comparison principle for solutions can be proven for (1.1). Indeed, the solution \( u(x,t) \) is a classical solution at any point where \( u > 0 \); see for instance [14]. It is well known [16] that when \( \sigma > 0, 1 < \beta \leq \sigma + 1 + \frac{2}{N} \), the solution of (1.1) always blows up in finite time, while for \( \beta > \sigma + 1 + \frac{2}{N} \) the blow-up occurs if \( u_0 \) is large enough. In the latter case there also exist small solutions which are global in time. By finite blow-up we mean there is a \( T > 0 \) such that \( \|u(\cdot,t)\|_\infty \) is finite for all \( t \in [0,T) \), but

\[ \limsup_{t \to T^-} \|u(\cdot,t)\|_\infty = +\infty. \]
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In our study we shall restrict attention to unbounded blow-up solutions to (1.1) with $\beta > \sigma + 1$.

First we recall some known facts briefly; more details can be found in surveys [15], [7], or [16]. Like the standard porous medium equation $u_t = \nabla (u^\sigma \nabla u)$, equation (1.1) describes a process with a finite speed of propagation of disturbances, i.e., if the initial data $u_0$ are compactly supported, then for all $t \in (0, T)$,

$$\text{supp } u(\cdot, t) = \{ x \in \mathbb{R}^N | u(x, t) > 0 \}$$

is a bounded set. The finite speed propagation phenomenon is due to the degeneracy of the equation at the interface $u = 0$, and is one of the most important facts about porous medium type equations which makes these equations very interesting objects of study.

Some definitions are in order. An unbounded solution of problem (1.1) is called strictly localized if

$$\Omega_L(u_0) = \{ x \in \mathbb{R}^N | u(x, T^-) = \limsup_{t \to T^-} u(x, t) > 0 \}$$

is bounded, effectively localized if the blow-up set $\text{BU}(u_0)$ is bounded, where

$$\text{BU}(u_0) = \{ x \in \mathbb{R}^N | \text{there exist } t_n \to T^-, x_n \to x \text{ with } u(x_n, t_n) \to +\infty \}.$$ 

Observe that by definition of $T, BU(u_0)$ is a nonempty closed set.

Similar to the porous medium equation [17], the solution $u$ to (1.1) enjoys the retention property $\text{supp } u(\cdot, t_1) \subseteq \text{supp } u(\cdot, t_2)$ for every $0 \leq t_1 < t_2 < T$. This can be proven by the barrier method. Hence strict localization happens only if $u_0$ has a compact support.

For $1 < \beta < \sigma + 1$, blow-up could happen in the whole space $\mathbb{R}^N$ even when the initial data are compactly supported. Hence there is no localization in this case. For $\beta = \sigma + 1$, the blow-up set $\text{BU}(u_0)$ can only be a bounded region, so it is called regional blow-up. In this case, one can also establish the symmetry of the blow-up set and describe the blow-up profile precisely (see [11], [3]). However, we expect that the situation $\beta > \sigma + 1$ is different and should be similar to the semilinear case where $\sigma = 0, \beta > 1$. In the latter case, it has been shown [18] that the blow-up set has locally finite $(N - 1)$-Hausdorff measure. In particular its Lebesgue measure is zero. In some special cases, such as the case when $u_0$ is radially decreasing, even single-point blow-up can be proven [20], [4] for the semilinear case. Note that for semilinear heat equations, the asymptotic blow-up profile is quite well understood [10].

In one spatial dimension case, for $\sigma > 0$ and $\beta > \sigma + 1$, Galaktionov has demonstrated in [5] the strict medium equation [17], the solution $u$ to (1.1) enjoys the retention property $\text{supp } u(\cdot, t_1) \subseteq \text{supp } u(\cdot, t_2)$ for every $0 \leq t_1 < t_2 < T$. This can be proven by the barrier method. Hence strict localization happens only if $u_0$ has a compact support.

However, in higher dimensions the problem of spectrum of nonsymmetric blow-up remains open, as emphasized in [16]. Little seems known regarding either strict or effective localization, or any kind of Hausdorff measure estimate. Though the intersection comparison technique has shown to be a strong tool in analyzing nonlinear diffusions in one space variable, it seems hard to extend it to higher dimensions unless an assumption like radial symmetry is made.
In this paper we will show the strict localization in higher dimensions for arbitrary compactly supported initial data, without any symmetry condition. We also obtain an estimate for the size of the support, hence it provides an affirmative answer to an open problem in [16] (Question 5, p. 315). Here is our main result.

**Theorem 1.1.** Suppose that \( u \) is the solution to the problem (1.1) with compactly supported initial \( u_0 \) and that \( T \) is the blow-up time, where \( \beta > \sigma + 1 \). Then there exists a \( K > 0 \), depending on \( \sigma, \beta, N, u_0 \) and \( T \), such that for all \( t \in [0, T) \),

\[
supp u(\cdot, t) \subset B(0, K).
\]

We also investigate the question of effective localization. In particular, we obtain results on the case where initial \( u_0 \) is not necessarily of compact support but satisfies some extra symmetry and decay conditions. The following theorem provides some insight on another open problem in [16].

**Theorem 1.2.** Suppose \( u_0(x) = u_0(r) \), where \( r = |x| \), and \( u_{0r} \leq 0 \). Suppose in addition that \( u_0 < C|x|^{-\frac{(\sigma+1)\beta}{\beta-1}} \), as \( |x| \to \infty \), where \( 0 < C < C_s \). Then \( u \) will decay to 0 uniformly in all \( t \in (0, T) \). Hence in this case the effective localization holds.

Note that \( C_s \) is a positive constant which will be defined in section 2.

Our approach is inspired by [3], where among other things the localization for \( \beta = \sigma + 1 \) is proved. However the case \( \beta > \sigma + 1 \) is quite different here. The difficulty is, when \( \beta > \sigma + 1 \), there are no compactly supported self-similar solutions. There are only some small self-similar supersolutions with compact support in more restrictive \( \sigma, \beta \) ranges. It seems difficult to compare these self-similar (super)solutions with our solutions directly. Our strategy is to establish first the uniform bound for \( u \) when \( |x| \) is large, and then try to compare it with the self-similar solution for \( \beta = \sigma + 1 \) there, using the differential inequality for our solutions at infinity. Another difference is that our similarity transformed operator is not translation invariant, hence one must use the original solution \( u \) as well as the transformed one (which is globally defined in \( t \)) simultaneously in order to achieve different estimates. In fact, we will apply comparison technique on the original solution to get pointwise estimate, while use a monotonicity argument to obtain a bound estimate on the transformed solution.

We begin with a section devoted to self-similar representation and self-similar solutions; these results will be used in section 3 where Theorem 1.1 is proven. Finally we sketch the proof of Theorem 1.2 and discuss some related issues.

2. **Self-similar representations and self-similar solutions**

Let us introduce the similarity representation of \( u \), the solution to (1.1)

\[
v(\xi, \tau) = (T - t)^{\frac{1}{\beta-1}} u(x, t),
\]

where \( \xi = \frac{x}{(T-t)^{1/\beta}} \in \mathbb{R}^N \), \( \tau = -\ln \frac{T-t}{T} \in [0, \infty) \), \( m = \frac{\beta-1}{2(\beta-1)} \geq 0 \) for \( \beta \geq \sigma + 1 \).

Note that we have \( \xi = T^{-m}e^{\tau}x \), \( T - t = Te^{-\tau} \).

Direct calculation leads to the following Cauchy problem for \( v \):

\[
\begin{aligned}
v_t &= \nabla(\sigma \nabla v) - m \nabla \cdot \xi - \frac{v}{\beta-1} + v^\beta \quad \text{in} \quad \mathbb{R}^N \times (0, \infty), \\
v(\xi, 0) &= T^{\frac{1}{\beta-1}} u_0(\xi T^m) \quad \text{in} \quad \mathbb{R}^N.
\end{aligned}
\]

Notice that if \( supp u_0 \subset B(0, R_0) \), then \( supp v(\cdot, 0) \subset B(0, R_0 T^{-m}) \), and vice versa. As usual \( B(0, R) \) means the ball in \( \mathbb{R}^N \) centered at the origin with radius \( R \).
If \( \nu \) is \( \tau \) independent, i.e., the stationary solution to (2.2), then \( u \) is called a self-similar solution. Let \( u(x, t) = (T - t)^{-\frac{\nu}{\beta - 1}} \phi(x) \), where \( \phi = \frac{x}{(T-t)^m} \); then \( \theta \) satisfies
\[
(2.3) \quad \nabla (\theta^\beta \nabla \theta) - \frac{\theta}{\beta - 1} - m \nabla \theta \cdot \xi + \theta^\beta = 0.
\]

Note that asymptotic blow-up properties of the solutions are usually governed by the nontrivial self-similar solutions, and self-similar solutions with the same blow-up times act as “attractors” for the blow-up solutions in some sense; see Chapter IV in [16] and an extended list of references therein.

Next we just collect some facts without proofs about the one dimensional self-similar solutions and their properties. For details please see [16]. Notice that we will use notations different from [16].

**Proposition 2.1 ([16], p. 195).** For \( \beta > \sigma + 1, N = 1 \), equation (2.3) has a positive even solution \( \theta_s = \theta_s(\xi_1), \xi_1 \in \mathbb{R}^1 \), which is strictly decreasing and satisfies
\[
(2.4) \quad \begin{cases}
(\theta_s^\beta \theta_s')' - m \theta_s' \xi_1 - \frac{\theta_s}{\beta - 1} + \theta_s^\beta = 0, \\
\theta_s(0) = \theta_0 > \theta_H \equiv (\frac{1}{\beta - 1}) \frac{1}{\nu + 1}, \\
\theta_s'(0) = 0, \theta_s \rightarrow 0 \text{ as } \xi_1 \rightarrow \infty.
\end{cases}
\]

Here \( \theta_H \) is the spatially homogeneous solution of equation (2.3). The fact \( \theta_0 > \theta_H \) will play some role in later proofs. The proof of this proposition is based on a shooting type argument. If we define \( u_s(x_1, t) \equiv (T - t)^{-\frac{\beta}{\beta - 1}} \theta_s(\xi_1) \), it solves
\[
(2.5) \quad \begin{cases}
(u_s)_t = (u_s u_s')' + u_s^\beta, \\
u_s(0, t) = (T - t)^{-\frac{\beta}{\beta - 1}} \theta_0,
\end{cases}
\]
where \( \xi_1 = \frac{x_1}{(T - t)^m}, m = \frac{\beta - (\sigma + 1)}{2(\beta - 1)} \).

In addition \( \theta_s \) has the following asymptotics ([16], p. 190):
\[
\theta_s(\xi_1) = C_s \xi_1^{-\frac{\beta - 2}{\beta - 1}} (1 + \nu(\xi_1)), \nu(\xi_1) \rightarrow 0 \text{ as } \xi_1 \rightarrow +\infty,
\]
where \( C_s = C_s(\sigma, \beta) > 0 \) is a constant. As \( x_1 \rightarrow \infty \), we have \( \frac{x_1}{(T - t)^m} = \xi_1 \rightarrow \infty \) uniformly for \( t \in (0, T) \). So one may expect
\[
u_s(x_1, t) \rightarrow C_s (T - t)^{-\frac{\beta}{\beta - 1}} \frac{x_1}{(T - t)^m} - \frac{\beta - 2}{\beta - 1} = C_s |x_1|^{-\frac{\beta - 2}{\beta - 1}}
\]
uniformly for \( t \in (0, T) \) as \( x_1 \rightarrow \infty \). Then one may conclude that \( u_s \) uniformly (in \( t \)) decays to zero as \( x_1 \) goes to infinity. This argument can indeed be made rigorous due to a surprising monotonicity property of self-similar solutions, namely \( \frac{\partial u_s}{\partial t} > 0 \) for all \( t \in (0, T) \). Therefore,
\[
u_s(x_1, t) < u_s(x_1, T^-) \equiv C_s |x_1|^{-\frac{\beta - 2}{\beta - 1}}, x_1 \in \mathbb{R}^1, x_1 \neq 0,
\]
which implies
\[
\sup_{0 < t < T} u_s(x_1, t) \rightarrow 0, \text{ as } |x_1| \rightarrow \infty.
\]

In the literature this property is called “criticality”; one may find a proof for it in [16], pp. 197–198.

This fact will help us get the desired uniform decay for our solution later.
Proposition 2.2 ([15], p. 180). Let
\[ \vartheta(x_1) = \begin{cases} 
\left( \frac{2(\sigma+1)}{\sigma(\sigma+2)} \cos^2 \frac{\pi x_1}{L_x} \right)^{\frac{1}{\sigma}} & \text{if } |x_1| < \frac{L_x}{2}, \\
0 & \text{if } |x_1| \geq \frac{L_x}{2},
\end{cases} \]
where \( L_x = \frac{2\sigma}{\sigma} (\sigma + 1)^{\frac{1}{\sigma}}. \) Then \( \vartheta \) satisfies the following ODE:
\[ (\vartheta')' - \frac{1}{\sigma} \vartheta + \vartheta^{\sigma+1} = 0. \]
Furthermore, the function
\[ u_1(x_1, t) = (T - t)^{-\frac{1}{\sigma}} \vartheta(x_1) \]
satisfies
\[ (u_1)_t = ((u_1)'(u_1)' + (u_1)^{\sigma+1}) \text{ in } \mathbb{R}^1 \times (0,T). \]
The important thing here is that \( u_1 \) has compact support; this will help us establish the desired localization property.

Proposition 2.3 ([16], p. 219). For \( \beta > \sigma + 3 \), there exist some small positive numbers \( A, a \) such that the globally defined (in time) function
\[ u_2(x_1, t) = (1+t)^{-\frac{1}{\beta-1}} \psi(\xi_1) \]
satisfies
\[ (u_2)_t = (u_2)^{\beta}(u_2)' + u_2^{\beta}, \quad t > 0, \]
where \( \xi_1 = \frac{x_1}{(1+t)^{m}}, \quad m = \frac{\beta - (\sigma + 1)}{2(\beta - 1)}, \quad \psi(\xi_1) = A(1 - \frac{\xi_1^2}{a})^{\frac{1}{\beta}}. \)

As mentioned before, the global \( N \)-dimensional solutions exist only if \( \beta > \sigma + 1 + \frac{2}{N} \), so \( \sigma + 3 \) is the optimal lower bound for \( \beta \) to guarantee the existence of a global supersolution when \( N = 1 \).

Similar to \( u_1 \), the support of \( u_2 \) is compact, but unlike \( u_1 \), its support may be time dependent and supp \( u_2(t, t) \in B(0, a(T + 1)^m) \) for all \( t \in (0,T) \).

We will use this supersolution to establish a better estimate on the size of the support, when \( \beta > \sigma + 3 \).

Among the above three functions \( u_0, u_1, u_2 \), either has the same blow-up time \( T \) as \( u \) does, or it is globally defined in time. So we can compare our solutions with these functions. In the following, without loss of generality we may assume that \( u \) is a classical solution. In the case of degeneracy one may approximate the weak solution \( u(x, t) \) by a sequence of classical positive solutions \( \{u_n(x, t)\} \) satisfying uniformly parabolic problems, then pass to the limit.

3. Proof of Theorem 1.1

In this section we always assume that \( u_0 \) is compactly supported, supp \( u_0 \subset B(0, R_0), m = \frac{\beta - (\sigma + 1)}{2(\beta - 1)} > 0. \)

Several lemmas are in order. The first is essentially contained in [1]. The proof is based on Alexandrov’s reflection principle and comparison; we omit its elegant but elementary proof.

Lemma 3.1. Assume that supp \( u_0 \subset B(0, R_0) \). Then for all \( R > 0 \), one has
\[ \sup_{x \in \partial B(0, R + 2R_0)} u(x, t) \leq \inf_{x \in B(0, R)} u(x, t) \text{ for all } t \in (0, T), \]
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i.e.,

\[ \sup_{\xi \in \partial B(0, (R+2R_0)^{-m}e^{-\tau})} v(\xi, \tau) \leq \inf_{\xi \in B(0, R^{-m}e^{-\tau})} v(\xi, \tau), \text{ for all } \tau > 0. \]

In particular, since \( m > 0 \),

\[ \sup_{\xi \in \partial B(0, (R+2R_0)^{-m}e^{-\tau})} v(\xi, \tau) \leq \inf_{\xi \in B(0, R^{-m})} v(\xi, \tau), \text{ for all } \tau > 0. \]  

(3.1)

The next lemma tells us that, roughly speaking, uniform boundedness yields uniform decay.

**Lemma 3.2.** Assume that there exists \( R_1 > 0 \) such that \( v(\xi, 0) = 0 \) for \( |\xi T^m| \geq R_1 \), and \( v(\xi, \tau) < \theta_0 \) whenever \( |\xi T^m e^{-\tau m}| \geq R_1 \) for all \( \tau > 0 \). Then

\[ \sup_{0 < t < T} u(x, t) \to 0, \text{ as } |x| \to \infty. \]

**Proof.** By the definition of \( v \), we know that the fact

\[ v(\xi, 0) = 0 \text{ for } |\xi T^m| \geq R_1 \]

is equivalent to

\[ u_0(x) = 0 \text{ for } |x| \geq R_1, \]

and the inequality

\[ v(\xi, \tau) < \theta_0 \text{ for } |\xi T^m e^{-\tau m}| \geq R_1, \tau > 0 \]

is equivalent to

\[ u(x, t) < \theta_0 (T - t)^{-\frac{1}{m+\sigma}} \text{ for } |x| \geq R_1, t > 0. \]

Set \( w(x, t) \equiv u_s(x_1 - R_1, t) \), where \( x = (x_1, x') \in \mathbb{R}^N, x_1 \in \mathbb{R}^1 \) (\( u_s \) is defined in section 2 under Proposition 2.1).

So by the assumption we obtain

\[
\begin{cases}
    w_t = \nabla (w^\sigma \nabla w) + w^\beta & \text{in } \{ x \in \mathbb{R}^N | x_1 \geq R_1 \} \times [0, T), \\
    w(x, 0) \geq u(x, 0) & \text{if } x_1 \geq R_1, \\
    w(x, t) = \theta_0 (T - t)^{-\frac{1}{m+\sigma}} & \text{on } \{ x_1 = R_1 \} \times [0, T).
\end{cases}
\]

By comparison, it follows that

\[ u(x, t) \leq w(x, t) = u_s(x_1 - R_1, t) \]

for all \( x_1 \geq R_1, 0 < t < T \).

According to (2.5),

\[ u(x, t) \leq C_s |x_1 - R_1|^{-\frac{2}{\beta+1}} \]

as long as \( x_1 > R_1, t \in [0, T) \).

Hence

\[ \sup_{0 < t < T} u(x, t) \to 0 \text{ as } x_1 \to +\infty. \]

Since this argument can be repeated in every direction, the lemma is proved. \( \square \)

**Lemma 3.3.** Suppose \( \beta > \sigma + 1, \sup_{0 \in \mathbb{R}^N} u_0 \subset B(0, R_0) \), and \( \sup_{0 < t < T} u(x, t) \to 0 \text{ as } |x| \to \infty. \) Then there exists a \( K > 0 \) such that

\[ \sup_{t \in [0, T]} u(\cdot, t) \subset B(0, K) \]

for all \( t \in [0, T) \).
Proof. Recall from Proposition 2.2 that
\[ u_1(x_1, t) = (T - t)^{-\frac{1}{2}} \vartheta(x_1) \]
satisfies
\[ (u_1)_t = ((u_1)^\sigma(u_1)' + (u_1)^{\sigma+1}) \text{ in } \mathbb{R}^1 \times (0, T) \]
and
\[ \text{ supp } u_1(\cdot, t) \subset \{ x_1 \in \mathbb{R}^1 | |x_1| \leq \frac{L_0}{2} \}. \]

By assumption, there exists \( R_2 \geq R_0 \) such that
\[ u(x, t) < \min \{ T^{-\frac{1}{2}} \vartheta(0), 1 \} \text{ for all } |x| \geq R_2, t \in [0, T). \]

Consider
\[ w_1(x, t) = u_1(x_1 - R_2, t), \quad x \in \mathbb{R}^N. \]

Then we have
\[ (w_1)_t = \nabla ((w_1)^\sigma \nabla w_1) + (w_1)^{\sigma+1} \text{ in } \{ x \in \mathbb{R}^N | x_1 \geq R_2 \} \times (0, T) \]
while
\[ u_t = \nabla (u^\sigma \nabla u) + u^\beta \leq \nabla (u^\sigma \nabla u) + u^{\sigma+1} \]
in \( \{ x | x_1 \geq R_2 \} \times [0, T) \). On the parabolic boundary, one has
\[ w_1(x, 0) = u(x, 0) \equiv 0 \text{ in } \{ x | x_1 > R_2 \}, \]
and
\[ w_1(x, t) = (T - t)^{-\frac{1}{2}} \vartheta(0) \geq T^{-\frac{1}{2}} \vartheta(0) > u(x, t) \text{ in } \{ x | x_1 = R_2 \} \times [0, T). \]

By comparison, \( w_1(x, t) \geq u(x, t) \) in \( \{ x | x_1 \geq R_2 \} \times [0, T) \).

Hence
\[ \text{ supp } u(\cdot, t) \subset \{ x | x_1 \leq R_2 + \frac{L_0}{2} \}. \]

Repeating this argument in every direction, we know that \( \text{ supp } u(\cdot, t) \subset B(0, K) \), where \( K = R_2 + \frac{L_0}{2} \). \( \square \)

Hence if we can prove that the hypothesis of Lemma 3.2 is satisfied, Theorem 1.1 will be a simple consequence of the above two lemmas.

Before going through the whole proof of the theorem, we would like to estimate the support size, i.e., the value of \( K \) in Lemma 3.3.

Let us accept the hypothesis in Lemma 3.2 for a moment (we will see later that the proof of this fact does not depend on Lemma 3.2 and Lemma 3.3). From the proof of Lemma 3.2 one knows
\[ u(x, t) \leq C x_i^{-\frac{2}{\beta(\sigma+1)}} \]
for \( x_i > R, i = 1, \ldots, N \), where \( R > R_1, C > 0 \) are constants, and \( C \) is independent of \( T \). For example, one can choose \( R = kR_1, C = 2C \) for some \( k = k(\sigma, \beta) > 0 \).

In Lemma 3.3 \( R_2 \) is chosen to satisfy
\[ u(x, t) < CT^{-\frac{1}{2}} \text{ when } |x| > R_2. \]

Notice that here and in what follows, \( C \) represents a generic constant that depends on \( \sigma, \beta, N \) only. It may change from line to line.

Hence we can choose \( R_2 > R \) so that
\[ R_2^{-\frac{2}{\beta(\sigma+1)}} \leq CT^{-\frac{1}{2}}. \]
Later on, we will see that $R_1$ could be chosen as $R_1 = 2R_0 + CT^m$, where $C$ is independent of $R_0, T$, thus $R_2$ is the form
\[ R_2 = C_0 + C_1T^m + C_2T^{\beta-(\sigma+1)} , \]
where $C_i$ is independent of $T, i = 0, 1, 2$, and only $C_0$ depends on $R_0$.

Now we are going to prove the theorem. In addition to the differential inequalities and the comparison principle, we will use the monotonicity of the solution to an auxiliary equation.

Proof of Theorem 1.1. Lemmas 3.2 and 3.3 reduce the proof to finding a number $R_1 \geq R_0$ such that $v(\xi, \tau) < \theta_0$ whenever $|\xi|^m e^{-\tau m} \geq R_1$ for all $\tau > 0$.

To this end we consider, for fixed numbers $R > 0, Q > 0, t_0 \geq 0$, the initial-boundary value problem
\[
\begin{cases}
p_t = \nabla(p^s \nabla p) - m\nabla \cdot \xi - \frac{\rho^s}{\rho^{s-1}} + p^\beta \text{ in } B(0, R) \times (t_0, \infty), \\
p(x, t) = 0 \text{ on } \partial B(0, R) \times [t_0, +\infty), \\
p(x, t_0) = Q \text{ on } B(0, R).
\end{cases}
\tag{3.2}
\]

Let $\lambda_R$ denote the first eigenvalue of the Laplacian under Dirichlet condition on $B(0, R)$. Then $\lambda_R = \frac{1}{\sigma \pi^2}$. We make the following claim.

Claim. If $R^2 > \lambda_1$ and
\[
Q > Q^*(R) \equiv \left[ \frac{\sigma + 1}{\sigma + 1 - \lambda_R} \left( \frac{\lambda_R}{\sigma + 1} + \frac{1}{\beta - 1} \right) \right]^{1/\beta - 1},
\]
then the solution of problem (3.2) blows up in finite time.

Let us accept for the moment the validity of this claim and conclude the proof of the theorem. Set $R_1 = 2R_0 + RT^m$ where $R$ is to be chosen later. We claim that
\[
(3.3) \quad \sup_{\xi \in \partial B(0, R_1^+T^{-m}e^{-\tau m})} v(\xi, \tau) \leq Q^*(R)
\]
for all $\tau > 0$.

Otherwise, by (3.1) in Lemma 3.1 there exists $t_0 > 0$ such that $\inf_{\xi \in B(0, R_0)} v(\xi, t_0) > Q^*(R)$.

Then $v$ is a supersolution of (3.2) for this $t_0$ and some $Q > Q^*(R)$. Since the solution to (3.2) blows up in finite time by the claim, so does $v$. This is a contradiction which proves (3.3).

By Proposition 2.1 we have $Q^*(R) \to \theta_H \equiv (\frac{1}{\beta - 1})^{1/(\beta - 1)} < \theta_0$. Then it is easy to find an $R = R(\sigma, \beta, N) > 0$ so large that for all $R > R(\sigma, \beta, N)$ we have $\theta_0 > Q^*(R)$. Therefore the theorem is implied by (3.3), Lemmas 3.2 and 3.3.

It remains to prove the claim. The key ingredients are the symmetry of $p$ and its monotonicity.

Observe that for all $A \in O(N)$, the orthonormal group in $R^N$, $p(A \cdot x, t)$ is also a solution to (3.2). By uniqueness, $p(A \cdot x, t) \equiv p(x, t)$, for all $t > t_0$. Hence $p(x, t) = p(r, t)$, where $r = |x|$. So $p_r(0, t) = 0$ for all $t$.

Now the problem is reduced to the one space-variable case, for which we can use a trick in [4].

Set $z(r, t) = r^{N-1}p_r(r, t), (r, t) \in [0, R) \times [t_0, \infty)$.

One has
\[
z(r, t_0) = 0, \text{ for } r \in (0, R)
\]

and
\[ z(0,t) = 0 \quad \text{for all } t \in [t_0, +\infty). \]

Since \( p > 0 \) in \( B(0,R) \times [t_0, +\infty), p = 0 \) on \( \partial B(0,R) \times [t_0, +\infty) \), the strong maximum principle yields that \( z < 0 \) for all \( t > t_0 \) when \( r = R \).

In addition \( z \) satisfies the following linear PDE:

\begin{equation}
(3.4)
\begin{aligned}
  z_t &= (p^\sigma z)_{rr} - \frac{N-1}{r}(p^\sigma z)_r + (\beta p^{\beta-1} + m(N-2) - \frac{1}{\beta - 1})z - m rz_r,
\end{aligned}
\end{equation}

in \( (0,R) \times (t_0, \infty) \).

Notice that in the PDE above, the coefficient of \( z \) is bounded on \( (0,R) \times [t_0, t_1) \), as long as \( t_1 \) is smaller than the existing time of \( p \). So we can apply the maximum principle for (3.4) to conclude \( z \leq 0 \). Hence \( p_r(r,t) \leq 0 \) for all \( r < R, t > t_0 \) as long as \( p \) does not blow up.

Now set
\[ S(t) = \int_{B(0,R)} p(x,t)\phi(x)dx, \]
where \( R^2 > \lambda_1, \phi \) is the first Dirichlet eigenfunction of the Laplacian, normalized so that \( \int_{B(0,R)} \phi = 1 \). In fact, \( \phi = \phi(r) \).

For notational convenience, in the following we denote \( B(0,R) \) by \( B \). Using equation (3.2) we have

\begin{equation}
(3.5)
S'(t) \geq \int_B \nabla p \cdot x \phi dx = \int_{S^{N-1}} d\sigma \int_0^R p_r(r,t)\phi(r)r^N dr \leq 0
\end{equation}

and

\[ \int_B p^{\sigma+1} \phi = \int_{\{p \geq 1\} \cap B} p^{\sigma+1} \phi + \int_{\{p < 1\} \cap B} p^{\sigma+1} \phi \leq \int_B p^\beta \phi + \int_B p \phi. \]

Hence

\begin{equation}
(3.5)
S'(t) \geq (1 - \frac{\lambda_R}{\sigma + 1}) \int_B p^\beta \phi - (\frac{\lambda_R}{\sigma + 1} + \frac{1}{\beta - 1}) \int_B p \phi \geq (1 - \frac{\lambda_R}{\sigma + 1}) S^\beta(t) - (\frac{\lambda_R}{\sigma + 1} + \frac{1}{\beta - 1}) S(t)
\end{equation}

by Jensen’s inequality.
On the other hand,
\[(1 - \frac{\lambda R}{\sigma + 1})S^3(t_0) - (\frac{\lambda R}{\sigma + 1} + \frac{1}{\beta - 1})S(t_0)\]
\[= (1 - \frac{\lambda R}{\sigma + 1})Q^3 - (\frac{\lambda R}{\sigma + 1} + \frac{1}{\beta - 1})Q > 0,\]
by the condition in the claim. Integrating (3.5) we obtain that \(S(t)\) blows up in finite time. Therefore \(p(x, t)\) blows up in finite time and the proof is thus completed. \(\square\)

It will be instructive to compare our result with the analysis for \(N = 1\). As mentioned in the introduction, in that case the method of intersection comparison is applied on exact self-similar solutions with the same blow-up time. So the spatial structure of an unbounded solution close to the final blow-up time could be analyzed quite precisely. Hence there hold some important estimates on the size of the support of unbounded solutions. For example, one has the following estimate:

\[\text{meas } u(T^-) \leq \text{meas } u_0 + CT^m,\]

where \(C > 0\) is a constant which depends only on \(\sigma, \beta\).

It seems hard to get such a precise estimate in high dimensions, for one does not have Sturmian type comparison. But as we will see below, if \(\beta > \sigma + 3\), one can get a similar estimate. It is quite reasonable to believe that it should be true for all \(\beta > \sigma + 1\). Unfortunately we have not found a proof yet, since the argument strongly relies on Proposition 2.3.

**Proposition 3.4.** If \(\beta > \sigma + 3\), then

\[\text{supp } u(\cdot, T^-) \subset B(0, K'),\]

where \(K' = C_0 R_0 + C_1 T^m, C_i, i = 0, 1, \) are positive constants independent of \(R_0, T\).

**Proof.** Recall from Proposition 2.3 that

\[u_2(x_1, t) = (1 + t)^{-\frac{1}{\beta - 1}} \psi(\xi_1), \quad \xi_1 = \frac{x_1}{(1 + t)^m},\]

satisfies

\[(u_2)_t \geq ((u_2)^\sigma (u_2))' + (u_2)^{\beta + 1},\]

where \(\psi(\xi_1) = A(1 - \frac{\xi_1^2}{\sigma})^{\frac{1}{\sigma}}\).

Since the hypothesis of Lemma 3.3 holds, we can choose \(R_3 > R_0\) so that \(u(x, t) \leq (T + 1)^{-\frac{\beta}{\beta - 1}} A\) for all \(|x| \geq R_3, t > 0\).

Set \(w_2(x, t) \equiv u_2(x_1 - R_3, t)\).

Notice that \(w_2(x, t) = (t + 1)^{-\frac{\beta}{\beta - 1}} A > (T + 1)^{-\frac{\beta}{\beta - 1}} A \geq u(x, t)\) on \(\{x|x_1 = R_3\} \times [0, T)\), \(w_2(x, 0) \geq u(x, 0)\) if \(x_1 \geq R_3\). Since

\[(w_2)_t \geq \nabla(w_2^\sigma \nabla w_2) + w_2^{\beta + 1},\]

by comparison again, it leads to \(w_2(x, t) \geq u(x, t)\) on \(\{x|x_1 \geq R_3\} \times [0, T)\). So

\[\text{supp } u(\cdot, T^-) \subset \{x|x_1 \leq R_3 + a(T + 1)^m\}.\]

As before, one concludes

\[\text{supp } u(\cdot, T^-) \subset B(0, R_3 + a(T + 1)^m).\]
We note that as in the proof of Lemma 3.3, the number $R_3 > R_1$ only needs to satisfy
\[ R_3 - \frac{2}{\beta + 1} \leq C(T + 1)^{-\frac{1}{\beta + 1}} A, \]
while $R_1$ has the form $R_1 = 2R_0 + RT^m$ for some large $R$ independent of $R_0$ and $T$, as in (3.3). So we can choose $R_3 = CR_0 + CT^m$. Hence the proposition is proved.

Note that for fixed $R_0$, if $T > 1$, the estimate above is better than what we obtained in the proof of Lemma 3.3. The proposition above also provides another proof for Theorem 1.1 in the case $\beta > \sigma + 3$.

4. Effective localization in a special case

The proof is pretty much the same as for Theorem 1.1. Hence in the following we just give a sketch.

**Sketch of the proof.** Since $u_0$ is not necessarily compactly supported, the Alexandrov’s reflection principle (Lemma 3.1) does not hold automatically. But the extra symmetry assumption recovers the lemma.

Observe that by uniqueness, $u(x, t)$ has the same symmetry as $u_0$. Take the derivative of equation (1.1) with respect to $r$, and then notice that $r^{N-1}u_r$ satisfies a good linear PDE. Using the comparison principle on the half-line we have $u_r \leq 0$ for $r \geq 0, t > 0$. But that means the solution is radial nonincreasing. By replacing $2R_0$ with any positive number, the conclusion of Lemma 3.1 is trivially true.

Hence one can find an $R$ such that
\[ u(x, t) < \theta_0(T - t)^{-\frac{1}{\beta + 1}}, \text{ for } |x| > R, t > 0. \]

Notice that as in Theorem 1.1, the proof for this fact only depends on the validity of the conclusion of Lemma 3.1.

Following the argument in Lemma 3.2, by asymptotic behavior of $u_0$, there exists $R_1 > 0$ such that $u(x, 0) \leq w(x, 0)$ if $x_1 \geq R_1$, where $w(x, t) = u_s(x_1 - R_1, t), u_s$ is defined in section 2.

So the same comparison arguments imply immediately that
\[ \sup_{0 < t < T} u(x, t) \to 0, \text{ as } |x| \to +\infty. \]

In particular, it implies that the blow-up set is compact. \( \square \)

**Remark 1.** We would like to compare Theorem 1.2 with the following result, which is essentially contained in [19] (see also [13] and [8]).

**Proposition 4.1.** If $N > 2, 0 \leq u_0 \leq L|x|^{-\frac{2}{\beta + 1}}$ in $R^N$, and $\frac{N - 2}{N - 2} < \frac{\beta}{\sigma + 1} < p_c$,
then $u$ exists globally in time (hence the blow-up set is empty).

The function $L|x|^{-\frac{2}{\beta + 1}}$ is a singular solution, which satisfies the equation pointwise except at the origin, where $L, p_c$ are constants depending on $N, \sigma, \beta$ only. Notice that in this case $\beta > \sigma + 1 + \frac{2}{N}$ holds automatically.

Note that equation (1.1) and its semilinear counterpart (i.e, $\sigma = 0$) have similar stationary solutions up to a suitable change of variables. So the argument in [19] (see also [12] for further studies) can be modified to prove Proposition 4.1.
Theorem 1.2 can be viewed, in some sense, as an extension of the above result under extra symmetry assumptions. However, it seems hard to obtain these properties in the quasilinear situation by the methods in [19] and [12].

Remark 2. In the proof above the symmetry condition is only required to ensure the Alexandroff’s reflection principle. It will be interesting to find more general initial data to make some kind of comparison preserved for all \( t > 0 \). If so, with the same asymptotic assumption, we can conclude the effective localization. It is conjectured in [16] that the effective localization should be true if we only assume that \( u_0 \) decays to zero at infinity, which is still open. Related results for radial cases can be found in [8], where the Friedman-McLeod method was applied to general quasilinear parabolic equations under more restrictive conditions. The similar method is also used to show that single point blow-up could occur for Cauchy problem with compactly supported initial data in [2]. On the other hand, intersection comparison technique was used in [6] to deal with initial data with special decay at infinity. Our radial symmetry case could probably be studied by the intersection comparison technique or the Friedman-McLeod method. We note that the method used here would be simpler.
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