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ABSTRACT. We study a generalization of the Airy function, and use its properties to investigate the dynamics and spectral properties of the unitary operators on \( L^2(\mathbb{R}) \) of the form \( U_c := F e^{i(q(x)) + cx} \), where \( q \) is a real polynomial of odd degree, \( c \) is a real number, and \( F \) is the Fourier transform. We show that \( U_c \) is a quantization of the classical Henon map

\[
\begin{align*}
  f_\lambda : \mathbb{R}^2 & \to \mathbb{R}^2, \\
  (x, y) & \mapsto (y + q'(x) + c, -x),
\end{align*}
\]

and show that for \( c > 0 \) sufficiently large, \( U_c \) has purely continuous spectrum. This fact has implications for the dynamics of \( U_c \), which are shown to correspond when the condition is satisfied to the dynamics of its classical counterpart on \( \mathbb{R}^2 \).

0. Introduction

In studying complex dynamics on infinite-dimensional spaces, it is natural, in order to reduce the complexity of the problem, to place some restrictions on the map being iterated. We might begin by requiring that the map be a linear self-map of, say, a Banach space or a separable Hilbert space. However, this restriction does not suffice to produce an interesting theory. If we let \( M \) be a compact metric space, \( f : M \to M \) a continuous self-map, and \( B \) the backward shift on the Banach space \( l^\infty(M) \), for instance, it is well known that the usual symbolic dynamics trick of identifying a point with its orbit shows that \( f \) is topologically conjugate to a restriction of \( B \). Thus \( B \) exhibits all the known behavior of finite-dimensional dynamical systems on compact spaces. Since any compact metric space embeds in separable Hilbert space \( \mathcal{H} \), one may consider \( B \) as acting on \( l^\infty(\mathcal{H}) \) to obtain a universal example.

A further restriction is thus called for, and so we confine ourselves to unitary maps on separable Hilbert space \( \mathcal{H} \). The fact that this class of maps contains the quantizations of finite-dimensional Hamiltonian systems (such as the real Henon map), combined with the interplay between the spectral properties and dynamics of its members, makes it a natural object of study. Let us focus on the quantizations of Hamiltonian systems on \( M' = M \times \mathbb{R} \supset (x, y) \), where \( M \) is either \( T \) or \( \mathbb{R} \). Thus we have a differentiable function \( H : M' \to \mathbb{R} \) (in general, \( H = H_t \) is time-dependent), a Hamiltonian vector field \( X = X_H := (H_y, -H_x) \), and a flow \( \phi_t : M' \to M' \).
We then quantize this system by replacing $H$ with a self-adjoint operator on $L^2(M)$, which we also denote by $H$, and defining $U_t$ as the unitary solution operator to the Schrödinger equation
\[ i \frac{\partial}{\partial t} U_t = H, \]
\[ U_0 = \text{Id}. \]

One might ask if the broad features of the long-term dynamics of $\phi_t$ have analogues in the dynamics of $U_t$. If $\phi_t$ has an open, bounded, invariant subset, for instance, does $U_t$ also exhibit recurrent behavior? Insofar as the recurrence properties of $U_t$ are connected to properties of its spectrum (see [AS]), we would be looking for instance for an eigenvector of $U_t$. One may also fix an operator $U := U_{t_0}$ and consider the corresponding discrete dynamics.

If $H$ is time-independent, we have the representation $U_t := e^{-itH}$, where the meaning of the exponential is given by the spectral theorem’s functional calculus. If $H$ is time-dependent, but the family $U_t$ is strongly continuous, then Stone’s Theorem provides a self-adjoint operator $A$ such that, again, $U_t$ has the representation $U_t = e^{itA}$. See for instance [RS]. Given a fixed unitary operator $U$, if $U = V^{-1} e^{i\lambda} V$ is its spectral representation, then trivially $U = e^{i\lambda}$, where $A = V^{-1} \lambda V$. However, we will seldom have available a representation of this form, since typically the unitary operator $V$ is not known. This might be a good point at which to make the following fundamental observation about unitary dynamics on infinite-dimensional Hilbert space: the mere knowledge that a unitary operator is conjugate to a multiplication operator on some space conveys little information about its dynamics. What is required is spectral information about the operator. This fact distinguishes the infinite-dimensional problem from the trivial finite-dimensional problem.

Returning to the problem of quantization, there is in general no canonical way to perform the above-mentioned replacement of $H$ by a (possibly time-dependent) element of $\mathcal{A}(L^2(M))$, and there is vast literature on the subject (see [KS]). The problem is essentially to construct a nondegenerate Lie algebra homomorphism from a reasonable algebra (under the Poisson bracket) of real-valued functions on $M$ to $\mathcal{A}(L^2(M))$ (considered as a Lie algebra under the usual Lie bracket of operators). It is a classical result that the nondegeneracy requirement allows us to assume, without loss of generality, that our desired homomorphism would satisfy
\[ x \mapsto M_x = x \in \mathcal{A}(L^2(M)), \]
\[ y \mapsto -id/dx = y \in \mathcal{A}(L^2(M)). \]

Here $M_x$ denotes multiplication by $x$. This uniquely determines the map, called the Dirac quantization. However, it is quite easy to show the impossibility of constructing such a homomorphism on any reasonably-sized algebra of functions—that is, the Dirac quantization does not exist. Therefore one weakens the desirata, and seeks instead to construct a map that preserves the algebra structure only asymptotically in some real parameter, usually denoted by $\hbar$. This may easily be done—the Weyl quantization accomplishes it, for instance—but not in a canonical
way. We refer the reader to the literature for a full discussion of the subtleties involved here. In our cases, however, we will be treating Hamiltonian functions that are simple enough that there is no ambiguity about what their quantizations should be, as they lie in function algebras small enough that the Dirac quantization may be defined, and where the other, weaker notions of quantization coincide. We will also assume in what follows that $\hbar = 1$.

A simple way to produce a unitary operator on $L^2(M)$ with nontrivial dynamics is to compose two noncommuting operators with known spectral properties. Any operator of the form

$$e^{ig(x)}e^{if(y)}$$

is an example. Operators of the form

$$e^{-ig(x)}e^{-iy^2/2}$$

are of particular interest to us, because they describe free motion with "kicks" to the momentum. Let

$$H = H_t = \begin{cases} y^2/2 & 0 \leq t < 1, \\ g(x) & 1 \leq t < 2, \end{cases}$$

extended by periodicity. This notation describes both a time-dependent Hamiltonian function on $M'$ and the element of $\mathcal{A}(L^2(M))$ that quantizes it. Solving the Schrodinger equation with this operator $H$ gives a unitary solution $U_t$ such that

$$U := U_2 = e^{-ig(x)}e^{-iy^2/2}.$$ 

Alternatively, let

$$H = H_t := y^2/2 + g(x) \sum_{n=1}^{\infty} \delta(t - n).$$

Solving the Schrodinger equation with this Hamiltonian again produces a family $U_t$ such that $U_1 = U$. This latter Hamiltonian has the form of a traditional Schrodinger Hamiltonian,

$$H = y^2/2 + V_t(x),$$

which describes the motion of a particle in the potential $V_t$. In our case, we interpret the Hamiltonian as describing free motion ($V = 0$), interrupted periodically by "kicks", or instantaneous changes in the momentum. A great deal of attention has been paid to operators of this form. The so-called quantized kicked rotor, for instance, is a much-studied element of $\mathcal{U}(L^2(T))$ whose dynamics and spectral properties are still largely unknown. It is defined by

$$U_\alpha := e^{-\pi i \alpha y^2} e^{-ic \cos x},$$

where $\alpha \in \mathbb{R} \setminus \mathbb{Q}$. See [Be] for a discussion of this operator. Fornaess [Fo] has studied the operator

$$U_\alpha := e^{-2\pi i \alpha y} e^{-iv(x)} \in \mathcal{U}(L^2(T))$$

in the case where $\alpha$ is the golden mean $(\sqrt{5} + 1)/2$, where $v(x)$ is a tent map on the circle, and the present author [W1] has studied the same operator for general $\alpha \in \mathbb{R}$. This work is characterized by small denominator problems related to the Diophantine properties of $\alpha$, recalling the similar problems encountered in the study of local holomorphic germs of self-maps of $\mathbb{C}$ near fixed points; see [CG].
Finally, Fornaess and the author [FW] have studied
\[ U_c := e^{iy^2/2} e^{-i(x^3/3 - x^2 + cx)} \in \mathcal{U}(L^2(\mathbb{R})) \]
for \( c > 0 \). It quantizes the classical Henon map on \( \mathbb{R}^2 \). Using the fact that, up to a multiplicative constant of absolute value one, the Fourier transform may be written as
\[ F = e^{-ix^2/2} e^{-iy^2/2} e^{-ix^2/2}, \]
and replacing \( U_c \) by unitary conjugates and inverses, we take instead
\[ V_c = F e^{i(x^3/3 + cx)}, \]
which, as described in [FW], quantizes the classical Henon map
\[ \phi_c : \mathbb{R}^2 \to \mathbb{R}^2, \]
\[ (x, y) \mapsto (y + x^2 + c, -x). \]

It is easy to show that for \( c \) sufficiently large and positive, the iterates of \( \phi_c \) map all points of \( \mathbb{R}^2 \) towards \((\infty, -\infty)\). It is natural to ask whether an analogue holds in the quantum system. Thus we have the following theorem [FW]:

**Theorem.** For \( V_c \in \mathcal{U}(L^2(\mathbb{R})) \) as above, if \( c > 0 \) is sufficiently large, then for all \( \psi \in L^2(\mathbb{R}) \), \( \epsilon > 0 \), and \( r \in \mathbb{R} \), there exists an \( N \) such that for all \( n \geq N \), we have
\[ \|V_c^n \psi\|_{(-\infty, r]} < \epsilon, \]
\[ \|FV_c^n \psi\|_{[-r, \infty)} < \epsilon. \]

In particular, \( V_c^n \to 0 \) as \( n \to \infty \) in the weak operator topology, which implies that \( V_c \) has a purely continuous spectrum.

The proof makes use of specific properties of the Airy function, defined by the integral formula
\[ Ai(x) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{i(t^3 - xt)} dt, \]
interpreted in the principal value sense. In this paper, we wish to generalize this theorem to the case
\[ V_c = F e^{i(q(x) + cx)}, \]
where \( q \) is a polynomial of odd degree at least three, with positive leading coefficient. If \( q \) is real, then, as we shall describe in the next section, \( V_c \) quantizes the Henon map
\[ \phi_c : \mathbb{R}^2 \to \mathbb{R}^2, \]
\[ (x, y) \mapsto (y + q'(x) + c, -x). \]

Once again, if the leading coefficient of \( q \) is positive, then for \( c \) sufficiently large it is easy to show that all points are mapped by the iterates of \( \phi_c \) towards \((\infty, -\infty)\). We wish to prove that the above theorem still holds in this more general case. To do this, we will first be required to prove analogues of the classical asymptotic estimates of the Airy function.
1. The quantized Hénon map and statement of results

Let \( q \) be a real polynomial in one variable, and consider a version of the classical Hénon map from \( \mathbb{R}^2 \) to \( \mathbb{R}^2 \):

\[
\phi : (x, y) \mapsto (y + q'(x), -x).
\]

Our point of view will be to choose some quantization of this map and to study its dynamics, with a view to deciding whether the main features of the classical dynamics have analogues in the quantum version. It is well known (see [BE]) that the Hénon map cannot be embedded in the flow of a time-independent Hamiltonian on \( \mathbb{R}^2 \). Let, however,

\[
H(x, y, t) = \begin{cases} 
-q(x) & 0 \leq t < 1, \\
\pi/4(x^2 + y^2) & 1 \leq t < 2,
\end{cases}
\]

extended to \( t \in \mathbb{R} \) by periodicity. Then it is easily shown that \( \phi \) is the time-2 map of the flow of \( H \). Furthermore, \( H \) has a natural quantization, which we also denote by \( H \in \mathcal{A}(L^2(\mathbb{R})) \), given by

\[
H_t = \begin{cases} 
-q(x) & 0 \leq t < 1, \\
\pi/4(x^2 - \frac{d^2}{dx^2}) & 1 \leq t < 2.
\end{cases}
\]

Solving the Schrödinger equation

\[
i\frac{\partial}{\partial t} V_t = H_t, \quad V_0 = \text{Id}
\]

results in a unitary operator \( V_t \) whose time-2 map is

\[
V = V_2 = e^{-i\pi/4(x^2 - \frac{d^2}{dx^2})} e^{iq(x)}.
\]

The first of these exponentials may be simplified by using the spectral form of the self-adjoint operator \( x^2 - \frac{d^2}{dx^2} \). This is the map

\[
\psi \mapsto \sum_{n=0}^{\infty} (2n + 1)(\psi, \phi_n),
\]

where the eigenfunctions \( \phi_n \) are the elements of the standard Hermite basis of \( L^2(\mathbb{R}) \):

\[
\phi_0(x) = e^{-x^2/2},
\phi_{n+1} = (x - iy)\phi_n,
\]

where we use \( y \) here, and in what follows, to denote the self-adjoint operator \(-id/dx = F^{-1}xF\). Thus the spectral form of the unitary operator \( e^{-i\pi/4(x^2 - \frac{d^2}{dx^2})} \) is

\[
\psi \mapsto \sum_{n=0}^{\infty} e^{-i\pi/4(2n+1)} (\psi, \phi_n) = e^{-i\pi/4} \sum_{n=0}^{\infty} (-i)^n(\psi, \phi_n),
\]
which is just the operator $e^{-i\pi/4} F$. Ignoring the multiplicative constant $e^{-i\pi/4}$, we take
\[ V = Fe^{i\eta(x)} \]
as our quantization of $\phi$.
A direct calculation shows that
\[ F = e^{i\pi/4} e^{-ix^2/2} e^{-iy^2/2} e^{-ix^2/2}. \]
Thus
\[ e^{ix^2/2} V e^{-ix^2/2} = e^{i\pi/4} e^{-iy^2/2} e^{i(q(x)-x^2)}. \]
In what follows, we will derive the spectral properties and dynamics of $V$ from those of
\[ U := e^{-iy^2/2} e^{i(q(x)-x^2)}, \]
which is its unitary conjugate up to the multiplicative constant.
Our aim is to prove the following theorems, which are proved in the remaining sections as Theorem 2.2 and Corollary 3.4, respectively:

**Theorem 1.1.** Let $q$ be a polynomial in one variable of odd degree at least three, with positive leading coefficient. Let $\mu : \mathbb{R} \to \mathbb{C}$ be defined by
\[ \mu(x) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{i(q(t)-xt)} dt, \]
interpreted in the principal value sense. Then $|\mu|$ is a continuous function that decays exponentially near $-\infty$ and rationally near $+\infty$.

**Theorem 1.2.** For $c > 0$, let
\[ V_c = Fe^{i(q(x)+cx)} \in \mathcal{U}(L^2(\mathbb{R})), \]
where $q$ is a real polynomial in one variable of odd degree at least three, and with positive leading coefficient. Then for $c$ sufficiently large, if $\psi \in L^2(\mathbb{R})$, $\epsilon > 0$, and $r \in \mathbb{R}$, there exists an $N$ such that for all $n \geq N$, we have
\[ \|V^n_c \psi\|_{(-\infty,-r]} < \epsilon, \]
\[ \|FV^n_c \psi\|_{[-r,\infty)} < \epsilon. \]
In particular, $V^n_c \to 0$ as $n \to \infty$ in the weak operator topology, which implies that $V_c$ has purely continuous spectrum.

Note that $Fe^{i(q(x)+cx)}$ quantizes the map $(x,y) \mapsto (y + q'(x) + c,-x)$. For $c$ sufficiently large, all points are attracted to $(\infty,-\infty)$ by this map. Theorem 1.2 may be interpreted as a quantum analogue of this fact.

2. **Generalization of the Airy function, proof of Theorem 1.1**

The Airy function may be defined as the Fourier transform of the function $x \mapsto e^{ix^3}$. This function is not in $L^2(\mathbb{R})$, of course, but the integral
\[ \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{i(t^3-xt)} dt \]
converges in the principal value sense for all $x \in \mathbb{R}$, so that the Airy function is the Fourier transform of $e^{ix^3}$ in say the space of tempered distributions. Beginning with this integral representation, one may represent the Airy function as a modified Bessel function of order $1/3$ [Wa], and thereby deduce its asymptotic behavior on
the real line. Fornaess and the present author made use of these properties of the Airy function in proving a special case of the present results \[\text{FW}\].

Applying the same techniques to the integral

\[
\mu(x) := F e^{iq(x)} = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{i(q(t)-x t)} \, dt
\]

leads to a complicated representation of the integral as a sum of hypergeometric functions, and delicate cancellations would be required to prove the desired decay properties by this route. Therefore we prefer to perform more direct asymptotic estimates of the integral. First we consider the behavior as \(x \to -\infty\).

**Lemma 2.1.** Let

\[
q(x) = \sum_{j=0}^{d} a_j x^j
\]

be a polynomial of odd degree \(d \geq 3\), and assume that \(a_d > 0\). Let \(\mu\) be defined as above. Then there exists a constant \(A > 0\) such that

\[
|\mu(x)| \leq Ae^{2x}.
\]

**Proof.** It is easily verified that the contour of integration may be translated by \(2i\) without altering the integral, so that

\[
\sqrt{2\pi} |\mu(x)| = \left| \int_{-\infty}^{\infty} e^{i(q(t+2i)-x(t+2i))} \, dt \right|
\]

\[
\leq \int_{-\infty}^{\infty} |e^{i(q(t+2i)-x(t+2i))}| \, dt
\]

\[
= \int_{-\infty}^{\infty} e^{\Re(i(q(t+2i)-x(t+2i)))} \, dt
\]

\[
= e^{2x} \int_{-\infty}^{\infty} e^{-2da_d t^{d-1} + O(t^{d-2})} \, dt.
\]

Thus we may take

\[
A = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-2da_d t^{d-1} + O(t^{d-2})} \, dt,
\]

which is finite because \(a_d > 0\) and \(d\) is odd. \(\Box\)

Next we consider the behavior of \(\mu(x)\) as \(x \to +\infty\). Assume that \(x > 0\), and assume that

\[
q(x) = \sum_{j=\eta}^{d} a_j x^j
\]

with \(\eta \geq 2\); that is, that \(a_0 = a_1 = 0\). We lose nothing by this assumption, since \(a_0\) has no effect on \(|\mu|\) and changing \(a_1\) just translates \(\mu\). In the integral defining \(\mu\), let us make the substitution \(t \mapsto \zeta t\), where

\[
\zeta = \left( \frac{x}{da_d} \right)^{\frac{1}{d-\eta}}.
\]
Here of course we are taking the positive real root. Then we have
\[
\sqrt{2\pi \mu(x)} = \zeta \int_{-\infty}^{\infty} e^{i(q(\zeta) - z(\zeta))} dt = \zeta \int_{-\infty}^{\infty} e^{i(z^d p_\zeta(t))} dt,
\]
where
\[
p_\zeta(t) = \left( \sum_{j=0}^{d} a_j \zeta^{-d} t^j \right) - da_d t.
\]
When \( \zeta \) is large, the zeros of \( p_\zeta'' \) are clustered near \( t = 0 \), while those of \( p_\zeta' \) are near \( t = 1 \), so that the implicit function theorem gives us solutions \( t_1 = t_1(\zeta), \ldots, t_n = t_n(\zeta) \) to \( p_\zeta' = 0 \), with \( |t_j(\zeta)| \to 1 \) as \( \zeta \to \infty \), \( j = 1, \ldots, n \). Let \( \beta_0 = -\infty \), \( \beta_n = \infty \), and \( \beta_j = (t_j + t_{j+1})/2 \), \( j = 1, \ldots, n-1 \). Then
\[
\sqrt{2\pi \mu(x)} = \zeta \sum_{j=1}^{n} \left( \int_{\beta_j}^{t_j} e^{i(z^d p_\zeta(t))} dt + \int_{t_j}^{\beta_j} e^{i(z^d p_\zeta(t))} dt \right).
\]
We will show that the sum in this expression is \( O(\zeta^{-d/2}) \).

Making the change of variable \( t \to -t \) if necessary, we see that each integral in the sum is of the form
\[
\int_\alpha^\beta e^{i(z^d p_\zeta(t))} dt
\]
or
\[
\int_\alpha^\beta e^{i(z^d p_\zeta(-t))} dt,
\]
where \( p_\zeta'(\alpha) = 0, p_\zeta' \neq 0 \) on \((\alpha, \beta)\), \( \alpha = \alpha(\zeta) \to 1 \) as \( \zeta \to \infty \), and either \( \beta \equiv 1 \) or \( \beta = \beta(\zeta) \to 1 \) as \( \zeta \to \infty \). We will consider the first type of integral. The reader will notice that in what follows we only require \( a_d \neq 0 \) rather than \( a_d > 0 \); so the same proof will hold for the second type of integral.

Thus we are considering integrals of the form
\[
\int_\alpha^\beta e^{i(z^d p_\zeta(t))} dt,
\]
where \( p_\zeta'(\alpha) = 0, p_\zeta' \neq 0 \) on \((\alpha, \beta)\), \( \alpha = \alpha(\zeta) \to 1 \) as \( \zeta \to \infty \), and either \( \beta \equiv 1 \) or \( \beta = \beta(\zeta) \to 1 \) as \( \zeta \to \infty \). We will show that this integral is \( O(\zeta^{-d/2}) \) as \( \zeta \to \infty \).

Assume without loss of generality that \( p_\zeta' > 0 \) in \( I := (\alpha, \beta) \). Then the map
\[
t \mapsto v = v_\zeta(t) := p_\zeta(t) - p_\zeta(\alpha)
\]
is injective in \( I \), and making a change of variable we have
\[
\int_\alpha^\beta e^{i(z^d p_\zeta(t))} dt = e^{i\gamma(p_\zeta(\alpha))} \int_0^\gamma e^{i\zeta^d v} f_\zeta(v) dv,
\]
where
\[
\gamma = \gamma(\zeta) = p_\zeta(\beta(\zeta)) - p_\zeta(\alpha(\zeta))
\]
(or \( \gamma \equiv \infty \) if \( \beta = \infty \)) and
\[
f_{\zeta}(v) = (v_{\zeta}^{-1})'(v)
= \frac{1}{p_{\zeta}'(p_{\zeta}^{-1}(v + p_{\zeta}(\alpha)))}.
\]

Note that either \( \gamma \equiv \infty \), or \( \gamma(\zeta) \to 0 \) as \( \zeta \to \infty \). Let us consider the behavior of \( f_{\zeta}(v) \) as \( v \to 0^+ \). For \( t \) near \( \alpha \), we have
\[
p_{\zeta}(t) = p_{\zeta}(\alpha) + k_{\zeta}(t - \alpha)^2 + O_{\zeta}(t - \alpha)^3,
\]
where
\[
k_{\zeta} = \frac{p_{\zeta}'(\alpha)}{2}
= \frac{1}{2} \sum_{j=\eta}^{d} j(j-1) a_j \zeta^{-d} \alpha^{j-2}
= \frac{d(d-1) \alpha_d \alpha^{-2}}{2} + O_{\alpha}(\zeta^{-1}).
\]

Note that, since \( \alpha = \alpha(\zeta) \to \pm 1 \) as \( \zeta \to \infty \) and \( a_d \neq 0 \), it follows that \( k_{\zeta} \to k_\infty \) as \( \zeta \to \infty \), with \( 0 < k_\infty < \infty \). In particular, we may assume that \( k_{\zeta} \neq 0 \). Now,
\[
v_{\zeta}(t) := p_{\zeta}(t) - p_{\zeta}(\alpha)
= k_{\zeta}(t - \alpha)^2 + O_{\zeta}(t - \alpha)^3.
\]
Since the last term is bounded in \( \zeta \), we may drop the subscript. And since
\[
\frac{v_{\zeta}(t)}{(t - \alpha)^2} \to k_{\zeta}
\]
as \( t \to \alpha \), and \( k_{\zeta} \neq 0 \), it now follows that
\[
v_{\zeta}^{-1}(v) - \alpha = t - \alpha \sim \left(\frac{v}{k_{\zeta}}\right)^{1/2}
\]
as \( v \to 0^+ \). Since
\[
p_{\zeta}'(t) \sim 2k_{\zeta}(t - \alpha)
\]
as \( t \to \alpha \), this gives
\[
f_{\zeta}(v) = (v_{\zeta}^{-1})'(v)
= \frac{1}{v_{\zeta}'(v_{\zeta}^{-1}(v))}
= \frac{1}{p_{\zeta}'(t)}
\sim \frac{1}{\left[\left(2k_{\zeta}\left(\frac{v}{k_{\zeta}}\right)^{1/2}\right)\right]}
= \left(\frac{1}{2(k_{\zeta})^{1/2}}\right)^{-1/2} v^{-1/2}
\]
as \( v \to 0^+ \). Furthermore, this relation may be differentiated. We have

\[
f_\zeta'(v) = \frac{d}{dv} \left( \frac{1}{v_\zeta(v^{-1}(v))} \right)
\]

Furthermore, this relation may be differentiated. We have

\[
f_\zeta'(v) = -\frac{1}{(v_\zeta(v^{-1}(v)))^2} \cdot v_\zeta''(v_\zeta^{-1}(v)) \cdot (v_\zeta^{-1})'(v)
\]

\[
= -(f_\zeta(v))^3 \cdot p_\zeta''(v_\zeta^{-1}(v))
\]

\[
\sim - \left[ \frac{v^{\alpha-1}}{2(k_\zeta)^{1/2}} \right] \cdot 2k_\zeta
\]

\[
= - \left( \frac{1}{4(k_\zeta)^{1/2}} \right) v^{-3/2}.
\]

Note also that, for fixed \( \zeta, f_\zeta'(v) \) is integrable on any \([\kappa, \infty), \kappa > 0\).

Now, write

\[
\int_0^\gamma e^{i\zeta^d} f_\zeta(v) \, dv = \frac{1}{rk_\zeta^{1/2}}(A - B) + C,
\]

where

\[
A = \int_0^\infty e^{i\zeta^d} v^{-1/2} \, dv,
\]

\[
B = \int_\gamma^\infty e^{i\zeta^d} v^{-1/2} \, dv,
\]

and

\[
C = \int_0^\gamma e^{i\zeta^d} \phi_\zeta(v) \, dv,
\]

and where

\[
\phi_\zeta(v) = f_\zeta(v) - \frac{v^{-1/2}}{2k_\zeta^{1/2}}, \quad v \in (0, \gamma],
\]

recalling of course that we may have \( \gamma = \infty \). Note that \( \phi_\zeta(v) = o(v^{-1/2}) \), and \( \phi_\zeta'(v) = o(v^{-3/2}) \) as \( v \to 0^+ \). Furthermore, \( \phi \) is continuous (this follows because \( p_\zeta' \neq 0 \) on \((\alpha, \beta)]\), and, in the case \( \gamma = \infty, \phi_\zeta(v) \to 0 \) as \( v \to \infty \), and \( \phi_\zeta'(v) \) is integrable on any \([\kappa, \infty), \kappa > 0\).

As a first step in estimating \( A, B, \) and \( C \), let us investigate the behavior of \( \gamma = \gamma(\zeta) \) as \( \zeta \to \infty \). Recall that either \( \gamma(\zeta) \equiv \infty \), or it is of the form

\[
\gamma(\zeta) = p_\zeta \left( \frac{1}{2} (t_1(\zeta) + t_2(\zeta)) \right) - p_\zeta(t_1(\zeta)),
\]

where \( t_1(\zeta) < t_2(\zeta) \) are solutions of \( p_\zeta' = 0 \). Consider the case \( \gamma(\zeta) \neq \infty \). Since \( t_1(\zeta), t_2(\zeta) \to \pm 1 \) as \( \zeta \to \infty \), we either have \( \gamma(\zeta) \to 1 \) or \( \gamma(\zeta) \to 0 \). Let us consider the latter case; that is, suppose without loss of generality that \( t_1(\zeta), t_2(\zeta) \to 1 \) as \( \zeta \to \infty \). (This presupposes that \( \eta < d \) in the expression

\[
p_\zeta(t) = \left( \sum_{j=\eta}^d a_j \zeta^{j-d} t^j \right) - da_d t,
\]
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for in that case the roots of \( p_\zeta' = 0 \) are exactly \(-1\) and \(1\), which implies that \( \gamma = 1 \) or \( \gamma = \infty \). Note that
\[
p_\zeta'(t) = da_d(t^{d-1} - 1) + O_\zeta(\zeta^d)
\]
for some \( \eta - d \leq \delta \leq -1 \). Thus
\[
p_\zeta'(t_\zeta(\zeta)) - p_\zeta'(1) = O(\zeta^\delta).
\]
The left-hand-side of this equation is equal to
\[
p_\zeta''(u(\zeta))(t_\zeta(\zeta) - 1)
\]
for some \( u(\zeta) \) between \(1\) and \( t_\zeta(\zeta) \). Since \( p_\zeta''(1) = d(d-1)a_d + O(\zeta^\delta) \) and \( a_d \neq 0 \), we have \( p_\zeta''(u(\zeta)) = O(1) \) as \( \zeta \to \infty \). Thus
\[
t_\zeta(\zeta) - 1 = \frac{O(\zeta^\delta)}{O(1)} = O(\zeta^\delta),
\]
and it follows easily that
\[
\gamma(\zeta) = O(\zeta^\delta).
\]
Now, it is an easy exercise to show that
\[
A = e^{i\pi/4} \Gamma(1/2)\zeta^{-d/2} = O(\zeta^{-d/2}).
\]
Furthermore, if \( \gamma \neq -\infty \) (in which case \( B = 0 \)), a simple integration by parts shows that
\[
|B| = \left| \int_{\gamma}^{\infty} e^{i\zeta d v} v^{-1/2} dv \right|
\]
\[
= \left[ \frac{e^{i\zeta d v} v^{-1/2}}{i\zeta d} \right]_{\gamma}^{\infty} + \frac{1}{2i\zeta d} \int_{\gamma}^{\infty} e^{i\zeta d v} v^{-1/2} dv
\]
\[
\leq \frac{\gamma^{-1/2}}{\zeta^d} + \frac{1}{2\zeta^d} \int_{\gamma}^{\infty} v^{-3/2} dv
\]
\[
= \frac{2\gamma^{-1/2}}{\zeta^d}.
\]
In the case where \( \gamma(\zeta) \to 1 \) as \( \zeta \to \infty \), the last line is \( O(\zeta^{-d}) \). If \( \gamma(\zeta) \to 0 \), we get
\[
|B| < \frac{O(\zeta^\delta(-1/2))}{\zeta^d} = O(\zeta^{\delta(-1/2)-d})
\]
\[
\leq O(\zeta^{(\eta-d)(-1/2)-d}) = O(\zeta^{(-d/2)-(\eta/2)})
\]
\[
< O(\zeta^{-d/2}).
\]
Thus \( B = O(\zeta^{-d/2}) \) in any case. It remains to consider \( C \). The convergence of this improper integral at its lower limit follows from \( \phi_\zeta(v) = o(v^{-1/2}) \) as \( v \to 0^+ \), and
its convergence at its upper limit follows from an integration by parts and the fact
that \( \phi'_\zeta \) is integrable near \( \infty \). Choose \( \kappa > 0 \) so small that
\[
|\phi_\zeta(v)| < v^{-1/2}, \quad |\phi'(v)| < v^{-3/2}
\]
for \( v \leq \kappa \). This choice may be made independent of \( \zeta \).

Recall that if \( \gamma(\zeta) \to 0 \) as \( \zeta \to \infty \), then \( d > \eta \), and \( \gamma(\zeta) = O(\zeta^{\delta}) \), where
\( \eta - d \leq \delta \leq -1 \). In particular, \( \gamma(\zeta) \) converges to zero more slowly than \( \zeta^{-d} \). In all
cases, therefore, we may assume that \( \zeta^{-d} \in (0, \gamma(\zeta)) \), and subdivide the integration
range there. We may also assume that \( \zeta^{-d} < \kappa \). Thus
\[
|C| \leq \left| \int_0^{\zeta^{-d}} e^{i\zeta v} \phi_\zeta(v) \, dv \right| + \left| \int_{\zeta^{-d}}^{\gamma(\zeta)} e^{i\zeta v} \phi_\zeta(v) \, dv \right|.
\]
For the first term on the right, we have
\[
\left| \int_0^{\zeta^{-d}} e^{i\zeta v} \phi_\zeta(v) \, dv \right| < \int_0^{\zeta^{-d}} v^{-1/2} \, dv = 2\zeta^{-d/2} = O(\zeta^{-d/2}).
\]
For the second term, integration by parts gives
\[
\left| \int_{\zeta^{-d}}^{\gamma(\zeta)} e^{i\zeta v} \phi_\zeta(v) \, dv \right| \leq \zeta^{-d} \left[ |\phi_\zeta(\gamma(\zeta))| + |\phi_\zeta(\zeta^{-d})| + \int_{\zeta^{-d}}^{\gamma(\zeta)} e^{i\zeta v} \phi'_\zeta(v) \, dv \right].
\]
The first summand on the right is bounded in \( \zeta \) in the cases \( \gamma(\zeta) \to 1 \) and \( \gamma(\zeta) \equiv \infty \).
Otherwise, we have
\[
|\phi_\zeta(\gamma(\zeta))| = o(\zeta^{-\delta/2}) \leq o(\zeta^{(d-\eta)/2}) < o(\zeta^{d/2}).
\]
The second summand is \( o(d/2) \). For the integral, in the case where \( \gamma(\zeta) \to 0 \), we may assume that \( \gamma < \kappa \), obtaining
\[
\left| \int_{\zeta^{-d}}^{\gamma(\zeta)} e^{i\zeta v} \phi'_\zeta(v) \, dv \right| < \int_{\zeta^{-d}}^{\gamma(\zeta)} v^{-3/2} \, dv < 2\zeta^{-d/2} = O(\zeta^{-d/2}).
\]
In the other cases, subdivide the integration range at \( \kappa \) to get
\[
\left| \int_{\zeta^{-d}}^{\gamma(\zeta)} e^{i\zeta v} \phi'_\zeta(v) \, dv \right| \leq \int_{\zeta^{-d}}^{\kappa} v^{-3/2} \, dv + \int_{\kappa}^{\gamma(\zeta)} |\phi'_\zeta(v)| \, dv = O(\zeta^{d/2}) + K = O(\zeta^{d/2}),
\]
where

\[ K := \int_{\zeta}^{\infty} |\phi'(v)| \, dv < \infty, \]

because of the integrability of \( \phi' \). Combining these terms and multiplying by \( \zeta^{-d} \) gives

\[ \left| \int_{\zeta^{-d}}^{\zeta} e^{i \zeta^d v} \phi(v) \, dv \right| = O(\zeta^{-d/2}). \]

Thus \( C = O(\zeta^{-d/2}) \). Recall that we had

\[ \int_{x}^{3} e^{i(\zeta^d p_{\zeta}(t))} \, dt = e^{i(\zeta^d (p_{\zeta}(\alpha)))} \int_{0}^{\zeta} e^{i \zeta^d v} f_{\zeta}(v) \, dv \]

\[ = e^{i(\zeta^d (p_{\zeta}(\alpha)))} \frac{1}{r^{1/2}} (A - B) + C. \]

Since \( k_{\zeta} \to k_{\infty} \neq 0 \) as \( \zeta \to \infty \), we have shown that this integral is \( O(\zeta^{-d/2}) \). Since, in turn, \( \mu(x) \) was \( \zeta/\sqrt{2\pi} \) times a finite sum of integrals of this form, we have

\[ \mu(x) = O(\zeta^{1-(d/2)}) \]

\[ = O(x^{1-(d/2)(d-1)}) \]

\[ = O(x^{-d(2d-1)/2}) \]

as \( x \to \infty \). We summarize this discussion, along with Lemma 2.1, in the following theorem:

**Theorem 2.2.** Let

\[ q(x) = \sum_{j=0}^{d} a_j x^j \]

be a polynomial of odd degree \( d \), and assume that \( a_d > 0 \). Let

\[ \mu(x) = F e^{i q(x)} = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{i(\zeta^d - \zeta^d x)} \, dt. \]

Then \( \mu \) is continuous, and there exist constants \( C \geq 0 \) and \( A \geq 0 \) such that

\[ |\mu(x)| \leq \max\{ A e^{2\pi x} C e^{-d(2d-1)/2} \}. \]

3. **Proof of Theorem 1.2**

In this section, when \( E \subset \mathbb{R} \) is measurable and \( \psi \in L^2(\mathbb{R}) \), define

\[ \|\psi\|_E = \left( \int_{E} |\psi|^2 \right)^{1/2}. \]

Also, when \( f : \mathbb{R} \to \mathbb{R} \) is continuous, we denote by \( f(y) \) the convolution operator \( F^{-1} f(x) F \).

**Lemma 3.1.** Let

\[ q(x) = \sum_{j=0}^{d} a_j x^j \]

be a polynomial of odd degree \( d \), and assume that \( a_d > 0 \). Let \( U_c \) be the operator

\[ U_c := e^{-i y^2/2} e^{i q(x) + cx} = F^{-1} e^{-ix^2/2} F e^{i q(x) + cx} : L^2(\mathbb{R}) \to L^2(\mathbb{R}), \]
and for $k \in \mathbb{R}$ define

$$C_k = \{ \psi \in L^2(\mathbb{R}) : |\psi(x)| < e^{x-k} \text{ for } x < k \}.$$ 

Then for $c > 0$ sufficiently large, there exists $\delta > 0$ such that

$$U_c : F^{-1}C_k \rightarrow F^{-1}C_{k+\delta}.$$ 

Proof. Let $\mu = F(e^{i(q(x)+cx)})$. By Theorem 2.1 and elementary properties of the Fourier transform, $F(e^{i\eta})$ is bounded on $\mathbb{R}$ by $\max\{T, Ae^{2x}\}$ for some $T > 0, A > 0$. Then by elementary properties of the Fourier transform, $\mu$ is bounded by $\max\{T, Ae^{2(x-c)}\}$. Assume that $c$ is sufficiently large that

$$\delta := c - (1/2) \log A - \log(T + 1) > 0.$$ 

Suppose that $\psi \in F^{-1}C_k$, $k \in \mathbb{R}$. Then for $x < k + \delta$, we have

$$|FU_c\psi(x)| = |Fe^{-i\eta^2/2e^{i(q(x)+cx)}\psi(x)}| = |e^{-ix^2/2Fe^{i(q(x)+cx)}\psi(x)}| = |(\mu * (F\psi))(x)| = \left| \int_{\mathbb{R}} \mu(x-t)F\psi(t) \, dt \right| \leq \int_{\mathbb{R}} |\mu(x-t)F\psi(t)| \, dt \leq D_1 + D_2 + D_3,$$

where

$$D_1 = \left| \int_{-\infty}^{x-c+(1/2) \log A} \mu(x-t)F\psi(t) \, dt \right|,$$

$$D_2 = \left| \int_{x-c+(1/2) \log A}^{k} \mu(x-t)F\psi(t) \, dt \right|,$$

$$D_3 = \left| \int_{k}^{\infty} \mu(x-t)F\psi(t) \, dt \right|.$$ 

Then

$$D_1 \leq \int_{-\infty}^{x-c+(1/2) \log A} Te^{t-k} \, dt = e^{x-k-c+(1/2) \log A+\log T},$$

$$D_2 \leq \int_{x-c+(1/2) \log A}^{k} e^{t-k} \cdot Ae^{2(x-c-t)} \, dt = e^{x-c-k+(1/2) \log A} - Ae^{2(x-k-c)},$$
and

\[
D_3 \leq \left( \int_k^\infty |F\psi(t)|^2 \, dt \right)^{1/2} \left( \int_k^\infty |\mu(x-t)|^2 \, dt \right)^{1/2} \\
\leq 1 \cdot \left( \int_k^\infty |\mu(x-t)|^2 \, dt \right)^{1/2} \\
\leq \left( \int_k^\infty A^2 e^{4(x-c-t)} \, dt \right)^{1/2} \\
= \frac{A}{2} e^{2(x-k-c)} \\
< Ae^{2(x-k-c)},
\]

so that

\[
D_1 + D_2 + D_3 \leq e^{x-k-c+(1/2) \log A + \log T} + e^{x-k+c+(1/2) \log A} \\
= e^{x-(k+\delta)} \left( e^{\log T - \log(T+1)} + e^{- \log(T+1)} \right) \\
= e^{x-(k+\delta)}. \]

Now, let \( q_1(x) = q(x) + x^2/2 \). Again applying Theorem 2.1, we obtain real numbers \( T_1, A_1 \) such that, if \( \mu_1 = Fq_1 \), then \( |\mu_1(x)| < \max\{T_1, A_1 e^{2x}\} \) for all \( x \in \mathbb{R} \).

**Lemma 3.2.** Under the same hypotheses as in the previous lemma, there exists a \( c > 0 \) such that the following holds: if \( \psi \in F^{-1}C_k \) for some \( k \in \mathbb{R} \), then for any \( r \in \mathbb{R} \), there exists an \( N \) such that \( U_c^n \psi \in C_r \) for all \( n \geq N \).

**Proof.** Choosing the \( c \) provided by the previous lemma, we may assume by applying \( U_c \) a finite number of times that \( \psi \in F^{-1}C_{r'} \), where

\[
r' := \max\{r, r + \log(T_1 + A_1 e^{-2x})\}.
\]

Then

\[
|U_c\psi(x)| = |e^{-iy^2/2} e^{i(q(x)+cx)} \psi(x)| \\
= |e^{ix^2/2} (e^{-ix^2/2} e^{-iy^2/2} e^{-ix^2/2} e^{i(q_1(x)+cx)}) \psi(x)| \\
= |F e^{i(q_1(x)+cx)} \psi(x)| \\
= |(\mu_1 * (F\psi))(x)|.
\]

Suppose now that \( x < r' \). Then

\[
|U_c\psi(x)| \leq D_1 + D_2 + D_3,
\]
where
\[
\begin{align*}
D_1 &= \left| \int_{-\infty}^{x} \mu_1(x - t) F\psi(t) \, dt \right| \\
D_2 &= \left| \int_{x}^{r'} \mu_1(x - t) F\psi(t) \, dt \right| \\
D_3 &= \left| \int_{r'}^{\infty} \mu_1(x - t) F\psi(t) \, dt \right|.
\end{align*}
\]

Then
\[
\begin{align*}
D_1 &\leq \int_{-\infty}^{x} T_1 e^{t-r'} \, dt \\
&= T_1 e^{x-r'}, \\
D_2 &\leq \int_{x}^{r'} e^{t-r'} \cdot A_1 e^{2(x-c-t)} \, dt \\
&= A_1(e^{x-r'} - 2c) - e^{2(x-r'-c)}, \\
D_3 &\leq \left( \int_{r'}^{\infty} |F\psi(t)|^2 \, dt \right)^{1/2} \left( \int_{r'}^{\infty} |\mu_1(x - t)|^2 \, dt \right)^{1/2} \\
&\leq 1 \cdot \left( \int_{r'}^{\infty} |\mu_1(x - t)|^2 \, dt \right)^{1/2} \\
&\leq \left( \int_{r'}^{\infty} A_1^2 e^{4(x-c-t)} \, dt \right)^{1/2} \\
&= \frac{A_1}{2} e^{2(x-r'-c)} \\
&< A_1 e^{2(x-r'-c)},
\end{align*}
\]

so that
\[
D_1 + D_2 + D_3 \leq e^{x-r'}(T_1 + A_1 e^{-2c}) \\
= e^{x-(r'-\log(T_1+A_1 e^{-2c}))} \\
\leq e^{x-r}.
\]

\[\square\]

Theorem 3.3. For real \(c\), consider the operator \(V_c := Fe^{iq(x) + cx}\), where \(q\) is a polynomial of odd degree at least three, and with positive real leading coefficient. Then for \(c\) sufficiently large, for any \(\psi \in L^2(\mathbb{R})\), \(\epsilon > 0\), and \(r \in \mathbb{R}\) there exists an \(N\) such that
\[
dist(V_c^n \psi, C_r) < \epsilon, \quad dist(V_c^n \psi, FC_r) < \epsilon
\]
for all \(n \geq N\), where
\[
C_k = \{ \psi \in L^2(\mathbb{R}) : |\psi(x)| < e^{x-k} \text{ for } x < k \}.
\]
Proof. Consider
\[ U_c := e^{ix^2/2} e^{-ix^2/2} = e^{ix^2/2} (e^{i\pi/4} e^{-ix^2/2} e^{-iy^2/2} e^{-ix^2/2}) e^{i(q(x)-x^2/2+cx)} = e^{i\pi/4} e^{-iy^2/2} e^{i(q(x)-x^2+cx)}. \]
Now,
\[ X := \bigcup_{k \in \mathbb{R}} C_k \]
is a dense subset of \( L^2(\mathbb{R}) \), and so therefore is any unitary image of \( X \). It suffices therefore to prove the theorem under the assumption that \( \psi \in e^{-ix^2/2} F^{-1} X \); that is, we assume that there exists \( k \in \mathbb{R} \) such that
\[ e^{ix^2/2} \psi \in F^{-1} C_k. \]
Now, let \( r \in R \). We may apply Lemma 3.2 to obtain a \( c \) and an \( N \) such that
\[ U^n_c e^{ix^2/2} \psi \in C_r \]
for all \( n \geq N - 1 \). But then
\[ |V^n_c \psi(x)| = |e^{-ix^2/2} U^n_c e^{ix^2/2} \psi(x)| = |U^n_c e^{ix^2/2} \psi(x)|, \]
so that \( V^n_c \psi \in C_r \). Then
\[ |FV^{n+1}_c \psi(x)| = |F^2 e^{i(q(x)+cx)} V^n_c \psi(x)| = |e^{i(q(x)-cx)} F^2 V^n_c \psi(x)| = |F^2 V^n_c \psi(x)|, \]
so that \( V^{n+1}_c \psi \in FC_r \).

Corollary 3.4. Using the real number \( c \) provided by the theorem, if \( \psi \in L^2(\mathbb{R}), \epsilon > 0, \) and \( r \in \mathbb{R} \), there exists an \( N \) such that for all \( n \geq N \), we have
\[ \|V^n_c \psi\|_{(-\infty,r]} < \epsilon \]
\[ \|FV^n_c \psi\|_{[-r,\infty)} < \epsilon. \]
In particular, \( V^n_c \to 0 \) as \( n \to \infty \) in the weak operator topology, which implies that \( V_c \) has purely continuous spectrum.

Proof. Let \( \rho = r - \log(\epsilon/\sqrt{2}) \). Applying the theorem, we find an \( N \) such that for all \( n \geq N \),
\[ \text{dist}(V^n_c \psi, C_r) < \frac{\epsilon}{2}, \quad \text{dist}(V^n_c \psi, FC_r) < \frac{\epsilon}{2}. \]
Furthermore, for all \( \phi \in C_\rho \), we have
\[ \|\phi\|_{(-\infty,r]} < \left( \int_{-\infty}^{r} e^{2(x-\rho)} \, dx \right)^{1/2} = (1/\sqrt{2}) e^{-\rho} = \frac{\epsilon}{2}. \]
and for all $\phi \in F\mathcal{C}_p$, we have
\[
\|F\phi\|_{[-r,\infty)} = \|F^2F^{-1}\phi\|_{[-r,\infty)} = \|F^{-1}\phi\|_{(-\infty,r]} < \left( \int_{-\infty}^r e^{2(x-r)} \, dx \right)^{1/2} = \frac{e}{2}.
\]

The corollary now follows. \hfill \Box
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