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Abstract. Let \( K \) be a cyclotomic field with ring of integers \( \mathcal{O}_K \) and let \( f \) be a polynomial whose values on \( \mathbb{Z} \) belong to \( \mathcal{O}_K \). If the ideal of \( \mathcal{O}_K \) generated by the values of \( f \) on \( \mathbb{Z} \) is \( \mathcal{O}_K \) itself, then every algebraic integer \( N \) of \( K \) may be written in the following form:

\[
N = \sum_{k=1}^{l} \varepsilon_k f(k)
\]

for some integer \( l \), where the \( \varepsilon_k \)’s are roots of unity of \( K \). Moreover, there are two effective constants \( A \) and \( B \) such that the least integer \( l \) (for a fixed \( N \)) is less than \( AN + B \), where

\[
\tilde{N} = \max_{\sigma \in \text{Gal}(K/\mathbb{Q})} |\sigma(N)|.
\]

1. Introduction

The Waring/Hilbert theorem says that, for each natural integer \( d \), there exists an integer \( g(d) \) such that every natural integer \( N \) may be written as the sum of \( g(d) \) \( d \)th powers [8, Theorem 11.11].

Waring’s problem for polynomials states that, for each integer-valued polynomial \( f \) with positive leading coefficient, if the greatest common divisor of the values of \( f \) is 1, then there is an integer \( g(f) \) such that every sufficiently large integer \( N \) can be written as the sum of at most \( g(f) \) values of \( f \) [8, Theorem 11.9].

One may change the problem:

— on the one hand, by strengthening the conclusion: we only consider sums either of consecutive \( d \)th powers or of consecutive values of \( f \) (see [5, §6]),

— on the other hand, by forgetting the common bound \( g(d) \) or \( g(f) \) and by introducing coefficients different from 1.

For instance, if the coefficients are 0 and 1, then we consider ‘lacunary sums’ of consecutive \( d \)th powers or of consecutive values, that is, sums of distinct powers or sums of values on distinct elements. With respect to this case, we have

Proposition 1.1 ([5, Theorem 1]). Let \( f \) be an integer-valued polynomial with positive leading coefficient such that the greatest common divisor of the values of \( f \)
is 1. Then, every sufficiently large integer $N$ can be written in the following way:

$$N = \sum_{j=1}^{l} \varepsilon_j f(j), \quad \text{where } l \in \mathbb{N}^* \text{ and } \varepsilon_j = 0, 1 \ (j = 1, \ldots, l).$$

See also [4] when $f$ has integral coefficients.

If the coefficients are $+1$ or $-1$, that is, if we consider `signed sums' either of consecutive $d$th powers or of consecutive values, we have

**Proposition 1.2** ([2, Theorem 1]). Let $d$ be a natural integer. Every natural integer $N$ may be written in the following way:

$$N = \sum_{j=1}^{l} \varepsilon_j j^d, \quad \text{where } l \in \mathbb{N}^* \text{ and } \varepsilon_j = \pm 1 \ (j = 1, \ldots, l).$$

According to [2], R.W. Prielipp proved this result for $d = 2$ in 1987 while, according to [3], Erdős would have proved this particular case in 1937 when he was sixteen. Seemingly independently, Proposition 1.2 was extended to integer-valued polynomials by Yu [10] and Bodini, Duchet and Lefranc [3, Théorème 2.1]:

**Proposition 1.3.** Let $f$ be an integer-valued polynomial such that the greatest common divisor of its values is 1. Then, every integer $N$ may be written in the following way:

$$N = \sum_{j=1}^{l} \varepsilon_j f(j), \quad \text{where } l \in \mathbb{N}^* \text{ and } \varepsilon_j = \pm 1 \ (j = 1, \ldots, l).$$

The aim of this paper is to extend this last result to integers of number fields by considering coefficients $\varepsilon_j$ that are roots of unity. We are going to show that the previous proposition extends nearly word for word to cyclotomic fields (Theorem 5.3). To do so, we use techniques from [3] that seem simpler than Yu’s. Doing this, we will correct a gap in the proof given by [3]. We also obtain an effective upper bound for the least integer $l$ for which $N$ has such a representation (Theorem 6.1).

## 2. Hypotheses and Notation

Let $K$ be a number field. Denote by $\mathcal{O}_K$ the ring of integers of $K$ and by $\mu_K$ the group of roots of unity of $K$. We consider the polynomial ring

$$\text{Int}(\mathbb{Z}, \mathcal{O}_K) = \{g \in K[X] \mid g(\mathbb{Z}) \subseteq \mathcal{O}_K\}.$$ 

Let $f$ be a fixed polynomial in $\text{Int}(\mathbb{Z}, \mathcal{O}_K)$. Denote by $d$ the degree of $f$.

We are interested in the subset $\mathcal{R} = \mathcal{R}_K(f)$ of $\mathcal{O}_K$ formed by the integers $N \in \mathcal{O}_K$ that may be represented in the following form:

$$N = \sum_{j=1}^{l} \varepsilon_j f(j) \quad (l \in \mathbb{N}^*, \varepsilon_j \in \mu_K),$$

where $l$ depends on $N$.

We denote by $\lambda(N) = \lambda_K(f, N)$ the smallest integer $l$ such that $N$ has such a representation.

**Examples.** (1) $\lambda_\mathbb{Q}(X^2, 0) = 8$, $\lambda_\mathbb{Q}(X^2, 2) = 4$, $\lambda_\mathbb{Q}(X^2, 3) = 2$.

(2) For each $k \in \mathbb{N}^*$, $\mathcal{R}_\mathbb{Q}(X^k) = \mathbb{Z}$.

(3) If $d \neq -1, -3$, then $\mathcal{R}_\mathbb{Q}(\sqrt[d]{a})(X^k) = \mathbb{Z}$ because $\mu_\mathbb{Q}(\sqrt[d]{a}) = \{\pm 1\}$. 

We are going to prove that, when $K$ is a cyclotomic field, $\mathcal{R}_K(f) = \mathcal{O}_K$ if and only if the values of $f$ on $\mathbb{Z}$ generate the ideal $\mathcal{O}_K$. When $K = \mathbb{Q}$, we obtain the previous result of Yu and Bodini, Duchet and Lefranc.

Of course, we have the following containment:

$$\mathcal{R}_K(f) \subseteq \mathbb{Z}[\mu_K] \cdot f(\mathbb{Z}),$$

where $\mathbb{Z}[\mu_K] \cdot f(\mathbb{Z})$ denotes the $\mathbb{Z}[\mu_K]$-module generated by the values of $f$ on $\mathbb{Z}$.

We are going to study some properties of stability of $\mathcal{R}$. For instance,

$$\forall \varepsilon \in \mu_K, \varepsilon \mathcal{R} = \mathcal{R}.$$ 

In the next section we introduce some tools taken from [3].

3. Operators on $\text{Int}(\mathbb{Z}, \mathcal{O}_K)$

We begin with some easy properties concerning the elements of $\text{Int}(\mathbb{Z}, \mathcal{O}_K)$.

**Proposition 3.1.** Let $g$ be a polynomial of $\text{Int}(\mathbb{Z}, \mathcal{O}_K)$ and let $e$ be its degree.

1. There exists a unique sequence $b_0, b_1, \ldots, b_e$ of elements of $\mathcal{O}_K$ such that

$$g(X) = \sum_{i=0}^{e} b_i \binom{X}{i}, \text{ where } \binom{X}{i} = \frac{X(X-1)\cdots(X-i+1)}{i!}.$$ 

In particular, $e!g(X) \in \mathcal{O}_K[X]$.

2. The following subsets of $\mathcal{O}_K$ generate the same $\mathbb{Z}$-module:

$$\{g(k) \mid k \in \mathbb{Z}\}, \{g(0), g(1), \ldots, g(e)\}, \{b_0, b_1, \ldots, b_e\}.$$ 

We denote this $\mathbb{Z}$-module by $\mathbb{Z} \cdot g(\mathbb{Z})$. In particular, these three subsets generate the same $\mathbb{Z}[\mu_K]$-module.

**Proof.** (1) Obviously, one may write

$$g(X) = \sum_{i=0}^{e} b_i \binom{X}{i}, \text{ where } b_i \in K.$$ 

These $b_i$’s are unique. Replacing $X$ successively by $0, 1, \ldots, e$ leads to a triangular linear system in the $b_i$’s whose matrix is unimodular with coefficients in $\mathbb{Z}$:

$$\begin{pmatrix} g(0) \\ g(1) \\ g(2) \\ \vdots \\ g(e) \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & \cdots & 0 \\ 1 & 1 & 0 & \cdots & 0 \\ 1 & 2 & 1 & \cdots & 0 \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ 1 & \binom{e}{1} & \binom{e}{2} & \cdots & \binom{e}{e} \end{pmatrix} \begin{pmatrix} b_0 \\ b_1 \\ b_2 \\ \vdots \\ b_e \end{pmatrix}.$$ 

Consequently, the $b_i$’s are in $\mathcal{O}_K$.

(2) Obviously, we have the following inclusion of $\mathbb{Z}$-modules:

$$\{g(0), g(1), \ldots, g(e)\} \subseteq \{g(k) \mid k \in \mathbb{Z}\} \subseteq \{b_0, b_1, \ldots, b_e\}.$$ 

Moreover, it follows from the previous linear system that we have

$$(b_0, b_1, \ldots, b_e) \subseteq (g(0), g(1), \ldots, g(e)).$$
Notation (following [3]). Let $A = (\varepsilon_1, \ldots, \varepsilon_l)$ be a sequence of elements of $\mu_K$. Denote by $l(A) = l$ its length. For each $g \in \operatorname{Int}(\mathbb{Z}, \mathcal{O}_K)$ we define the action of $A$ on $g$ by

$$A[g] = \sum_{k=1}^{l} \varepsilon_k g(X + k).$$

The following map is clearly $\mathcal{O}_K$-linear:

$$A : g \in \operatorname{Int}(\mathbb{Z}, \mathcal{O}_K) \mapsto A[g] \in \operatorname{Int}(\mathbb{Z}, \mathcal{O}_K).$$

This symbolism is useful here because we have the equivalence

$$N = \sum_{k=1}^{l} \varepsilon_k f(k) \iff N = A[f](0).$$

Then

$$\lambda(N) = \min \{l(A) \mid A[f](0) = N\}.$$

We are going to use the following notation:

For $A = (\alpha_1, \ldots, \alpha_l) \in \mu^l_K$, $B = (\beta_1, \ldots, \beta_l) \in \mu^l_K$ and $\varepsilon \in \mu_K$, we let

$$\varepsilon A = (\varepsilon \alpha_1, \ldots, \varepsilon \alpha_l),$$

$$\overline{A} = -A = (-\alpha_1, \ldots, -\alpha_l),$$

$$A \times B = (\alpha_1, \ldots, \alpha_l, \beta_1, \ldots, \beta_l).$$

Then, one has

$$(\varepsilon A)[g] = \varepsilon A[g], \quad \overline{A}[g] = -A[g]$$

and

$$(A \times B)[g](X) = \sum_{k=1}^{l(A)} \alpha_k g(X + k) + \sum_{h=1}^{l(B)} \beta_h f(X + l(A) + h).$$

Then we have the following obvious lemma.

**Lemma 3.2.** For each $A \in \mu^l_K$ and each $g \in \operatorname{Int}(\mathbb{Z}, \mathcal{O}_K)$,

$$(A \times \overline{A})[g](X) = A[g](X) - A[g](X + l).$$

If the leading term of $A[g]$ is $aX^e$, then the leading term of the polynomial $(A \times \overline{A})[g]$ is $-aeX^{e-1}$. In particular, $\deg(A \times \overline{A})[g] = \deg A[g] - 1$.

**Definition 3.3.** We define inductively the operators $D_m \ (m \in \mathbb{N})$ by

$$D_0 = (1) \quad \text{and} \quad D_{m+1} = D_m \times \overline{D}_m.$$

For instance, $D_1 = (1, -1), D_2 = (1, -1, -1, 1), \ldots$. Replacing 1 by 0 and $-1$ by 1, we get the Thue-Morse sequence (see [3] Sequence A010060).

Clearly, $l(D_m) = 2^m$, and hence

$$D_{m+1}[g](X) = D_m[g](X) - D_m[g](X + 2^m).$$

If $m > \deg(g)$, then $D_m[g] = 0$.

In particular, for the fixed polynomial $f$ of degree $d$ introduced in Section 2:

$-D_{d+1}[f] = 0, \ 0 \in \mathcal{R}_K(f)$ and $\lambda(0) \leq 2^{d+1}$.

$-D_d[f]$ is a constant that we denote by $C_K(f)$ or $C$. More precisely:

**Lemma 3.4.** Let $a_d$ be the leading coefficient of $f$. Then,

$$D_d[f] = (-1)^d d! 2^\frac{d(d+1)}{2} a_d = C_K(f) = C \in \mathcal{O}_K.$$
Proof. By linearity,
It follows from Lemma 3.2 that
\[ D_d[X^d] = (-1)^d \times d \times (d-1) \times \cdots \times 2 \times 1 \times 2^{d-1} \times \cdots \times 2 \times 2 = (-1)^d \times d! \times 2^{d(d-1)/2}. \]
Finally, it follows from Proposition 3.1 that \( d!a_k \in \mathcal{O}_K \), and hence \( C_K(f) \in \mathcal{O}_K \).
One could also say that, in fact,
\[ C(f) \in \mathbb{Z}[\mu_K] : f(\mathbb{Z}) \subseteq \mathcal{O}_K. \]
\[ \square \]

4. Stability properties of \( \mathcal{R} \)

**Proposition 4.1.** For \( C = D_d[f] \), one has
\[ \mathcal{R} + C \cdot \mathbb{Z}[\mu_K] \subseteq \mathcal{R}. \]

**Proof.** Let \( N \in \mathcal{R} \) and let \( A = (\alpha_1, \ldots, \alpha_l) \in \mu_K^l \) be such that
\[ N = A[f](0). \]
Then, for every \( \varepsilon \in \mu_K \), one has
\[ (A \times \varepsilon D_d)[f](X) = A[f](X) + \varepsilon D_d[f](X + l), \]
and hence
\[ A[f](0) + \varepsilon D_d[f](l) = N + \varepsilon D_d[f] = N + \varepsilon C \in \mathcal{R}. \]
\[ \square \]

The next result is an extension of [3, Lemme 2.2], where \( K = \mathbb{Q} \) and \( \varepsilon + \varepsilon' = \pm 2. \)

**Proposition 4.2.** Let \( N \in \mathcal{R}, \varepsilon, \varepsilon' \in \mu_K \), and \( k > \lambda(N) \). Then
\[ N + (\varepsilon + \varepsilon')f(k) \in \mathcal{R}. \]

**Proof.** Let \( A = (\alpha_1, \ldots, \alpha_l) \) be such that \( N = A[f](0) \) and \( l = l(A) = \lambda(N) \). Let \( m \in \mathbb{N} \) be such that \( m > d \) and \( 2^m \geq k - l \). Then \( m \geq d + 1 \) implies that
\[ (A \times \varepsilon D_m)[f](0) = (A \times \varepsilon D_m)[f](0) = N. \]
Moreover, \( 2^m \geq k - l \) implies that \( -\varepsilon \) is the \( k \)-th term of one of the sequences \( A \times \varepsilon D_m \) or \( A \times \varepsilon D_m \). If we replace this \( -\varepsilon \) by \( \varepsilon' \), we obtain a sequence \( B \) such that
\[ B[f](0) = N + (\varepsilon + \varepsilon')f(k). \]
\[ \square \]

Bodini, Duchet and Lefranc forgot this condition \( k > \lambda(N) \) in their proof of [3, Lemme 2.2]. Now we shall see how we may avoid the hypothesis \( k > \lambda(N) \).

**Proposition 4.3.** For all \( N \in \mathcal{R} \), for all \( \varepsilon, \varepsilon' \in \mu_K \), and for all \( k \in \mathbb{Z} \), one has
\[ N + (\varepsilon + \varepsilon')f(k) \in \mathcal{R} + C\mathcal{O}_K. \]
Proof. Let \( c \in \mathbb{N} \) be such that \( C = D_d[f] \) divides \( c \) in \( \mathcal{O}_K \). Since \( d \lambda_d \in \mathcal{O}_K \), we may choose
\[
c = 2^{\frac{d(d-1)}{2}} |N_{K/\mathbb{Q}}(d \lambda_d)|.
\]
Then for \( k \) and \( s \in \mathbb{Z} \), one has
\[
f(k + ds) - f(k) \in c\mathcal{O}_K \subseteq C\mathcal{O}_K,
\]
because \( d \lambda_f \in \mathcal{O}_K[X] \).

Now, let \( N \in \mathcal{R} \), let \( \varepsilon, \varepsilon' \in \mu_K \) and let \( k \in \mathbb{Z} \). Let \( A = (\alpha_1, \ldots, \alpha_l) \) be such that \( N = A[f](0) \). Let \( s \in \mathbb{N} \) be such that \( k' = k + ds > l(A) = l \). Then it follows from Proposition 4.2 that
\[
N + (\varepsilon + \varepsilon')f(k') \in \mathcal{R}.
\]
Moreover, one has
\[
(f(k) - f(k')) \in C\mathcal{O}_K,
\]
and hence
\[
N + (\varepsilon + \varepsilon')f(k) \in \mathcal{R} + C\mathcal{O}_K.
\]

Note that in Proposition 4.3 we no longer have the condition \( k > \lambda(N) \) of Proposition 4.2, but we no longer have the inclusion in \( \mathcal{R} \). In order to be able to use the inclusion
\[
\mathcal{R} + C\mathbb{Z}[\mu_K] \subseteq \mathcal{R},
\]
of Proposition 4.1, we shall assume that
\[
\mathbb{Z}[\mu_K] = \mathcal{O}_K.
\]
This last equality is obviously equivalent to: \( K \) being a cyclotomic field. This will be our hypothesis.

5. Cycloptic Fields

From now on, we assume that \( K \) is a cyclotomic field, that is, \( \mathcal{O}_K = \mathbb{Z}[\mu_K] \) (including the case \( K = \mathbb{Q} \)).

Lemma 5.1. Assume \( \mathcal{O}_K = \mathbb{Z}[\mu_K] \). Then, for all \( \varepsilon, \varepsilon' \in \mu_K \) and for all \( x \in \mathbb{Z}[\mu_K] \cdot f(\mathbb{Z}) \), one has
\[
\mathcal{R} + (\varepsilon + \varepsilon')x \subseteq \mathcal{R}.
\]

Proof. This lemma extends [3, Lemme 2.3], where \( K = \mathbb{Q} \) and \( \varepsilon + \varepsilon' = \pm 2 \). It follows from Proposition 4.1 that
\[
\mathcal{R} + C\mathcal{O}_K \subseteq \mathcal{R}
\]
and, from Lemma 4.3, that for all \( \varepsilon, \varepsilon' \in \mu_K \) and for all \( k \in \mathbb{Z} \)
\[(*)\]
\[
\mathcal{R} + (\varepsilon + \varepsilon')f(k) \subseteq \mathcal{R}.
\]

Let \( x \in \mathbb{Z}[\mu_K] \cdot f(\mathbb{Z}) \). Proposition 5.1 shows that
\[
x = \sum_{k=0}^{d} u_k f(k), \quad \text{where} \quad u_k \in \mathbb{Z}[\mu_K].
\]
Writing
\[
u_k = \sum_{i} m_{i,k} \varepsilon_{i,k}, \quad \text{where} \quad m_{i,k} \in \mathbb{N} \text{ and } \varepsilon_{i,k} \in \mu_K,
\]
we have

$$(\varepsilon + \varepsilon')x = \sum_{i,k} m_{i,k}(\varepsilon\varepsilon_{i,k} + \varepsilon'\varepsilon_{i,k})f(k).$$

Using the containment (*), we see that

$$\mathcal{R} + (\varepsilon + \varepsilon')x \subseteq \mathcal{R}.$$

\[\square\]

**Remark 5.2.** The previous lemma doesn’t say that

$$\mathcal{R} + \mathbb{Z}[\mu_K] \cdot f(\mathbb{Z}) \subseteq \mathcal{R}.$$ It essentially says that

$$\mathcal{R} + \sum_i m_i\varepsilon_i f(k) \subseteq \mathcal{R} \quad (k \in \mathbb{Z}, m_i \in \mathbb{Z}, \varepsilon_i \in \mu_K)$$

when $\sum_i m_i$ is even (see Proposition 4.2). We are going to show how this condition may be dropped in the cyclotomic case.

**Theorem 5.3.** Let $K$ be a cyclotomic field. Denote by $\mathcal{O}_K$ the ring of integers of $K$ and by $\mu_K$ the group of roots of unity of $K$. Let $f$ be a polynomial of $K[X]$ with degree $d$ such that $f(\mathbb{Z}) \subseteq \mathcal{O}_K$. Let

$$\mathcal{R} = \mathcal{R}_K(f) = \left\{ N \in \mathcal{O}_K \mid N = \sum_{j=1}^l \varepsilon_j f(j) \text{ with } \varepsilon_j \in \mu_K \right\}.$$

Then:

1. $\mathcal{R}$ is equal to the ideal of $\mathcal{O}_K$ generated by the values of $f$ on $\mathbb{Z}$.
2. $\mathcal{R} = \mathcal{O}_K$ if and only if the ideal generated by the set \{f(0), f(1), \ldots, f(d)\} is the ring $\mathcal{O}_K$.

**Proof.** Denote by $(f(\mathbb{Z}))$ the ideal of $\mathcal{O}_K$ generated by the values of $f$ on $\mathbb{Z}$ (here $(f(\mathbb{Z})) = \mathbb{Z}[\mu_K] \cdot f(\mathbb{Z})$). Let $K = \mathbb{Q}(\zeta)$, where $\zeta$ is a primitive $m$-th root of unity.

1. Obviously, $\mathcal{R} \subseteq (f(\mathbb{Z}))$. Conversely, if $m$ is odd, then

$$1 = -(\zeta + \zeta^2 + \cdots + \zeta^{m-1}),$$

and it follows from Lemma 5.1 that $\mathcal{R} + (f(\mathbb{Z})) \subseteq \mathcal{R}$. In particular, $(f(\mathbb{Z})) \subseteq \mathcal{R}$ since $0 \in \mathcal{R}$, and hence $\mathcal{R} = (f(\mathbb{Z}))$.

If $m$ is divisible by an odd number $m' > 1$, then, considering $\xi = \zeta^{m/m'}$, we have

$$1 = -(\xi + \xi^2 + \cdots + \xi^{m'-1}),$$

and we may also conclude.

There remains the case when $m$ is a power of 2. First recall, from Lemma 5.1, that

$$\mathcal{R} + (1 - \zeta)(f(\mathbb{Z})) \subseteq \mathcal{R} \quad \text{and} \quad (1 - \zeta)(f(\mathbb{Z})) \subseteq \mathcal{R}.$$

One knows that

$$N_{K/\mathbb{Q}}(1 - \zeta) = 2.$$

Consequently, the element $1 - \zeta$ is not invertible in $\mathcal{O}_K$, and hence

$$(1 - \zeta)(f(\mathbb{Z})) \neq (f(\mathbb{Z})).$$
Moreover,
\[ \text{Card} \left( (f(\mathbb{Z}))/((1-\zeta)(f(\mathbb{Z}))) \right) = N(1-\zeta) = 2 \]
implies that \((f(\mathbb{Z}))\) contains exactly two classes modulo \((1-\zeta)(f(\mathbb{Z})))\).

Since \((1-\zeta)(f(\mathbb{Z}))) \neq (f(\mathbb{Z}))\), there is a smallest integer \(j \geq 1\) such that \(f(j) \notin (1-\zeta)(f(\mathbb{Z})))\). Let \(N_\ast = f(1) + f(2) + \cdots + f(j)\). Then, \(N_\ast \in \mathcal{R}\) and \(N_\ast \notin (1-\zeta)(f(\mathbb{Z})))\). Thus, \(\mathcal{R}\) contains two distinct classes modulo \((1-\zeta)(f(\mathbb{Z})))\), and hence is equal to \((f(\mathbb{Z})))\).

(2) The second assertion results from the first one and from Proposition 3.1.

When \(K = \mathbb{Q}\), the original result of Yu [10, Theorem] seems to be stronger, but Theorem 5.3 may be easily written in a more general form:

**Corollary 5.4.** With the hypotheses and notation of Theorem 5.3, assume that \((f(\mathbb{Z})) = \mathcal{O}_K\). Then, for every fixed integer \(m\), each element \(N\) of \(\mathcal{O}_K\) may be written in the following way:
\[ N = \sum_{k=1}^{m+1} \varepsilon_k f(k), \quad \text{where} \quad \varepsilon_k \in \mu_K, \quad \text{and} \quad l \in \mathbb{N} \]
(\(l\) depends on \(K, f, N\) and \(m\)).

**Proof.** Let \(g(X) = f(X + m)\). Then \((g(\mathbb{Z})) = (f(\mathbb{Z})) = \mathcal{O}_K\), and it follows from Theorem 5.3 that there exist \(l \in \mathbb{N}\) and \(\varepsilon_k \in \mu_K (k = 1, \ldots, l)\) such that
\[ N = \sum_{k=1}^{l} \varepsilon_k g(k) = \sum_{k=1}^{l} \varepsilon_k f(k + m) = \sum_{k=m+1}^{m+l} \varepsilon_k f(k). \]

\[ \Box \]

6. AN UPPER BOUND FOR \(\lambda(N)\)

In [2, §4], Bleicher shows that \(\lambda(N)\), the least integer \(l\) such that
\[ N = \sum_{k=1}^{l} \pm k^d \quad (N \in \mathbb{N}), \]
is less than
\[ AN^{\frac{d+1}{d}} + B \]
for some constants \(A\) and \(B\) only depending on the exponent \(d\). On the other hand, in a concluding remark, Yu [10] says that it seems more difficult to estimate this minimal value \(\lambda(N)\) in the case of integer-valued polynomials. Nevertheless, we are going to give an upper bound for \(\lambda(N)\) even in the general case of cyclotomic fields and for integer-valued polynomials.

**Theorem 6.1.** Let \(K = \mathbb{Q}(\zeta)\) be a cyclotomic field, where \(\zeta\) is a primitive \(m\)-th root of unity (\(m\) is odd or divisible by 4). Let
\[ f(X) = \sum_{i=0}^{d} a_i X^i \in K[X] \quad \text{with} \quad a_d \neq 0, \quad \text{and then} \quad \deg(f) = d. \]
Assume that the values of \( f \) on \( \mathbb{Z} \) belong to the ring of integers \( \mathcal{O}_K \) and that the ideal generated by these values is \( \mathcal{O}_K \) itself. For each \( N \in \mathcal{O}_K \), denote by \( \lambda(N) \) the least integer \( l \) such that
\[
N = \sum_{k=1}^{l} \varepsilon_k f(k), \quad \text{where} \quad \varepsilon_k \in \mu_K \quad (k = 1, \ldots, l).
\]
Then there are two effective constants \( A = A_K(f) \) and \( B = B_K(f) \), only depending on \( K \) and \( f \), such that
\[
\lambda(N) \leq A \tilde{N} + B,
\]
where, for each \( x \in K \),
\[
\tilde{x} = \max_{\sigma \in \text{Gal}(K/\mathbb{Q})} |\sigma(x)|.
\]
More precisely, we may choose
\[
A = 2 \frac{d^{(3d-2)}}{d!} \varphi(m)^{2} \alpha \beta \gamma
\]
and
\[
B = A \nu(N) + \Lambda(N),
\]
where \( \varphi \) denotes Euler’s function and \( \Phi_m \) the \( m \)-th cyclotomic polynomial,
\[
\alpha = \frac{1}{\delta_d}, \quad \Phi_m(X) = \sum_{j=0}^{\varphi(m)} \beta_j X^j, \quad \beta = \sum_{j=0}^{\varphi(m)-1} |\beta_j|, \quad \gamma = \frac{1}{\Phi'_m(\zeta)},
\]
\( N \) denotes a subset of \( \mathcal{O}_K \) containing at least one representative of the classes of \( \mathcal{O}_K \) modulo \( C \), with
\[
C = C_K(f) = (-1)^d d! 2^{\frac{d(d-1)}{2}} \delta_d,
\]
and where the constants
\[
\nu(N) = \max \{ \tilde{N} \mid N \in \mathcal{N} \}
\]
and
\[
\Lambda(\mathcal{N}) = \max \{ \lambda(N) \mid N \in \mathcal{N} \}
\]
are bounded in Propositions 6.3 and 7.1 below.

We begin with two technical lemmas.

**Lemma 6.2.** Let \( N \) and \( N_0 \) in \( \mathcal{O}_K \) be such that
\[
N = N_0 + \left( \sum_{i=1}^{s} n_i \varepsilon_i \right) C \quad \text{with} \quad n_i \in \mathbb{Z}, \varepsilon_i \in \mu_K.
\]
Then,
\[
\lambda(N) \leq \lambda(N_0) + \left( \sum_{i=1}^{s} |n_i| \right) 2d.
\]

**Proof.** The case when \( N = N_0 + \varepsilon C \) is a straightforward consequence of Proposition 4.1. We obtain the general case by iteration. \( \square \)
Lemma 6.3. There is a constant $E = E_K$, only depending on $K$, such that, for every
\[ x = \sum_{0 \leq i < \varphi(m)} x_i \zeta^i \in \mathcal{O}_K \quad (x_i \in \mathbb{Z}), \]
one has
\[ |x_i| \leq E \bar{x} \quad (0 \leq i < \varphi(m)). \]

One may choose
\[ E = E_K = \varphi(m) \beta \gamma. \]

Proof. Denote by $\kappa_0, \kappa_1, \ldots, \kappa_{\varphi(m) - 1}$ the dual basis of the basis $1, \zeta, \ldots, \zeta^{\varphi(m) - 1}$ of $K$ over $\mathbb{Q}$ with respect to the trace. Then, for $0 \leq i < \varphi(m)$, one has
\[ x_i = \text{tr}_{K/\mathbb{Q}}(x \kappa_i) = \sum_{\sigma \in G} \sigma(x) \sigma(\kappa_i), \]
where $G = \text{Gal}(K/\mathbb{Q})$. Thus,
\[ |x_i| \leq \bar{x} \sum_{\sigma \in G} |\sigma(\kappa_i)|. \]

It suffices to choose a constant $E$ that is greater than
\[ \max_{0 \leq i < \varphi(m)} \left( \sum_{\sigma \in G} |\sigma(\kappa_i)| \right). \]

One knows that the $\kappa_i$’s are characterized by
\[ \sum_{0 \leq i < \varphi(m)} \kappa_i X^i = \prod_{k \neq 1, (k, m) = 1} \frac{X - \zeta^k}{\zeta - \zeta^k} \]
(see for instance [7, Proposition B03]). Since
\[ \prod_{k \neq 1, (k, m) = 1} (\zeta - \zeta^k) = \Phi_m'(\zeta), \]
one has
\[ \Phi_m'(\zeta) \times \sum_i \kappa_i X^i = \frac{\Phi_m(X)}{X - \zeta} = -\zeta^{-1} \Phi_m(X) \left( \sum_{k \geq 0} \zeta^{-k} X^k \right), \]
and hence
\[ |\Phi_m'(\zeta)| |\kappa_i| = \left| \sum_{j=0}^{i} \beta_j \zeta^{i-j} \right|, \quad \text{where} \quad \Phi_m(X) = \sum_{j=0}^{\varphi(m)} \beta_j X^j. \]

Consequently, for every $\sigma \in G$ and every $i \in \{0, 1, \ldots, \varphi(m) - 1\}$,
\[ |\Phi_m'(\sigma(\zeta))| |\sigma(\kappa_i)| \leq \sum_{j=0}^{i} |\beta_j|, \]
and hence
\[ |\sigma(\kappa_i)| \leq \beta \frac{1}{\min_{\sigma} |\sigma(\Phi_m'(\zeta))|}, \quad \text{where} \quad \beta = \sum_{j=0}^{\varphi(m)-1} |\beta_j|. \]
Let
\[ \gamma = \frac{1}{\min_{\sigma} \left| \sigma \left( \Phi_m^*(\zeta) \right) \right|} = \max_{\sigma} \frac{1}{\left| \sigma \left( \Phi_m^*(\zeta) \right) \right|} = \frac{1}{\Phi_m^*(\zeta)}. \]

Finally,
\[ \max_{0 \leq i < \varphi(m)} \left( \sum_{\sigma \in G} \left| \sigma(\kappa_i) \right| \right) \leq \varphi(m) \beta \gamma. \]

**Remarks 6.4.** (1) Clearly,
\[ 1 + \beta = \sum_{j=0}^{\varphi(m)} |\beta_j| \leq 2^{\varphi(m)}. \]

Recall also Bateman’s results on the coefficients of cyclotomic polynomials \([1]\):
\[ 1 + \beta \leq m\frac{d(m)}{2}, \]
where \(d(m)\) denotes the number of divisors of \(m\).

(2) Note also the following obvious inequality:
\[ \gamma = \frac{1}{\Phi_m^*(\zeta)} \leq \left( 2 \sin \frac{\pi}{m} \right)^{1-\varphi(m)}. \]

(3) When \(m = 2^n\), one has \(\Phi_{2^n}(X) = X^{2^{n-1}} + 1\) and \(\Phi'_{2^n}(\zeta) = -\frac{1}{\zeta} 2^{n-1}\). Then \(\beta = 1\) and \(\gamma = 2^{1-n}\), so that \(E = \varphi(2^n) \beta \gamma = 1\).

**Proof of Theorem 6.1** Let \(\mathcal{N}\) be a finite subset of \(\mathcal{O}_K\) such that \(\mathcal{N}\) contains at least one representative of the classes of \(\mathcal{O}_K\) modulo \(C\). Then, for every fixed element \(N\) in \(\mathcal{O}_K\), there is at least one element \(N_0\) in \(\mathcal{N}\) and an element \(x\) in \(\mathcal{O}_K\) such that \(N - N_0 = Cx\).

For each \(\sigma \in G = \text{Gal}(K/\mathbb{Q})\),
\[ |\sigma(x)| \leq \frac{|\sigma(N)| + |\sigma(N_0)|}{|\sigma(C)|}, \]
and hence
\[ \bar{x} \leq (\bar{N} + \bar{N}_0) \frac{1}{C}. \]

Since \(\mathcal{O}_K = \mathbb{Z}[\zeta]\), the element \(x\) may be written in the following way:
\[ x = \sum_{0 \leq i < \varphi(m)} x_i \zeta^i \quad \text{with} \quad x_i \in \mathbb{Z}, \]
and Lemma 6.2 shows that
\[ \lambda(N) \leq \lambda(N_0) + 2^d \sum_{0 \leq i < \varphi(m)} |x_i|. \]

On the other hand, it follows from Lemma 6.3 that
\[ |x_i| \leq E (\bar{N} + \bar{N}_0) \frac{1}{C}. \]

Consequently,
\[ \lambda(N) \leq \lambda(N_0) + 2^d \varphi(m) E (\bar{N} + \bar{N}_0) \frac{1}{C}. \]
Replacing $e$ by $\varphi(m)\beta\gamma$, we obtain
\[ \lambda(N) \leq \lambda(N_0) + A(\bar{N} + \bar{N}_0) \]
with
\[ A = \frac{2^{d(d-1)/2}}{d!} \varphi(m)^2 \alpha \beta \gamma. \]
Finally,
\[ \lambda(N) \leq \Lambda(N) + A(\bar{N} + \nu(N)), \]
where
\[ \nu(N) = \max \{ \bar{N}_0 \mid N_0 \in \mathcal{N} \} \]
and
\[ \Lambda(N) = \max \{ \lambda(N_0) \mid N_0 \in \mathcal{N} \}. \]
We then may choose
\[ B = A \nu(N) + \Lambda(N). \]
The constant $A$ is well defined. To prove the effectiveness of $B$, we have to give upper bounds for $\nu(N)$ and $\Lambda(N)$ for some choice of $\mathcal{N}$. This is done in Propositions 6.5 and 7.1 below.

A choice for $\mathcal{N}$. Let
\[ c = c_K(f) = 2^{d(d-1)/2} (d!)^{\varphi(m)} |N_{K/\mathbb{Q}}(a_d)|. \]
Note that $c \in \mathbb{N}$ and $C$ divides $c$ in $\mathcal{O}_K$. Then let
\[ \mathcal{N} = \left\{ N = \sum_{0 \leq i < \varphi(m)} n_i \zeta^i \mid n_i \in \mathbb{Z}, -\frac{c}{2} < n_i \leq \frac{c}{2} \right\}. \]
For every $N = \sum_i n_i \zeta^i \in \mathcal{O}_K$ and for $0 \leq i < \varphi(m)$, let $n_i^0 \in \mathbb{Z}$ be such that $n_i \equiv n_i^0 \pmod{m}$ and $-\frac{c}{2} < n_i^0 \leq \frac{c}{2}$. Then $N_0 = \sum_i n_i^0 \zeta^i \in \mathcal{N}$, and $c$ divides $N - N_0$; a fortiori $C$ divides $N - N_0$.

**Proposition 6.5.** With the previous choice for $\mathcal{N}$, one has
\[ \nu(\mathcal{N}) = \max \{ \bar{N} \mid N \in \mathcal{N} \} \leq (d!)^{\varphi(m)} 2^{d(d-1)/2-1} \varphi(m) |N_{K/\mathbb{Q}}(a_d)|. \]

**Proof.** Of course, for every $N_0 = \sum_i n_i^0 \zeta^i \in \mathcal{N}$, one has
\[ \bar{N}_0 \leq \sum_i |n_i^0| \leq \frac{c}{2} \varphi(m), \]
since every $\sigma(N_0)$ is of the form
\[ \sum_i n_i^0 \sigma(\zeta)^i = \sum_i n_i^0 \zeta^{ik}, \]
where $k$ is prime to $m$. Let
\[ \nu_K(f) = \frac{c}{2} \varphi(m) = (d!)^{\varphi(m)} 2^{d(d-1)/2-1} \varphi(m) |N_{K/\mathbb{Q}}(a_d)|. \]
Then, for each $N_0 \in \mathcal{N}$, $\bar{N}_0 \leq \nu_K(f)$. \qed
Remarks 6.6. (1) Note that, with this choice for \( N \) and this bound for \( \nu(N) \), one has
\[
B = 2^{d-1} (d!)^{\varphi(m)-1} \varphi(m)^3 \alpha \beta \gamma |N_{K/Q}(a_d)| + \Lambda(N).
\]
(2) In the case when \( a_d \in \mathbb{Q} \), one has \( \alpha = \frac{1}{|a_d|} \) and one may choose\[ c = 2 \frac{d(d-1)}{2} d! a_d.
\]
Consequently,
\[
B = 2^{d-1} \varphi(m)^3 \beta \gamma + \Lambda(N).
\]
(3) If \( K = \mathbb{Q} \), then \( m = \beta = \gamma = \varphi(m) = 1 \),
\[
A = 2 \frac{d(3-d)}{2} d! a_d \quad \text{and} \quad B = 2^{d-1} + \Lambda(N).
\]
It remains to give an effective bound for \( \Lambda(N) \). This is done in Proposition 7.1 in the next section.

7. An upper bound for \( \Lambda(N) \)

Notation 7.0. Recall that
\[
\Lambda(N) = \max \{ \lambda(N) \mid N \in \mathcal{N} \},
\]
where
\[
\mathcal{N} = \left\{ N = \sum_{0 \leq i < \varphi(m)} n_i \zeta^i \mid n_i \in \mathbb{Z}, \quad \frac{c}{2} < n_i \leq \frac{c}{2} \right\}
\]
and
\[
c = c_k(f) = (d!)^{\varphi(m)} 2^{\frac{d(d-1)}{2}} |N_{K/Q}(a_k)|.
\]
Let \( v_0, \ldots, v_d \in \mathcal{O}_K \) be such that
\[
\sum_{k=0}^d v_k f(k) = 1
\]
(it follows from Proposition 3.1 that \( f(0), \ldots, f(d) \) generate the ideal \( \mathcal{O}_K \)), and let \( V = V_K(f) = \max \{ v_k \mid 0 \leq k \leq d \} \).

Denote by \( \tilde{f} \) the polynomial
\[
\tilde{f}(X) = \sum_{i=0}^d \tilde{a}_i X^i
\]
and let
\[
F = \sum_{k=1}^{d+1} \tilde{f}(k).
\]
If \( m \) is not a power of 2, we denote by \( m' \) the least odd divisor \( \geq 3 \) of \( m \), we let
\[
\delta(m) = \frac{m' - 1}{2},
\]
and we put
\[
\omega(m) = \left[ (d+1) \varphi(m)^3 \delta(m) \beta \gamma V \frac{c}{2} \right].
\]
If \( m = 2^n \), we let
\[
\delta(1) = \frac{1}{2}, \quad \delta(m) = \frac{1}{2 \sin \frac{\pi}{m}} \quad \text{for } m \geq 4,
\]
and
\[
\omega(2^n) = [(d + 1) \, 2^{n-1} \, \delta(2^n) \, V \, (2^{n-2} + F)].
\]

**Proposition 7.1.** With the hypotheses of Theorem 5.3 and Notation 7.0, one has
\[
\Lambda(N) \leq \lambda_{\omega(m)},
\]
where \( \lambda_{\omega(m)} \) is defined by
\[
\lambda_0 = 2^{d+1} \quad \text{and} \quad \lambda_{k+1} = h(\lambda_k),
\]
h denoting the polynomial
\[
h(X) = 2 \, d! \, c + X + G \, f(X + d! c)
\]
with
\[
G = \frac{2^{(d+1)/(d-1)}}{d!} \, \varphi(m)^2 \alpha \beta \gamma.
\]

We first need several technical lemmas.

**Lemma 7.2.** If \( m \) is not a power of 2, then every \( N \in \mathcal{O}_K \) may be written in the following form:
\[
N = \sum_{i \in I} (\varepsilon_i + \varepsilon'_i) f(k_i) \quad \text{with} \quad \varepsilon_i, \varepsilon'_i \in \mu_K, k_i \in \mathbb{N},
\]
with
\[
\text{Card}(I) \leq (d + 1) \times \varphi(m)^2 \times \delta(m) \times \beta \times \gamma \times V \times N.
\]

**Proof.** Obviously,
\[
N = \sum_{k=0}^{d} N v_k f(k).
\]
Let us write
\[
N v_k = \sum_{0 \leq j < \varphi(m)} w_{k,j} \zeta^j \quad (w_{k,j} \in \mathbb{Z}).
\]
Then
\[
N = \sum_{k=0}^{d} \left( \sum_{0 \leq j < \varphi(m)} w_{k,j} \zeta^j \right) f(k).
\]
As already noticed in the proof of Theorem 5.3, the element \( \xi = \frac{m}{m'} \) satisfies
\[
\sum_{i=1}^{m'-1} \xi^i = -1.
\]
Consequently,
\[
N = \sum_{k=0}^{d} \left( \sum_{0 \leq j < \varphi(m)} w_{k,j} \zeta^j \left( - \sum_{i=1}^{\delta(m)} \xi^i (1 + \xi^{\delta(m)}) \right) \right) f(k),
\]
and then
\[ N = \sum_{k=0}^{d} \left( \sum_{0 \leq j < \varphi(m)} n_{k,j} \sum_{i=1}^{\delta(m)} (\varepsilon_{i,j,k} + \varepsilon'_{i,j,k}) \right) f(k), \]

where \( \varepsilon_{i,j,k}, \varepsilon'_{i,j,k} \in \mu_K \) and \( n_{k,j} \in \mathbb{N} \). It follows from Lemma 6.3 that
\[ n_{k,j} = |w_{k,j}| \leq E \times \tilde{N} v_k \leq E \times \tilde{v}_k \times \tilde{N} \leq E \times V \times \tilde{N} = \varphi(m) \beta \gamma V \tilde{N}. \]

\[ \square \]

**Lemma 7.3.** If \( m \) is a power of 2, then every \( N \in \mathcal{O}_K \) may be written in the following form:
\[ N = N_0 + \sum_{i \in I} (\varepsilon_i + \varepsilon'_i) f(k_i), \]
where \( \varepsilon_i, \varepsilon'_i \in \mu_K, k_i \in \mathbb{N} \),

with
\[ N_0 = 0 \text{ or } N_0 = \sum_{k=1}^{k_0} f(k) \text{ for some } k_0 \leq d + 1 \]
and
\[ \text{Card}(I) \leq (d + 1) \times \varphi(m) \times \delta(m) \times V \times (\tilde{N} + F). \]

**Proof.** As seen in the proof of Theorem 5.3, there exists a least integer \( k_0 \) (1 \( \leq k_0 \leq d + 1 \)) such that \( f(k_0) \not\in (1 - \zeta)\mathcal{O}_K \), and then such that
\[ N_0 = \sum_{k=1}^{k_0} f(k) \not\in (1 - \zeta)\mathcal{O}_K. \]

We also know that every \( N \in \mathcal{O}_K \) is of the form
\[ N = N_0 + (1 - \zeta)N_1 \quad \text{with} \quad N_0 = 0 \text{ or } N_0 \text{ and } N_1 \in \mathcal{O}_K. \]

As for the previous lemma, we may write
\[ N_1 = \sum_{k=0}^{d} N_1 v_k f(k) = \sum_{k=0}^{d} \left( \sum_{0 \leq j < \varphi(m)} w_{k,j} \zeta^j \right) f(k). \]

Thus
\[ N - N_0 = (1 - \zeta)N_1 = \sum_{k=0}^{d} \left( \sum_{0 \leq j < \varphi(m)} n_{k,j} (\varepsilon_{k,j} + \varepsilon'_{k,j}) \right) f(k), \]

with \( n_{k,j} \in \mathbb{N}, \varepsilon_{k,j}, \varepsilon'_{k,j} \in \mu_K \) and
\[ n_{k,j} = |w_{k,j}| \leq E \tilde{N}_1 v_k \leq E \tilde{v}_k \leq E \times (\tilde{N} + \tilde{N}_1) \times \frac{\tilde{v}_k}{1 - \zeta}. \]

We may conclude, since
\[ E = 1, \quad \tilde{N}_1 \leq \sum_{k=1}^{d+1} \tilde{f}(k) = F, \]
and
\[ \min_{\sigma \in G} |1 - \sigma(\zeta)| = 2 \sin \frac{\pi}{m} = \delta(m)^{-1}. \]

\[ \square \]
Lemma 7.4. Let \( N \in \mathcal{O}_K \) and \( k \in \mathbb{N} \) be such that \( k > \lambda(N) \). Then, for all \( \varepsilon, \varepsilon' \in \mu_K \),
\[
\lambda(N + (\varepsilon + \varepsilon')f(k)) \leq \lambda(N) + 2\max(2^d, k - \lambda(N)).
\]

**Proof.** The proof of Proposition 7.2 shows that, if \( N = A[f](0) \) where \( l(A) = \lambda(N) \), then \( N + (\varepsilon + \varepsilon')f(k) = B[f](0) \) for some \( B \) such that \( l(B) = l(A) + 2^m \) with \( m > d \) and \( k \leq 2^m + l(A) \). The least integer \( m \) is \( \max(d + 1, \lceil \log_2(k - \lambda(N)) \rceil) \), and hence
\[
2^m \leq 2\max(2^d, k - \lambda(N)).
\]

\( \square \)

Lemma 7.5. For all \( N \in \mathcal{O}_K, \varepsilon, \varepsilon' \in \mu_K, \) and \( k \in \mathbb{N} \),
\[
\lambda(N + (\varepsilon + \varepsilon')f(k)) \leq h(\lambda(N)),
\]
where \( h \) is the following polynomial of degree \( d \):
\[
h(X) = 2d!c + X + G\tilde{f}(X + d!c)
\]
with
\[
G = \frac{2^{d+1}(4-d)}{d!} \varphi(m)^2 \alpha \beta \gamma.
\]

**Proof.** Let \( k' \in \mathbb{N} \) be such that \( k' - k \in d!\mathbb{Z} \) and \( k' > \lambda(N) \). One may choose \( k' \) in \( [\lambda(N), \lambda(N) + d!c] \). Then it follows from Lemma 7.3 that\[
\lambda(N + (\varepsilon + \varepsilon')f(k')) \leq \lambda(N) + 2\max(2^d, d!c) = \lambda(N) + 2d!c.
\]

On the other hand,
\[
(\varepsilon + \varepsilon')(f(k') - f(k)) = Cy, \quad \text{where} \quad y \in \mathcal{O}_K.
\]

Obviously,
\[
\tilde{y} \leq 2 \frac{1}{C} (\tilde{f}(k) + \tilde{f}(k')) \leq 4 \frac{1}{C} \tilde{f}(\lambda(N) + d!c).
\]

Writing \( y = \sum_{0 \leq i < \varphi(m)} y_i \xi^i \), we see from Lemma 6.2 that
\[
|y_i| \leq 4E \frac{1}{C} \tilde{f}(\lambda(N) + d!c).
\]

Then,
\[
N + (\varepsilon + \varepsilon')f(k) = N + (\varepsilon + \varepsilon')f(k') + (\varepsilon + \varepsilon')(f(k) - f(k'))
\]
implies that
\[
\lambda(N + (\varepsilon + \varepsilon')f(k)) \leq \lambda(N) + 2d!c + 2^d \sum_{0 \leq i < \varphi(m)} |y_i|
\]
\[
\leq \lambda(N) + 2d!c + 2^{d+2} \varphi(m) \times E \times \frac{1}{C} \times \tilde{f}(\lambda(N) + d!c).
\]

To conclude, it suffices to use the values for \( E \) and \( C \). \( \square \)

**Proof of Proposition 7.1.** Let \( N \in \mathcal{N} \); then \( \tilde{N} \leq \frac{\varphi(m)}{4} \varphi(m) \). We first consider the case when \( m \) is not a power of 2. Lemma 7.2 shows that it suffices to use Lemma 7.5 Card(\( I \)) times starting with \( N = 0 \) and \( \lambda(0) \leq 2^{d+1} \). We have
\[
\text{Card}(I) \leq (d + 1) \varphi(m)^2 \delta(m) \beta \gamma \times V \times \tilde{N}
\]
\[
\leq (d + 1) \varphi(m)^3 \delta(m) \beta \gamma V \times \frac{C}{2}.
\]
that is,

\[ \text{Card}(I) \leq \omega(m). \]

Consider the increasing sequence \( \{ \lambda_n \}_{n \in \mathbb{N}} \) defined inductively by

\[ \lambda_0 = 2^{d+1} \quad \text{and} \quad \lambda_{n+1} = h(\lambda_n). \]

Then,

\[ \Lambda(N) \leq \lambda_{\omega(m)}. \]

Assume now that \( m \) is a power of 2. Lemma 7.3 shows that it suffices to use Lemma 7.3 \( \text{Card}(I) \) times starting with \( N = 0 \) or \( N = N_* \) and \( \lambda(0) \leq 2^{d+1} \) or \( \lambda(N_*) \leq d + 1 \). We have

\[
\text{Card}(I) \leq (d + 1) \varphi(m) \delta(m) V \times (N + F)
\leq (d + 1) \varphi(m) \delta(m) V \times \left( \frac{2^e \varphi(m)}{2} + F \right),
\]

that is,

\[ \text{Card}(I) \leq \omega(m). \]

The conclusion is the same because we still start with \( \lambda_0 = \max(2^{d+1}, d + 1) = 2^{d+1}. \)

\[ \square \]

Remark 7.6. The bounds that we obtained are very large, especially those given for \( \Lambda(N) \). But, as seen in Remarks 6.6 one may find better bounds when one considers specific polynomials. In particular, if there exists \( k \in \{0, 1, \ldots, d\} \) such that \( f(k) = 1 \), then 1 may replace \( V \) and \( d + 1 \) in Lemmas 7.2 and 7.3 for the upper bound of \( \text{Card}(I) \).

For instance, assume that \( K = \mathbb{Q} \) and that \( f(x) \) is the binomial polynomial

\[ \binom{X}{d} = \frac{X(X - 1) \cdots (X - d + 1)}{d!}. \]

Then \( a_d = \frac{1}{d!} \), \( c = |C| = 2^{d+1} \cdot \varphi(d) \), \( \delta(1) = \frac{1}{2} \), \( V = 1 \), \( 1 - \zeta = 2 \), \( N_0 \) is \( f(0) = 0 \) or \( f(d) = 1 \), and \( F \) may be replaced by \( d \), so that \( \text{Card}(I) \leq \frac{1}{2} (|N| + d) \) with \( |N| \leq \frac{1}{2} \).

In the particular case when \( d = 2 \) we have \( c = 2 \), \( N = \{0, 1\} \), \( \Lambda(N) = 3 \) and

\[ \lambda_Q \left( \frac{X(X - 1)}{2}, N \right) \leq 2|N| + 5. \]
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