COMPLETE SECOND ORDER LINEAR DIFFERENTIAL OPERATOR EQUATIONS IN HILBERT SPACE AND APPLICATIONS IN HYDRODYNAMICS

N. D. KOPACHEVSKY, R. MENNICKEN, JU. S. PASHKOVA, AND C. TRETTER

ABSTRACT. We study the Cauchy problem for a complete second order linear differential operator equation in a Hilbert space $H$ of the form

$$\frac{d^2 u}{dt^2} + (F + iK)\frac{du}{dt} + Bu = f, \quad u(0) = u_0, \quad u'(0) = u_1.$$ 

Problems of this kind arise, e.g., in hydrodynamics where the coefficients $F$, $K$, and $B$ are unbounded selfadjoint operators. It is assumed that $F$ is the dominating operator in the Cauchy problem above, i.e.,

$$\mathcal{D}(F) \subset \mathcal{D}(B), \quad \mathcal{D}(F) \subset \mathcal{D}(K).$$

We also suppose that $F$ and $B$ are bounded from below, but the operator coefficients are not assumed to commute. The main results concern the existence of strong solutions to the stated Cauchy problem and applications of these results to the Cauchy problem associated with small motions of some hydrodynamical systems.

1. INTRODUCTION

Cauchy problems of the form

$$\frac{d^2 u}{dt^2} + (F + iK)\frac{du}{dt} + Bu = f, \quad u(0) = u_0, \quad u'(0) = u_1,$$

arise for example in the study of small motions of hydrodynamical systems. There $u$ represents the displacement of the given system from its equilibrium and $f$ is a small field of external forces. The operator coefficients in (1.1) and the assumptions on them have direct physical meaning. The operator $F$ is the operator of energy dissipation and therefore $F \geq 0$. In some special cases, e.g., for the Navier–Stokes equations describing the motion of a viscous fluid, $F$ is even a strongly positive operator. The operator $K$ is the Coriolis operator, which takes into account the influence of Coriolis forces when the system rotates near some fixed axis with constant angular velocity. Since the Coriolis forces do not generate work, $K$ is usually a bounded selfadjoint operator. The operator $B$ represents the potential energy...
operator and is thus selfadjoint and in general unbounded. If the system under consideration is statically stable in linear approximation, then $B$ is nonnegative. The role of the operator of kinetic energy is played by the identity operator $I$ (as the coefficient of the second derivative in (1.1)).

Abstract Cauchy problems (1.1) for complete second order linear differential operator equations in a Hilbert space $H$ have been studied since the sixties using two approaches. The first one uses the theory of semigroups of linear operators acting in Banach or Hilbert spaces. Here we only mention the classical results of E. Hille and R. S. Phillips [HP] and subsequent investigations of S. G. Krein [K2] (see also the monographs of M. A. Krasonoselskii, P. P. Zabrejko, E. I. Pustyl’nik, and P. E. Sobolevsky [KZPP], S. G. Krein and M. I. Hazan [KH], D. Goldstein [Ga], and the bibliographies therein).

The second approach is based on the application of so-called operator cosine-functions for incomplete linear differential operator equations of second order. Here we refer to the papers of M. Sowa [S1, S2], and to the monographs of H. O. Fattorini [F] and V. I. Gorbachuk and M. L. Gorbachuk [GG]. Complete differential operator equations in Banach spaces with commuting operator coefficients were investigated by V. K. Ivanov, A. I. Mel’nikova, and A. I. Filinkov [IMF].

The new approach used in the present paper is to transform the second order linear differential operator equation (1.1) into a system of two first order linear differential operator equations. This system can be written as a first order linear differential operator equation where the coefficients are $2 \times 2$ block operator matrices in a product of Hilbert spaces $H = H_1 \oplus H_2$ with unbounded entries, which are in general not closed even when the entries are closed.

The theory of block operator matrices with unbounded entries has been a vital area of research over the last decade, motivated by applications from hydrodynamics, magnetohydrodynamics, and quantum mechanics. Contributions to this field are due to R. Nagel [N1, N2, N3], K.-J. Engel [En1, En2], F. V. Atkinson, H. Langer, R. Mennicken, A. A. Shkalikov [ALMS], V. M. Adamyan, H. Langer [AdL], A. Motovilov [M], V. M. Adamyan, H. Langer, R. Mennicken, J. Saurer [AdLMS], R. Mennicken, A. A. Shkalikov [MS], A. A. Shkalikov [S], A. Yu. Konstantinov [Kon], T. Ya. Azizov, N. D. Kopachevsky, L. D. Oriolova [AKO], H. Langer, C. Tretter [LT1, LT2], R. Mennicken, A. Motovilov [MM], V. Hardt, R. Mennicken, S. Naboko [HMN], R. Mennicken, S. Naboko, C. Tretter [MNT], T. Ya. Azizov, V. Hardt, N. D. Kopachevsky, R. Mennicken [AHKM], and others. In particular, it has been shown that under certain assumptions on the domains of the entries a block operator matrix has a closure, and in applications, e.g., from hydrodynamics or magnetohydrodynamics this closure corresponds to the underlying initial boundary value problem in a natural way.

By means of these block operator techniques we solve the problem of well-posedness of the Cauchy problem (1.1) with operator coefficients $F$ and $B$ which are bounded from below. In Section 2, we show that problem (1.1) can be reduced to a Cauchy problem

$$\begin{equation}
\frac{dy}{dt} + Ay = f, \quad y(0) = y^0,
\end{equation}$$

in the Hilbert space $H^2 := H \oplus H$ where $A$ is a closed block operator matrix. To this end, we first consider the case $F \gg 0$, $B \geq 0$ and $K$ bounded, then the case $F$, $B$ semibounded and $K$ bounded, and, finally, the most general case $F$, $B$ semibounded.
and $K$ unbounded. It turns out that in each case the constructed operator $A$ is accretive in $H^2$. This property enables us to investigate problem (1.2) using the theory of contractive semigroups (with $-A$ as a generator). In Section 3, we apply our results to S. G. Krein’s problem of small motions of a viscous fluid in an arbitrary open vessel [Kl], [KKn], [KL], [AKL], [Ga], [Ko].

2. The evolution problem

2.1. Statement of the evolution problem. In a separable Hilbert space $H$ we consider a Cauchy problem for a complete second order linear differential operator equation of the form

$$\frac{d^2u}{dt^2} + (F + 1K)\frac{du}{dt} + Bu = f, \quad u(0) = u^0, \quad u'(0) = u^1.$$  

Here the coefficients $F$, $K$, and $B$ are linear operators acting in $H$ such that

$$F = F^* \geq \gamma_F I \quad \text{for some } \gamma_F \in \mathbb{R},$$
$$K = K^*, \quad D(F) \subset D(K),$$
$$B = B^* \geq \gamma_B I \quad \text{for some } \gamma_B \in \mathbb{R}, \quad D(F) \subset D(B),$$

$f$ is a given function of $t$ with values in $H$, $u^0$, $u^1 \in H$ are given initial values, and $u$ is an unknown function of $t$ with values in $H$.

Definition 2.1. Let $T > 0$. A function $u$ is called a strong solution of the Cauchy problem (2.1) on the interval $[0, T]$ if $u(t) \in D(B)$, $du(t)/dt \in D(F)$ for all $t \in [0, T]$, the functions $Bu$, $F du/dt$, and $d^2u/dt^2$ belong to the space $C[0, T; H]$, and $u$ satisfies (2.1) on $[0, T]$.

Here and in the following, $C^k[0, T; H]$, $k \in \mathbb{N}_0$, denotes the space of all $k$-times continuously differentiable functions on $[0, T]$ with values in $H$, and we write $C^0[0, T; H]$ for $C^0[0, T; H]$.

It follows from the definition that for a strong solution $u$ of problem (2.1) we have

$$u(0) = u^0 \in D(B), \quad u'(0) = u^1 \in D(F).$$

2.2. Transformation to a Cauchy problem for a first order differential equation with block operator matrix coefficients. We begin by considering the special case

$$F \gg 0, \quad B \geq 0, \quad K \in \mathcal{L}(H),$$

where $\mathcal{L}(H)$ denotes the space of bounded linear operators in $H$.

Let the function $u$ be a strong solution of problem (2.1) on some interval $[0, T]$. Then the function $v$ given by

$$\frac{dv}{dt} = -1B^{1/2}u, \quad v(0) = 0,$$

belongs to $C^2[0, T; H]$ and

$$\frac{d^2v}{dt^2} = -1B^{1/2}\frac{du}{dt}, \quad v'(0) = -1B^{1/2}u^0.$$
Hence, with (2.7), (2.8), the Cauchy problem (2.1) can be written as a Cauchy problem of the form

\[ \frac{d^2}{dt^2} \begin{pmatrix} u \\ v \end{pmatrix} + \begin{pmatrix} F + iK \\ iB^{1/2} \\ 0 \end{pmatrix} \frac{d}{dt} \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} f \\ 0 \end{pmatrix}, \]

(2.9)

\[ u(0) = u^0, \; u'(0) = u^1, \; v(0) = 0, \; v'(0) = -iB^{1/2}u^0. \]

Define the function \( y \) of \( t \) with values in \( \mathcal{H}^2 := \mathcal{H} \oplus \mathcal{H} \) by

\[ y = \left( \begin{array}{c} du \\ dv \\ \end{array} \right)^t, \]

where \( ^t \) denotes the transpose, and let \( A_0 \) be the block operator matrix given by

\[ A_0 := \begin{pmatrix} F + iK & iB^{1/2} \\ iB^{1/2} & 0 \end{pmatrix} \]

(2.12)

with domain

\[ \mathcal{D}(A_0) := \mathcal{D}(F) \oplus \mathcal{D}(B^{1/2}). \]

Then, if \( (u, v)^t \) is a solution of problem (2.9), (2.10), the function \( y \) is a solution of

\[ \frac{dy}{dt} + A_0 y = \hat{f}_0, \; y(0) = y^0, \]

(2.14)

where

\[ \hat{f}_0 := \begin{pmatrix} f \\ 0 \end{pmatrix}, \; y^0 := \begin{pmatrix} u^1 \\ -iB^{1/2}u^0 \end{pmatrix}, \]

i.e., of a Cauchy problem for a first order differential equation in \( \mathcal{H}^2 = \mathcal{H} \oplus \mathcal{H} \).

Vice versa, if \( y = (y_1, y_2)^t \) is a solution of (2.14), (2.15), then the functions \( u, v \) given by

\[ u(t) := \int_0^t y_1(\tau) d\tau + u^0, \; v(t) := \int_0^t y_2(\tau) d\tau, \; t \in [0, T], \]

are solutions of (2.9), (2.11).

Lemma 2.2. The block operator matrix \( A_0 \) given by (2.12) with domain (2.13) is an accretive operator in \( \mathcal{H}^2 \), i.e.,

\[ \text{Re} \langle A_0 y, y \rangle_{\mathcal{H}^2} \geq 0, \; y \in \mathcal{D}(A_0). \]

Proof. For \( y = (y_1, y_2)^t \in \mathcal{D}(A_0) \) we have \( \text{Re} \langle A_0 y, y \rangle_{\mathcal{H}^2} = \langle F y_1, y_1 \rangle_{\mathcal{H}} \geq 0 \) by the assumption (2.6) on \( F \). \qed

Now let \( a > 0 \) and introduce a new unknown function \( z \) by the relation

\[ y(t) = e^{at}z(t), \; t \in [0, T]. \]

Then, by (2.14), (2.15), \( z \) is a solution of the Cauchy problem

\[ \frac{dz}{dt} + A_0 z = \hat{f}_a, \; z(0) = y^0, \]

where

\[ \hat{f}_a(t) := e^{-at}\hat{f}_0(t) = e^{-at} \begin{pmatrix} f(t) \\ 0 \end{pmatrix}, \; t \in [0, T], \]

(2.17)
and

\[ A_a := A_0 + aI = \begin{pmatrix} F_a + 1K & 1B^{1/2} \\ 1B^{1/2} & aI \end{pmatrix}, \quad F_a := F + aI, \]

where \( I \) and \( I \) are the identity operators in \( H^2 \) and \( H \), respectively. It follows from Lemma 2.2 that the operator \( A_a \) is uniformly accretive:

\[ \text{Re} \langle A_a z, z \rangle_{H^2} \geq a \|z\|^2_{H^2}, \quad z \in D(A_a) = D(A_0). \]

2.3. Transformation to a differential equation with maximal uniformly accretive operator coefficient. If the operator \( B \geq 0 \) is bounded, then the operator \( A_a \) is closed and maximal uniformly accretive on its domain \( D(A_a) = D(F) \oplus H \). However, this need not be true for unbounded \( B \) in general. In the following we shall prove that the closure of the operator \( A_a \) is maximal uniformly accretive.

We introduce the following operators:

\[ Q_a := B^{1/2} F_a^{-1/2}, \quad Q_a^+ := F_a^{-1/2} B^{1/2}, \quad D(Q_a^+) = D(B^{1/2}). \]

**Lemma 2.3.** The operator \( Q_a \) is bounded, and for \( Q_a^+ \) we have

\[ Q_a^+ = Q_a^* |D(B^{1/2})|, \quad \overline{Q_a^+} = Q_a^* \in \mathcal{L}(H). \]

**Proof.** First we show that \( Q_a \in \mathcal{L}(H) \). Indeed, by Heinz’ inequality (see, e.g., [EE Chapter III, Proposition 8.12]), the inclusion \( D(B) \supset D(F) \) (see \ref{2.2}) implies that \( D(B^{1/2}) \supset D(F^{1/2}) = D(F_a^{1/2}) \), and therefore \( Q_a \) is defined everywhere. But \( Q_a \) is closed and hence \( Q_a \in \mathcal{L}(H) \) and also \( Q_a^* \in \mathcal{L}(H) \).

Since \( Q_a^+ = (F_a^{-1/2})^* (B^{1/2})^* \subseteq (B^{1/2} F_a^{-1/2})^* = Q_a^* \), the operator \( Q_a^+ \) is bounded on \( D(B^{1/2}) \) and \( Q_a^+ = Q_a^* \|D(B^{1/2}) \). Since \( D(B^{1/2}) \) is dense in \( H \), we obtain \( \overline{Q_a^+} = Q_a^* \).

**Theorem 2.4.** The block operator matrix \( A_a \) defined in \ref{2.18} has the following two representations on \( D(F) \oplus D(B^{1/2}) \):

i) in Schur–Frobenius form:

\[ A_a = \begin{pmatrix} I & 0 \\ 1Q_a F_a^{-1/2} & I \end{pmatrix} \begin{pmatrix} F_a & 0 \\ 0 & aI + Q_a Q_a^* \end{pmatrix} \begin{pmatrix} I & 1F_a^{-1/2} Q_a^* \\ 0 & I \end{pmatrix} + \begin{pmatrix} 1K & 0 \\ 0 & 0 \end{pmatrix}, \]

ii) with symmetric outer factors:

\[ A_a = \begin{pmatrix} F_a^{1/2} & 0 \\ 0 & I \end{pmatrix} \begin{pmatrix} I + 1F_a^{-1/2} K F_a^{-1/2} \\ 1Q_a \\ 1Q_a^* \end{pmatrix} \begin{pmatrix} F_a^{1/2} & 0 \\ 0 & I \end{pmatrix}. \]

The operator \( A_a \) is closable, its closure \( \overline{A_a} \) is maximal uniformly accretive with

\[ \text{Re} \langle A_a z, z \rangle_{H^2} \geq a \|z\|^2_{H^2}, \quad z \in D(A), \]

and it admits the following two representations:

i) in Schur–Frobenius form:

\[ A_a = \begin{pmatrix} I & 0 \\ 1Q_a F_a^{-1/2} & I \end{pmatrix} \begin{pmatrix} F_a & 0 \\ 0 & aI + Q_a Q_a^* \end{pmatrix} \begin{pmatrix} I & 1F_a^{-1/2} Q_a^* \\ 0 & I \end{pmatrix} + \begin{pmatrix} 1K & 0 \\ 0 & 0 \end{pmatrix}, \]
ii) with symmetric outer factors:

\begin{equation}
(2.25) \quad A = \begin{pmatrix} F_a^{1/2} & 0 \\ 0 & I \end{pmatrix} \begin{pmatrix} \mathbb{1}F_a^{-1/2}KF_a^{-1/2} + Q_a^* \\ aI \end{pmatrix} \begin{pmatrix} F_a^{1/2} & 0 \\ 0 & I \end{pmatrix}.
\end{equation}

The operator $A$ has the domain

\begin{equation}
(2.26) \quad \mathcal{D}(A) = \left\{ z = (z_1, z_2)^t \in \mathcal{H}^2 : z_1 + F_a^{-1/2}Q_a^*z_2 \in \mathcal{D}(F_a) \right\}
\end{equation}

and, for $z \in \mathcal{D}(A)$, we have

\begin{equation}
(2.27) \quad Az = \begin{pmatrix} F_a \left( z_1 + F_a^{-1/2}Q_a^*z_2 \right) + iKz_1 \\ iQ_aF_a^{1/2}z_1 + a\overline{z_2} \end{pmatrix} = \begin{pmatrix} F_a^{1/2} \left( z_1 + iQ_a^*z_2 \right) + iKz_1 \\ iQ_aF_a^{1/2}z_1 + a\overline{z_2} \end{pmatrix}.
\end{equation}

**Proof.** The formulas (2.21) and (2.22) can be checked directly for elements from $\mathcal{D}(A_a) = \mathcal{D}(A_0) = \mathcal{D}(F) \oplus \mathcal{D}(B^{1/2})$. Denote the three factors in the products on the right-hand sides of (2.21) and (2.22) by $R$, $S$, and $T$.

In the product on the right side of (2.21), the first factor $R$ is everywhere defined and bounded with bounded inverse and the third factor $T$ is densely defined and bounded with closure $\overline{T}$ which has a bounded inverse. The middle factor $S$ is closable with $\mathcal{D}(S) \subset R(T)$ and its closure, which is obtained by replacing $Q_a^*$ by $Q_a^+$ is strictly positive which shows that its range is all of the space $\mathcal{H} \oplus \mathcal{H}$. Therefore the product $RST$ is closable and its closure, which is obtained by taking the closures of $S$ and $T$, has range $\mathcal{H} \oplus \mathcal{H}$. But the closure of $RST$ is also accretive (and hence maximal accretive) since $A$ is accretive by (2.19) and $K = K^*$. Altogether, the closure of $RST$ in (2.21) is maximal uniformly accretive and the second term on the right-hand side of (2.21) is bounded and its real part is identically 0 since $K = K^*$. This implies that $A = A_a$ as the sum of the latter is maximal uniformly accretive (see [13, Chapter III, Corollary 8.5]), satisfies estimate (2.23) and has the representation (2.24). From (2.21), it is easy to see that the domain of $A$ is given by (2.26) and that the action of $A$ is determined by (2.27).

The first factor $R$ and the third factor $T$ in the product on the right side of (2.22) are closed and boundedly invertible, while the middle factor $S$ is bounded and densely defined. For the closure of $S$, which is obtained from $S$ by replacing $Q_a^+$ by $Q_a^*$, we have

$$
\text{Re} \left( \begin{pmatrix} \mathbb{1}F_a^{-1/2}KF_a^{-1/2} + Q_a^* \\ aI \end{pmatrix} \begin{pmatrix} z_1 \\ z_2 \end{pmatrix} \right) = \|z_1\|^2 + a\|z_2\|^2 \geq \min\{1, a\}\|z\|^2_{\mathcal{H}^2},
$$

that is, $\overline{S}$ is uniformly accretive and hence maximal uniformly accretive because it is bounded. In particular, $\overline{S}$ is also boundedly invertible and thus $\overline{ST}$ is closed which, in turn, implies that $R\overline{ST}$ is closed. Hence $R\overline{ST}$ is a closed extension of $A_a$ and so $A = A_a \subset R\overline{ST}$. It is not difficult to see that the domain of $R\overline{ST}$ is given by

$$
\mathcal{D}(R\overline{ST}) = \left\{ z = (z_1, z_2)^t \in \mathcal{D}(F_a^{1/2}) \oplus \mathcal{H} : F_a^{1/2}z_1 + iQ_a^*z_2 \in \mathcal{D}(F_a^{1/2}) \right\}
$$

which is obviously contained in the domain of $A$ given by (2.26). Hence $A = R\overline{ST}$, which proves the second representation in (2.25). \hfill \Box

**Corollary 2.5.** The operator $-A$ is the generator of the contractive semigroup

\begin{equation}
(2.28) \quad \mathcal{U}(t) = \exp(-tA), \quad \|\mathcal{U}(t)\| \leq e^{-at}, \quad t \geq 0.
\end{equation}
Proof. The statements are immediate from the facts that $A$ is maximal uniformly accretive by Theorem 2.4 and that inequality (2.23) holds (see [Kn] Chapter IX).

2.4. Theorem on well-posedness. The properties of the operator $A$ proved in the previous subsection allow us to make use of the following known fact (see [K2] Theorem 6.5, Section 1.6.2), or [KZPP], [KH], [Go]).

Theorem 2.6. Let the conditions
\begin{equation}
(2.29) \quad y^0 \in D(A), \quad \hat{f}_a \in C^1[0, T; H^2]
\end{equation}
hold. Then the Cauchy problem
\begin{equation}
(2.30) \quad \frac{dz}{dt} + Az = \hat{f}_a, \quad z(0) = z^0 = y^0
\end{equation}
has the unique strong solution
\begin{equation}
z(t) = U(t)y^0 + \int_0^t U(t-s)\hat{f}_a(s) \, ds,
\end{equation}
where $U(t)$ is the semigroup generated by $A$ as in (2.28).

Here we recall that $z$ is said to be a strong solution of a Cauchy problem of the form (2.30) on $[0, T]$ if $z(t) \in D(A)$ for all $t \in [0, T]$, $Az \in C[0, T; H^2]$, $z \in C^1[0, T; H^2]$, and (2.30) holds on the interval $[0, T]$ (see, e.g., [K2]).

Theorem 2.7. Suppose that the Cauchy problem (2.1) satisfies the conditions
\begin{equation}
(2.31) \quad F \gg 0, \quad B \geq 0, \quad D(F) \subset D(B), \quad K = K^* \in L(H).
\end{equation}
If
\begin{equation}
(2.32) \quad f \in C^1[0, T; H], \quad u^0 \in D(B), \quad u^1 \in D(F),
\end{equation}
then the Cauchy problem (2.1) has a unique strong solution on the segment $[0, T]$.

Proof. Step 1. By definition (see (2.17)), $\hat{f}_a(t) := e^{-at}(f(t), 0)^t$, $t \in [0, T]$, and hence it follows from (2.32) that
\begin{equation}
\hat{f}_a \in C^1[0, T; H^2].
\end{equation}
Further, again by assumption (2.32), $u^1 \in D(F)$ and $-iB^{1/2}u^0 \in D(B^{1/2})$ and therefore, by (2.16), (2.13),
\begin{equation}
(2.34) \quad y^0 = y(0) = \begin{pmatrix} u^1 \\ -iB^{1/2}u^0 \end{pmatrix} \in D(F) \oplus D(B^{1/2}) = D(A_0) = D(A_a) \subset D(A).
\end{equation}

Step 2. Consider now the Cauchy problem (2.30) with the operator $A$ from (2.27) (see Theorem 2.4). It follows from (2.33) and (2.34) that the conditions in (2.29) hold. Thus, by Theorem 2.6 the problem (2.30) has a unique strong solution $z = (z_1, z_2)^t$ on $[0, T]$. By (2.27) and (2.17), this means that for all $t \in [0, T]$ the equations
\begin{equation}
(2.35) \quad \frac{dz_1}{dt}(t) + F_a \left( z_1(t) + iF_a^{1/2}Q_a^*z_2(t) \right) + iKz_1(t) = e^{-at}f(t),
\end{equation}
\begin{equation}
(2.36) \quad \frac{dz_2}{dt}(t) + az_2(t) + iz_a^{1/2}z_1(t) = 0
\end{equation}
and the initial conditions
\begin{equation}
(2.37) \quad z_1(0) = u^1, \quad z_2(0) = -iB^{1/2}u^0
\end{equation}
hold. In (2.39), (2.40) all terms are continuous functions of $t$ with values in the space $\mathcal{H}$ and, by (2.29), we have $z_1(t) + 1F^{-1/2}_a Q^*_a z_2(t) \in \mathcal{D}(F_a) = \mathcal{D}(F)$ for all $t \in [0, T]$.

From (2.39) and the second condition in (2.35) we conclude

$$z_2(t) = -e^{-a t} B^{1/2} u^0 - 1 \int_0^t e^{-a(t-s)} Q_a F_a^{1/2} z_1(s) \, ds, \quad t \in [0, T].$$

Substituting (2.38) into (2.35), we obtain that the function $z_1$ is a solution of the Cauchy problem

$$\frac{dz_1}{dt}(t) + F_a \left( z_1(t) + F_a^{-1/2} Q^*_a \left( e^{-a t} B^{1/2} u^0 + \int_0^t e^{-a(t-s)} Q_a F_a^{1/2} z_1(s) \, ds \right) \right)
\quad + 1K z_1(t) = e^{-a t} f(t), \quad z_1(0) = u^1,$$

and hence $z_1 \in C^1[0,T; \mathcal{H}]$. Here, for all $t \in [0, T]$,

\begin{equation}
\varphi(t) := z_1(t) + e^{-a t} F_a^{-1/2} Q^*_a B^{1/2} u^0 + F_a^{-1/2} Q^*_a \int_0^t e^{-a(t-s)} Q_a F_a^{1/2} z_1(s) \, ds
\end{equation}

belongs to $\mathcal{D}(F_a)$ and $F_a \varphi \in C[0,T; \mathcal{H}]$. Moreover, the function $\varphi_0$ given by

$$\varphi_0(t) := e^{-a t} F_a^{-1/2} Q^*_a B^{1/2} u^0, \quad t \in [0, T],$$

also has these properties. Indeed, since $u^0 \in \mathcal{D}(B)$, we have $B^{1/2} u^0 \in \mathcal{D}(B^{1/2})$, and, by Lemma 2.3

\begin{equation}
\varphi_0(t) = e^{-a t} F_a^{-1/2} Q^*_a B^{1/2} u^0 = e^{-a t} F_a^{-1} B u^0 \in \mathcal{D}(F_a), \quad t \in [0, T].
\end{equation}

We rewrite relation (2.40) in the form

$$z_1(t) + \int_0^t e^{-a(t-s)} F_a^{-1/2} Q^*_a Q_a F_a^{1/2} z_1(s) \, ds = \varphi(t) - \varphi_0(t) = : \varphi_1(t).$$

By what has been shown above, we have $\varphi_1(t) \in \mathcal{D}(F_a)$ and $F_a \varphi_1 \in C[0,T; \mathcal{H}]$. We introduce the Hilbert space $\mathcal{H}_{F_a} = (\mathcal{D}(F_a), \| \cdot \|_{F_a})$ with the inner product induced by the positive operator $F_a$, i.e., the norm being given by

$$\|u\|_{F_a} = \|F_a u\|, \quad u \in \mathcal{D}(F_a).$$

Since $\mathcal{D}(B) \supset \mathcal{D}(F) = \mathcal{D}(F_a)$, the definition of $Q_a$ and $Q^+_a$ in (2.20) and Lemma 2.3 imply that for all $u \in \mathcal{D}(F_a),$

$$Tu := F_a^{-1/2} Q^*_a Q_a F_a^{1/2} u = F_a^{-1/2} Q^+_a B^{1/2} u = F_a^{-1} B u \in \mathcal{D}(F_a).$$

Hence $T|_{\mathcal{D}(F_a)}$ is a bounded operator acting in the Hilbert space $\mathcal{H}_{F_a}$.

Equation (2.43) can be considered as an integral Volterra equation of the second kind for $z_1$ in the space $C[0,T; \mathcal{H}_{F_a}]$. The function $\varphi_1 \in C[0,T; \mathcal{H}_{F_a}]$ on the right-hand side is considered to be given and the kernel $e^{-a(t-s)} F_a^{-1/2} Q^*_a Q_a F_a^{1/2} = e^{-a(t-s)} F_a^{-1} B$ is an operator function with values in $\mathcal{H}_{F_a}$ which is continuous in $t$ and $s$. By means of the method of successive approximations (see, e.g., [KKMRSZ, Theorem 1.8]), it can be shown that equation (2.43) has a unique solution $z_1 \in C[0,T; \mathcal{H}_{F_a}]$, and therefore each term in equation (2.43) belongs to the space $C[0,T; \mathcal{H}_{F_a}]$. 
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Step 4. Since \( z_1 \in C[0, T; \mathcal{D}(F_a)] \) by Step 3, we can open the brackets in equation (2.39) which yields
\[
\frac{dz_1}{dt}(t) + F_a z_1(t) + iK z_1(t) + \int_0^t e^{-at(s)} B z_1(s) \, ds + Bu^0 = e^{-at} f(t).
\]
By (2.16) and (2.11) we have
\[
z_1(t) = e^{-at} y_1(t) = e^{-at} u''(t), \quad t \in [0, T].
\]
Substituting this into equation (2.45), we obtain, after multiplication by \( e^{at} \),
\[
\frac{d^2 u}{dt^2} + (F_a - aI + iK) \frac{du}{dt} + Bu = f,
\]
i.e., equation (2.1). In this equation all terms belong to the space \( C[0, T; \mathcal{H}] \), which means that \( u \) is a strong solution of (2.1).

In the next stage, we consider the case when the conditions \( F \geq 0 \) and \( B \geq 0 \) no longer hold, but \( K \) is still bounded.

**Theorem 2.8.** Suppose that there are real constants \( \gamma_F \) and \( \gamma_B \) such that
\[
F \geq \gamma_F I, \quad B \geq \gamma_B I, \quad \mathcal{D}(F) \subset \mathcal{D}(B), \quad K = K^* \in \mathcal{L}(\mathcal{H}),
\]
and assume
\[
u^0 \in \mathcal{D}(B), \quad \nu^1 \in \mathcal{D}(F), \quad f \in C^1[0, T; \mathcal{H}].
\]
Then the Cauchy problem (2.1) has a unique strong solution on the segment \([0, T]\).

**Proof.** Since \( B \) is semibounded from below, there exist operators \( B_p, B_\gamma \) such that
\[
B_p = B_\gamma + B, \quad B_\gamma > 0, \quad B_p \leq \mathcal{L}(\mathcal{H}).
\]
Then problem (2.1) can be rewritten as
\[
\frac{d^2 u}{dt^2} + (F + iK) \frac{du}{dt} + B_p u = f + B_\gamma u =: f_u, \quad u(0) = u^0, \quad u'(0) = u^1.
\]
If we replace the operator \( B \) by \( B_p \) and the function \( f \) by \( f_u \) in the Cauchy problem (2.1), we can follow the lines of the previous reasoning. Instead of the relations (2.7) - (2.8) we then have
\[
\frac{dv}{dt} = -iB_\gamma^{1/2} u, \quad v(0) = 0,
\]
\[
\frac{d^2 v}{dt^2} = -iB_\gamma^{1/2} \frac{du}{dt}, \quad v'(0) = -iB_\gamma^{1/2} u^0,
\]
and the analogues of (2.39), (2.40) are
\[
\frac{d^2 v}{dt^2} \begin{pmatrix} u \\ v \end{pmatrix} + \begin{pmatrix} F + iK & 1B_\gamma^{1/2} \\ 1B_\gamma^{1/2} & 0 \end{pmatrix} \frac{d}{dt} \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} f_u \\ 0 \end{pmatrix},
\]
\[
u(0) = u^0, \quad v'(0) = u^1, \quad v(0) = 0, \quad v'(0) = -iB_\gamma^{1/2} u^0.
\]
Hence, instead of the block operator matrix \( A_0 \) (see (2.12)) the block operator matrix
\[
A_{0,+} := \begin{pmatrix} F + iK & 1B_\gamma^{1/2} \\ 1B_\gamma^{1/2} & 0 \end{pmatrix}
\]
arises here, which is defined on the domain

\[ \mathcal{D}(A_{a,+}) = \mathcal{D}(F) \oplus \mathcal{D}(B_{+}^{1/2}). \]

Using the first condition in (2.40), we see that for every \( y = (y_1, y_2)^t \in \mathcal{D}(A_{a,+}), \)

\[ \text{Re} (A_{a,+}y, y)_{\mathcal{H}^2} = (F y_1, y_1)_{\mathcal{H}} \geq \gamma_F \| y_1 \|^2_{\mathcal{H}}. \]

Now let \( \alpha > 0 \) be such that

\[ \min\{\gamma_F + \alpha, \alpha\} =: a > 0. \]

Then the operator

\[ A_{a,+} := A_{a,+} + \alpha \mathcal{I} = \begin{pmatrix} F_a + 1K & 1B_{+}^{1/2} \\ 1B_{+}^{1/2} & \alpha I \end{pmatrix}, \quad F_a := F + \alpha I \geq aI, \]

is uniformly accretive. Indeed,

\[ \text{Re} (A_{a,+}y, y)_{\mathcal{H}^2} \geq (\gamma_F + \alpha) \| y_1 \|^2_{\mathcal{H}} + \alpha \| y_2 \|^2_{\mathcal{H}} \geq a \| y \|^2_{\mathcal{H}^2}, \quad y \in \mathcal{D}(A_{a,+}). \]

Replacing the operators \( Q_a \) and \( Q_{a,+}^+ \) in (2.20) by

\[ Q_{a,+} := B_{+}^{1/2} F_a^{-1/2}, \quad Q_{a,+}^+ := F_a^{-1/2} B_{+}^{1/2}, \quad \mathcal{D}(Q_{a,+}^+) = \mathcal{D}(B_{+}^{1/2}), \]

we find that Theorem 2.3 also holds for the operator \( A_{a,+} = A_{a,+} + \alpha \mathcal{I} \). In particular, \( A_{a,+} \) is closable and its closure

\[ A_+ := \overline{A_{a,+}} \]

is maximal uniformly accretive with

\[ \text{Re} (A_+ y, y)_{\mathcal{H}^2} \geq a \| y \|^2_{\mathcal{H}^2}, \quad y \in \mathcal{D}(A_+), \]

and we have the analogues of (2.24) – (2.27):

\[ A_+ = \begin{pmatrix} I & 0 \\ 1Q_{a,+} & F_a^{-1/2} \\ 0 & I \end{pmatrix}, \quad F_a := F + \alpha I \geq aI, \]

\[ A_+ = \begin{pmatrix} I_{1} & 0 \\ 1Q_{a,+} & F_a^{-1/2} \\ 0 & I \end{pmatrix}, \]

\[ \mathcal{D}(A_+) = \left\{ z = (z_1, z_2)^t \in \mathcal{H}^2 : z_1 + 1F_a^{-1/2} Q_{a,+} z_2 \in \mathcal{D}(F_a) \right\}, \]

and, for \( z \in \mathcal{D}(A_+), \)

\[ A_+ z = \begin{pmatrix} 1F_a^{-1/2} Q_{a,+} z_2 + 1K z_1 \\ 0 \end{pmatrix} \]

\[ = \begin{pmatrix} F_a^{-1/2} \left( 1F_a^{-1/2} z_1 + 1Q_{a,+} z_2 \right) + 1K z_1 \\ 0 \end{pmatrix}. \]

In the same way as in Corollary 2.5, we now find that \( -A_+ \) is the generator of a contractive semigroup \( U_+(t) \) given by

\[ U_+(t) = \exp(-tA_+), \quad \| U_+(t) \| \leq e^{-a t}, \quad t \geq 0. \]

As in (2.16), we introduce a new unknown function \( z \) by the relation

\[ y(t) = \left( \frac{du}{dt}(t), \frac{dv}{dt}(t) \right)^t = e^{at} z(t), \quad t \in [0, T], \]
with \( \alpha \) as in (2.41). Then, by (2.43) - (2.45), \( z \) is a solution of the Cauchy problem
\[
\frac{dz}{dt} + A_{a,+}z = \hat{f}_{a,u}, \quad z(0) = z^0 = y^0 = (u^1, -1B_+^{1/2}u_0)^t,
\]
where
\[
\hat{f}_{a,u}(t) := e^{-\alpha t} \hat{f}_{0,u}(t) := e^{-\alpha t} \left( \begin{array}{c} f_u(t) \\ 0 \end{array} \right), \quad t \in [0,T].
\]

As in the proof of Theorem 2.7 we consider the associated Cauchy problem for the closure \( A_+ \) of \( A_{a,+} \),
\[
(2.57) \quad \frac{dz}{dt} + A_+ z = \hat{f}_{a,u}, \quad z(0) = y^0 = (u^1, -1B_+^{1/2}u_0)^t.
\]

By (2.47), we have \( y^0 \in \mathcal{D}(F) \oplus \mathcal{D}(B_+^{1/2}) = \mathcal{D}(A_{a,+}) \subset \mathcal{D}(A_+) \). If \( \hat{f}_{a,u} \in C^1[0,T;\mathcal{H}^2] \), then, by Theorem 2.6, the Cauchy problem (2.57) has the unique strong solution
\[
(2.58) \quad z(t) = \mathcal{U}_+(t)z^0 + \int_0^t \mathcal{U}_+(t-s)\hat{f}_{a,u}(s) \, ds, \quad t \in [0,T].
\]

If we represent the function \( \hat{f}_{a,u} \) in the form
\[
\hat{f}_{a,u}(t) = \hat{f}_a(t) + e^{-\alpha t} \hat{B}_-(u(t),v(t))^t = \hat{f}_a(t) + e^{-\alpha t} \hat{B}_-(u(0),v(0))^t + e^{-\alpha t} \hat{B}_- \int_0^t \left( \frac{du}{d\xi}(\xi), \frac{dv}{d\xi}(\xi) \right)^t d\xi = \hat{f}_a(t) + e^{-\alpha t} \hat{B}_-(u(0),0)^t + e^{-\alpha t} \int_0^t \hat{B}_- e^{-\alpha \xi} z(\xi) \, d\xi, \quad t \in [0,T],
\]
where
\[
\hat{B}_- := \text{diag} \left( B_-, 0 \right) \in \mathcal{L}(\mathcal{H}^2), \quad \hat{f}_a(t) := e^{-\alpha t} (f(t),0)^t,
\]
and substitute this into relation (2.58), we obtain an integral Volterra equation of the second kind for the unknown function \( z \) of the form
\[
(2.59) \quad z(t) = \mathcal{U}_+(t)z^0 + \int_0^t \mathcal{U}_+(t-s)\hat{f}_a(s) \, ds + \int_0^t e^{-\alpha s} \mathcal{U}_+(t-s)\hat{B}_-(u^0,0)^t \, ds + \int_0^t \int_0^t e^{-\alpha(s-\xi)} \mathcal{U}_+(t-s)\hat{B}_- ds \, z(\xi) \, d\xi.
\]

If we denote
\[
\mathcal{V}(t,\xi) := \int_0^t e^{-\alpha(s-\xi)} \mathcal{U}_+(t-s)\hat{B}_- ds,
\]
then the kernel function \( \mathcal{V} \) is an operator function with values in the space \( \mathcal{H}^2 \) which is continuous in \( t \) and \( \xi \).

Since \( z^0 = y^0 \in \mathcal{D}(A_{a,+}) \subset \mathcal{D}(A_+) \) and \( \hat{f}_a + e^{-\alpha t} \hat{B}_-(u^0,0)^t \in C^1[0,T;\mathcal{H}^2] \) by assumption (2.47), the function \( \varphi \) given by
\[
\varphi(t) := \mathcal{U}_+(t)z^0 + \int_0^t \mathcal{U}_+(t-s)\hat{f}_a(s) \, ds + \int_0^t \mathcal{U}_+(t-s) e^{-\alpha s} \hat{B}_-(u^0,0)^t \, ds
\]
is a strong solution of (2.57) with \( \hat{f}_{a,u} \) replaced by \( \hat{f}_a + e^{-\alpha t} \hat{B}_-(u^0,0)^t \) and hence continuously differentiable by Theorem 2.6.
Hence, by [KKMRSZ] Theorem 1.8, the Volterra equation (2.53) has a unique solution \( z \in C[0, T; \mathcal{H}^2] \). But \( z \) also belongs to \( C^1[0, T; \mathcal{H}^2] \) because \( \varphi \in C^1[0, T; \mathcal{H}^2] \) and

\[
\frac{d}{dt} \int_0^t \mathcal{V}(t, \xi) z(\xi) d\xi = \frac{d}{dt} \int_0^t \left( \int_0^\xi \mathcal{U}_+(t-s) \mathcal{B}_- e^{-\alpha s} ds \right) e^{\alpha \xi} z(\xi) d\xi
\]

\[
= \frac{d}{dt} \left( e^{-\alpha t} \int_0^t \left( \int_0^{t-\xi} \mathcal{U}_+(\eta) \mathcal{B}_- e^{\alpha \eta} d\eta \right) e^{\alpha \xi} z(\xi) d\xi \right)
\]

\[
= -\alpha e^{-\alpha t} \int_0^t \left( \int_0^{t-\xi} \mathcal{U}_+(\eta) \mathcal{B}_- e^{\alpha \eta} d\eta \right) e^{\alpha \xi} z(\xi) d\xi
\]

\[
+ \int_0^t \mathcal{U}_+(t-\xi) \mathcal{B}_- z(\xi) d\xi,
\]

which is a continuous function in \( t \) on \([0, T]\).

Thus, if assumption (2.47) is satisfied, then \( z \) is a solution of equation (2.58) belonging to \( C^1[0, T; \mathcal{H}^2] \) and hence a strong solution of the Cauchy problem (2.57).

The last part of the proof follows the lines of Step 4 of the proof of Theorem 2.7 with \( A \) replaced by \( A_+ \). \( \square \)

2.5. The case of an unbounded Coriolis operator. In this section we consider the Cauchy problem (2.1) for the case when the operator \( K \) is unbounded and subordinate to the main operator \( F \).

Theorem 2.9. Suppose that there are real constants \( \gamma_F \) and \( \gamma_B \) such that

\[
F \geq \gamma_F I, \quad B \geq \gamma_B I, \quad \mathcal{D}(F) \subset \mathcal{D}(B), \quad K = K^*
\]

with

\[
\mathcal{D}(K) \supset \mathcal{D}(F_a^{1/2})
\]

where \( \alpha \) is such that \( \min\{\gamma_F + \alpha, \alpha\} > 0 \) as in (2.51). If

\[
u^0 \in \mathcal{D}(B), \quad u^1 \in \mathcal{D}(F), \quad f \in C^1[0, T; \mathcal{H}],
\]

then the Cauchy problem (2.1) has a unique strong solution on the segment \([0, T]\).

Proof. By (2.62) the operator \( K F_a^{-1/2} \) is everywhere defined and bounded in \( \mathcal{H} \). Therefore we can combine the proofs of Theorem 2.7 and Theorem 2.8 up to formulas (2.53) - (2.56). But these formulas are also valid in the case under consideration here. Indeed, the first representation (2.63) of the operator \( A_+ \) is evident because also here \( K F_a^{-1/2} \) is a bounded operator in \( \mathcal{H} \). Therefore the description of the domain of the operator \( A_+ \) in (2.55) remains valid. Moreover, \( K z \) is well defined for any \( z = (z_1, z_2)^t \in \mathcal{D}(A_+) \) since for these \( z \) we have \( z_1 \in \mathcal{D}(F_a^{1/2}) \subset \mathcal{D}(K) \) by (2.62). Hence, the second formula in representation (2.55) and formula (2.56) continue to hold as well. Repeating the same arguments as in the proof of Theorem 2.8 after formulas (2.53) - (2.56), we complete the proof of this theorem. \( \square \)

Next we consider the case when the operator \( K \) is not subordinate to the operator \( F_a^{1/2} \), but to the operator \( F \) itself.

Theorem 2.10. Let conditions (2.61), (2.63) of Theorem 2.9 be fulfilled and let the operator \( K = K^* \) be unbounded so that

\[
\mathcal{D}(F) \subset \mathcal{D}(K), \quad (I + i K F_a^{-1})^{-1} \in \mathcal{L}(\mathcal{H})
\]
with $\alpha$ such that $\min\{\gamma_F + \alpha, \alpha\} > 0$ as in (2.61) and $F_\alpha := F + \alpha I$. Then the Cauchy problem (2.1) has a unique strong solution on the segment $[0, T]$.

**Proof.** Here we repeat the proof of Theorem 2.8 up to formula (2.52). First we have to show that the operator $A_{a,+}$ is closable. For $A_{a,+}$ we have the representation

\begin{equation}
A_{a,+} = \begin{pmatrix}
F_\alpha^{1/2} & 0 \\
0 & I
\end{pmatrix}
\begin{pmatrix}
I + iF_\alpha^{-1/2}KF_\alpha^{-1/2} & iQ_{a,+}^+ \\
iQ_{a,+} & \alpha I
\end{pmatrix}
\begin{pmatrix}
F_\alpha^{1/2} & 0 \\
0 & I
\end{pmatrix}
\end{equation}

on the domain

\begin{equation}
D(A_{a,+}) = D(F) \oplus D(B_{a,+}^{1/2})
\end{equation}

where

\begin{equation}
Q_{a,+} := B_{a,+}^{1/2}F_\alpha^{-1/2}, \quad Q_{a,+}^+ := F_\alpha^{-1/2}B_{a,+}^{1/2}.
\end{equation}

In the sequel we follow the lines of the proof of relation (2.25) in Theorem 2.4 (see the last paragraph of the proof of Theorem 2.4). Also here the outer factors in (2.65) are closed and boundedly invertible, while the operator in the middle

\begin{equation}
T_{a,+} := \begin{pmatrix}
I + iF_\alpha^{-1/2}KF_\alpha^{-1/2} & iQ_{a,+}^+ \\
iQ_{a,+} & \alpha I
\end{pmatrix}
\end{equation}

is bounded and densely defined. Indeed, using the polar decomposition of $K$, we have

\begin{equation}
K = J_K|K| = |K|^{1/2}J_K|K|^{1/2}
\end{equation}

where

\begin{equation}
J_K = J_K^* \in \mathcal{L}(\mathcal{H}), \quad |K| := (K^2)^{1/2} \geq 0, \quad \mathcal{D}(K) = \mathcal{D}(|K|).
\end{equation}

Thus the operator $F_\alpha^{-1/2}KF_\alpha^{-1/2}$, which is densely defined, can be written as

\begin{equation}
F_\alpha^{-1/2}KF_\alpha^{-1/2} = (F_\alpha^{-1/2}|K|^{1/2})J_K(|K|^{1/2}F_\alpha^{-1/2}) = V_\alpha J_K V_\alpha
\end{equation}

with

\begin{equation}
V_\alpha := |K|^{1/2}F_\alpha^{-1/2}, \quad V_\alpha^+ := F_\alpha^{-1/2}|K|^{1/2}.
\end{equation}

Using the first condition in (2.63) and Lemma 2.3 (with $|K|$ instead of $B$), we conclude

\begin{equation}
V_\alpha \in \mathcal{L}(\mathcal{H}), \quad \mathcal{D}(V_\alpha^+) = \mathcal{D}(|K|^{1/2}) \supset \mathcal{D}(|K|) = \mathcal{D}(K), \quad V_\alpha^+ = V_\alpha^*|\mathcal{D}(|K|^{1/2}).
\end{equation}

Therefore the operator $F_\alpha^{-1/2}KF_\alpha^{-1/2}$ is bounded and hence closable with closure

\begin{equation}
F_\alpha^{-1/2}KF_\alpha^{-1/2} = V_\alpha^* J_K V_\alpha \in \mathcal{L}(\mathcal{H}).
\end{equation}

Thus $T_{a,+}$ is bounded and densely defined and its closure is obtained by taking the closure of $F_\alpha^{-1/2}KF_\alpha^{-1/2}$ and of $Q_{a,+}$. Moreover, for the closure of $T_{a,+}$ we have

\begin{equation}
\Re\left\langle T_{a,+}y, y \right\rangle_{\mathcal{H}_2} = \langle y_1, y_1 \rangle_{\mathcal{H}} + \alpha \langle y_2, y_2 \rangle_{\mathcal{H}} \geq \min\{1, \alpha\} \|y\|_{\mathcal{H}_2}^2
\end{equation}

for $y = (y_1, y_2)^t \in \mathcal{H}_2$. In the same way as in the end of the proof of Theorem 2.4 we now find that the operator $A_{a,+}$ is closable and its closure $\hat{A}_+$ has the form

\begin{equation}
\hat{A}_+ = \begin{pmatrix}
F_\alpha^{1/2} & 0 \\
0 & I
\end{pmatrix}
\begin{pmatrix}
I + iV_\alpha J_K V_\alpha & iQ_{a,+}^+ \\
iQ_{a,+} & \alpha I
\end{pmatrix}
\begin{pmatrix}
F_\alpha^{1/2} & 0 \\
0 & I
\end{pmatrix}
\end{equation}

with

\begin{equation}
\mathcal{D}(\hat{A}_+) = \left\{ z = (z_1, z_2)^t \in \mathcal{H}_2 : z_1 + iF_\alpha^{-1/2}V_\alpha^* J_K V_\alpha F_\alpha^{1/2} z_1 + iF_\alpha^{-1/2}Q_{a,+}^* z_2 \in \mathcal{D}(F_\alpha) \right\}
\end{equation}
and

\[ A_+z = \left( F_\alpha \left( z_1 + iF_\alpha^{-1/2}V_\alpha^*J_KV_\alpha F_\alpha^{1/2}z_1 + iF_\alpha^{-1/2}Q_{a,+}^*z_2 \right) \right). \]

Using the first equality in (2.68), we see that

\[ \text{Re} (A_+z, z)_{\mathcal{H}^2} = (F_\alpha z_1, z_1)_{\mathcal{H}^2} + \alpha (z_2, z_2)_{\mathcal{H}^2} \geq \alpha \| z \|^2_{\mathcal{H}^2} \]

Therefore and because \( T_{a,+} \) is maximal uniformly accretive, the same is true for \( A_+ \).

Now we can repeat the same arguments as in the proof of Theorem 2.8 from the statement of the Cauchy problem (2.57) up to the assertion after formula (2.60) that the function \( z \) belongs to \( C^1[0; T; \mathcal{H}^2] \) and is a strong solution of (2.57).

Here this means that \( z = (z_1, z_2)^t \) satisfies the system of equations

\[
\begin{align*}
\frac{dz_1}{dt} + F_\alpha \left( z_1(t) + iF_\alpha^{-1/2}V_\alpha^*J_KV_\alpha F_\alpha^{1/2}z_1(t) + iF_\alpha^{-1/2}Q_{a,+}^*z_2(t) \right) &= e^{-\alpha t} f_u(t), \\
\frac{dz_2}{dt} + \alpha z_2(t) + iQ_{a,+} F_\alpha^{1/2}z_1(t) &= 0,
\end{align*}
\]

for any \( t \in [0, T] \) where

\[ z_1(t) = e^{-\alpha t} y_i(t), \quad i = 1, 2, \quad y_1 = u', \quad y_2 = v' = -B_+^{1/2}u, \quad f_u = f + B_-u. \]

From the second equation in (2.69) we conclude

\[ z_2(t) = -i e^{-\alpha t} B_+^{1/2}u \int_0^t e^{-\alpha (s-t)} Q_{a,+} F_\alpha^{1/2}z_1(s) \, ds. \]

Substituting this into the first equation in (2.69), we obtain

\[
\begin{align*}
\frac{dz_1}{dt} + F_\alpha \left( z_1(t) + iF_\alpha^{-1/2}V_\alpha^*J_KV_\alpha F_\alpha^{1/2}z_1(t) + iF_\alpha^{-1/2}Q_{a,+}^*B_+^{1/2}u e^{-\alpha t} \\
+ F_\alpha^{-1/2}Q_{a,+} \int_0^t e^{-\alpha (t-s)} Q_{a,+} F_\alpha^{1/2}z_1(s) \, ds \right) &= e^{-\alpha t} f_u(t), \quad z_1(0) = u^1.
\end{align*}
\]

Here the function \( \varphi \) given by

\[ \varphi(t) := z_1(t) + iF_\alpha^{-1/2}V_\alpha^*J_KV_\alpha F_\alpha^{1/2}z_1(t) + iF_\alpha^{-1/2}Q_{a,+}^*B_+^{1/2}u e^{-\alpha t} \]

\[ + F_\alpha^{-1/2}Q_{a,+} \int_0^t e^{-\alpha (t-s)} Q_{a,+} F_\alpha^{1/2}z_1(s) \, ds, \quad t \in [0, T], \]

is continuous with values in \( \mathcal{D}(F_\alpha) = \mathcal{D}(F) \) since \( z \in \mathcal{D}(A_+) \). But the same is true for the function \( \varphi_0 \) given by

\[ \varphi_0(t) := F_\alpha^{-1/2}Q_{a,+}^*B_+^{1/2}u e^{-\alpha t}, \quad t \in [0, T], \]

if \( u^0 \in \mathcal{D}(B_+) = \mathcal{D}(B) \) (see the end of Step 2 in the proof of Theorem 2.7 and formulas (2.41), (2.42)). Hence, relation (2.42) can be rewritten in the form

\[ z_1(t) + iF_\alpha^{-1/2}V_\alpha^*J_KV_\alpha F_\alpha^{1/2}z_1(t) + F_\alpha^{-1/2}Q_{a,+}^* \]

\[ + \int_0^t e^{-\alpha (t-s)} Q_{a,+} F_\alpha^{1/2}z_1(s) \, ds = \varphi(t) - \varphi_0(t) =: \varphi_1(t), \quad t \in [0, T], \]

where \( \varphi_1 \in C[0, T; \mathcal{D}(F_\alpha)] \),

\[ \varphi_1 = F_\alpha^{-1} \eta \quad \text{for some } \eta \in C[0, T; \mathcal{H}]. \]
Now consider the equation
\begin{equation}
\psi(t) + 1F_{\alpha}^{1/2}V_\alpha^* J_K V_\alpha F_{\alpha}^{-1/2} \psi(t) \\
+ \int_0^t e^{-\alpha(t-s)} F_{\alpha}^{1/2} Q_\alpha^* Q_\alpha F_{\alpha}^{-1/2} \psi(s) \, ds = \eta(t), \quad t \in [0, T].
\end{equation}
(2.73)

As in Step 3 and formula (2.44) in the proof of Theorem 2.7, we see that
\begin{equation}
F_{\alpha}^{-1/2} Q_\alpha^* Q_\alpha F_{\alpha}^{-1/2} = F_{\alpha}^{-1/2} Q_\alpha^* B_+^{1/2} F_{\alpha}^{-1} = F_{\alpha}^{-1} B_+ F_{\alpha}^{-1}.
\end{equation}
(2.74)

Further, since \(D(F) \subset D(K)\) by assumption (2.64), we have
\[ |K|^{1/2} F_{\alpha}^{-1} \psi \in D(|K|^{1/2}) = D(J_K) = D(|K|^{1/2} J_K) \]
and hence
\begin{align*}
F_{\alpha}^{-1/2} V_\alpha^* J_K V_\alpha F_{\alpha}^{-1/2} \psi &= F_{\alpha}^{-1/2} V_\alpha^* J_K |K|^{1/2} F_{\alpha}^{-1} \\
&= F_{\alpha}^{-1/2} |K|^{1/2} J_K F_{\alpha}^{-1} \\
&= F_{\alpha}^{-1} |K|^{1/2} J_K |K|^{1/2} F_{\alpha}^{-1} \\
&= F_{\alpha}^{-1} K F_{\alpha}^{-1} \psi.
\end{align*}
(2.75)

Thus relation (2.73) is equivalent to
\begin{equation}
\psi(t) + 1K F_{\alpha}^{-1} \psi(t) + \int_0^t e^{-\alpha(t-s)} B_+ F_{\alpha}^{-1} \psi(s) \, ds = \eta(t), \quad t \in [0, T].
\end{equation}
(2.76)

Here, by (2.64) and (2.31), the operators \(K F_{\alpha}^{-1}\) and \(B_+ F_{\alpha}^{-1}\) are bounded and the operator \(I + 1K F_{\alpha}^{-1}\) has a bounded inverse. Therefore relation (2.76) is equivalent to
\begin{equation}
\psi(t) + \int_0^t e^{-\alpha(t-s)} (I + 1K F_{\alpha}^{-1})^{-1} B_+ F_{\alpha}^{-1} \psi(s) \, ds = (I + 1K F_{\alpha}^{-1})^{-1} \eta(t)
\end{equation}
for \(t \in [0, T]\), i.e., to a Volterra integral equation of the second kind with operator valued kernel function
\[ e^{-\alpha(t-s)} (I + 1K F_{\alpha}^{-1})^{-1} B_+ F_{\alpha}^{-1}, \]
which is continuous in \(t\) and \(s\), and with continuous right-hand side \((I + 1K F_{\alpha}^{-1})^{-1} \eta\). Therefore (2.77) (and thus also (2.73)) has a unique continuous solution \(\psi\). Then (2.72) has the unique solution \(z_1 := F_{\alpha}^{-1} \psi \in C[0, T; D(F_{\alpha})]\), and therefore we can open the brackets in equation (2.71). From (2.74), (2.73) we then obtain
\[ F_{\alpha}^{1/2} V_\alpha^* J_K V_\alpha F_{\alpha}^{1/2} z_1 = K z_1, \quad F_{\alpha}^{1/2} Q_\alpha^* B_+^{1/2} u^0 = B_+ u^0 \quad \text{if} \ u^0 \in D(B_+) = D(B), \]
\[ \int_0^t e^{-\alpha(t-s)} F_{\alpha}^{1/2} Q_\alpha^* Q_\alpha F_{\alpha}^{1/2} z_1(s) \, ds = e^{-\alpha t} \int_0^t e^{\alpha s} B_+ z_1(s) \, ds, \quad t \in [0, T]. \]

Using these relations and the equations \(z_1(t) = e^{-\alpha t} du(t)/dt, \ t \in [0, T], \ f_\alpha = f + B_- u \) (see (2.70)) in the differential equation (2.71), we see that the function \(u\) is a solution of
\[ \frac{d^2 u}{dt^2} + (F_{\alpha} - \alpha + 1K) \frac{du}{dt} + B_+ u = f + B_- u, \]
that is, of the Cauchy problem (2.1), and each term in the above equation is continuous in \(t\) with values in the space \(\mathcal{H}\).

\begin{remark}
It is evident from the proof of Theorem 2.10 that its assertion is valid whenever equation (2.76) has a unique solution \(\psi \in C[0, T; \mathcal{H}]\).
\end{remark}
Remark 2.12. The operator $I + iKF^{-1}$ is invertible in $H$ (with possibly unbounded inverse). Indeed, if $x \in H$ is such that $(I + iKF^{-1})x = 0$, then

$$(F^{-1}_a x, x)_H + i(F^{-1}_a K F^{-1}_a x, x)_H = 0$$

and hence $x = 0$ since $F^{-1}_a > 0$ and $K = K^*$. 

Corollary 2.13. The operator $I + iKF^{-1}$ has a bounded inverse in any of the following cases:

i) The estimate $\|KF^{-1}\| < 1$ holds.

ii) The operator $KF^{-1}$ is compact.

iii) The operators $K$ and $F$ commute.

Proof. If i) holds, the assertion is evident. If ii) holds, the inverse $(I + iKF^{-1})^{-1}$ has the form $I + S$ where $S$ is a compact operator by Remark 2.12 and Fredholm theory (see, e.g., [GGK, Theorem XI.5.2]). If iii) holds, then, by (2.67), the bounded selfadjoint operator $KF^{-1}$ can be rewritten in the form $KF^{-1} = V_a J_K V_a$ (note that $V_a = |K|^{1/2} F^{1/2} = V^*_a$).

Remark 2.14. If the condition $u^0 \in D(B)$ is strengthened to $u^0 \in D(F) \subset D(B)$, then a strong solution $u$ of problem (2.1) belongs to $C[0, T; D(F)]$. Indeed, by Definition 2.1 for such a solution we have $Fdu/dt \in C[0, T; H]$ and therefore

$$\int_0^t F \frac{du}{d\xi} d\xi = F \int_0^t \frac{du}{d\xi} d\xi = F(u(t) - u(0))$$

belongs to $C[0, T; H]$. If $u(0) = u^0 \in D(F)$, then also $Fu \in C[0, T; H]$.

Remark 2.15. Suppose $K = 0$. If

$$u^0 \in D(F), \quad u^1 \in D(F), \quad f \in C[0, T; \mathcal{H}],$$

then the Cauchy problem (2.1) is stable with respect to any substitution

$$u(t) = e^{at} v(t), \quad a > 0.$$ 

This means, after this substitution a strong solution $u$ is transformed into a strong solution $v$ of the transformed Cauchy problem corresponding to equation (2.1).

If we only suppose that $u^0 \in D(B)$, then a strong solution $u$ may be transformed into a solution $v$ which may not be a strong solution.

3. HYDRODYNAMICAL APPLICATIONS:

SMALL MOTIONS OF A VISCOUS FLUID IN AN OPEN VESSEL

As an application of the general approach presented in Section 2, we consider the famous problem of S.G. Krein on small motions of a viscous fluid in an arbitrary open vessel (see [K1], [K2], [KL], [Ko], [KKN]).
3.1. **Statement of the problem.** Assume that a rigid immovable vessel is partially filled with a heavy viscous incompressible homogeneous fluid with density \( \rho > 0 \) and kinematic viscosity \( \nu > 0 \). Let \( \Omega \subset \mathbb{R}^3 \) be the region filled by the fluid in equilibrium state, let \( S \) be the rigid wall of the vessel adherent to the fluid, and let \( \Gamma \) be the free surface of the fluid. We choose the origin \( O \) of our Cartesian coordinate system with axes \( x_1, x_2, x_3 \) on \( \Gamma \) so that the acceleration \( g \) due to the gravitational field perpendicular to \( \Gamma \) is given by \( g = -g e_3, \, g > 0 \), and the equation of the surface \( \Gamma \) has the form \( x_3 = 0 \).

We denote by \( P_0 = P_0(x) \), \( x = (x_1, x_2, x_3) \in \Omega \), the pressure in the fluid in equilibrium state. Then \( -\rho^{-1} \nabla P_0 = g e_3 \), and so, if \( p_a \) is the constant external pressure, then

\[
P_0 = P_0(x_3) = -\rho g x_3 + p_a.
\]

We consider small motions of the fluid close to the equilibrium state. We assume that the difference \( p = p(t, x) \) between the full pressure \( P(t, x) \) and the static pressure \( P_0(x_3) \) is an infinitesimal function. By \( w = w(t, x) \) we denote the field of small displacements in the fluid and by \( f = f(t, x) \) the small field of external mass forces which acts together with the gravitational field in the process of small motions. In the sequel, we suppose that the functions \( w, p, \) and \( f \) are infinitesimal of first order.

The initial boundary value problem for the linearized Navier–Stokes equations has the form (see, for instance, [KKN, p. 276]):

\[
\begin{align*}
\frac{\partial^2 w}{\partial t^2} &= -\frac{1}{\rho} \nabla p + \nu \Delta \frac{\partial w}{\partial t} + f, \quad \text{div } w = 0 \quad \text{in } \Omega, \\
\dot{w} &= 0 \quad \text{on } S, \quad \nu \left( \frac{\partial}{\partial x_i} \frac{\partial w_3}{\partial t} + \frac{\partial}{\partial x_3} \frac{\partial w_i}{\partial t} \right) = 0 \quad \text{on } \Gamma, \quad i = 1, 2, \\
-\rho p + 2 \nu \frac{\partial}{\partial x_3} \frac{\partial w_3}{\partial t} &= -\rho g \gamma_n w \quad \text{on } \Gamma, \quad \gamma_n w := w \cdot e_3, \\
\dot{w}(0, x) &= w^0(x), \quad \frac{\partial}{\partial t} w(0, x) = w^1(x).
\end{align*}
\]

Here \( e_3 \) is the unit vector of the external normal to the boundary \( \Gamma \subset \partial \Omega \).

We suppose that the displacement field \( w \) is solenoidal in \( \Omega \) (see the second equation in (3.1)) and an adhesion condition is fulfilled on \( S \) (see the first condition in (3.2)).

The second condition in (3.2) and condition (3.3) are dynamical conditions which mean that the tangent and normal stresses on the moving free surface of the fluid equal zero, i.e., they equal the corresponding stresses in the gas located above the fluid. Conditions (3.4) are the initial data for the displacement field and the velocity field of the fluid.

3.2. **General spaces and their decompositions.** In order to formulate problem (3.1)–(3.4) as a Cauchy problem of the form (2.1), we suppose that the boundary \( \partial \Omega \) of the region \( \Omega \subset \mathbb{R}^3 \) is a piecewise smooth surface with nonzero inner and outer angles. In the following we introduce a suitable Hilbert space setting and we consider some auxiliary boundary value problems.

We assume that the unknown fields \( w \) and \( \nabla p \) are functions of \( t \) with values \( w(\cdot, t) \) and \( \nabla p(\cdot, t) \) in the Hilbert space \( L_2(\Omega) \) of vector–functions with scalar...
product

\[(u, v) := \int_{\Omega} u(x) \cdot \overline{v(x)} \, d\Omega, \quad u, v \in L_2(\Omega).\]

We will also need the Hilbert space $L_2(\Gamma)$ (of scalar functions) with corresponding scalar product

\[(\varphi, \psi)_0 := \int_{\Gamma} \varphi(x) \overline{\psi(x)} \, d\Gamma, \quad \varphi, \psi \in L_2(\Gamma).\]

For a smooth solenoidal field $w$ we have, by Gauß Theorem,

\[0 = \int_{\Omega} \text{div} \, w \, d\Omega = \int_{S} w \cdot n \, dS + \int_{\Gamma} \gamma_n w \, d\Gamma.\]

Therefore any solution $w$ of problem (3.1) - (3.4) satisfies

\[\int_{\Gamma} \gamma_n w \, d\Gamma = 0,\]

i.e., if $\gamma_n w \in L_2(\Gamma)$, then $\gamma_n w \in L_2(\Gamma) \oplus \{1_{\Gamma}\}$ where $1_{\Gamma}$ is the unit function on $\Gamma$.

In the sequel we will use the orthogonal decomposition

\[L_2(\Omega) = J_0(\Omega) \oplus G_{h, S}(\Omega) \oplus G_{0, \Gamma}(\Omega),\]

which is naturally related to the problem of small oscillations of a viscous fluid in an open vessel and which is obtained by means of the so-called Weyl decomposition (see, for instance, [La, Section 1.2], [T, Theorem 1.5, (1.40)], [KKN, p. 106]). Here

\[(3.7) \quad J_0(\Omega) := \{u \in L_2(\Omega) : \text{div} \, u = 0 \text{ in } \Omega, \ u_n := u \cdot n = 0 \text{ on } \partial \Omega\},\]

\[(3.8) \quad G_{h, S}(\Omega) := \{v \in L_2(\Omega) : v = \nabla \phi, \ \Delta \phi = 0 \text{ in } \Omega, \ \frac{\partial \phi}{\partial n} = 0 \text{ on } S, \int_{\Gamma} p \, d\Gamma = 0\},\]

\[(3.9) \quad G_{0, \Gamma}(\Omega) := \{w \in L_2(\Omega) : w = \nabla \phi \text{ in } \Omega, \ \varphi = 0 \text{ on } \Gamma\},\]

div $u$, $u_n$, and $\partial p/\partial n$ being distributions of finite order (see, e.g., [KKN, pp. 100–102] or [AHKM, Section 2.5]).

From (3.4) and the first boundary condition in (3.4) it follows that for a solution $\{w; \nabla p\}$ of (3.1) - (3.4) we have

\[(3.10) \quad w \in J_0(\Omega) \oplus G_{h, S}(\Omega) =: J_{0, S}(\Omega) = \{u \in L_2(\Omega) : \text{div} \, u = 0 \text{ in } \Omega, \ u_n = 0 \text{ on } S\},\]

\[\nabla p \in G_{h, S}(\Omega) \oplus G_{0, \Gamma}(\Omega) =: G(\Omega) = \{v \in L_2(\Omega) : v = \nabla \phi \text{ in } \Omega, \int_{\Gamma} p \, d\Gamma = 0\}.\]

3.3. Orthogonal projection approach. We introduce the complementary orthoprojections $P_{0, S}$ and $P_{0, \Gamma}$ from the space $L_2(\Omega) = J_{0, S}(\Omega) \oplus G_{0, \Gamma}(\Omega)$ onto the subspaces $J_{0, S}(\Omega)$ and $G_{0, \Gamma}(\Omega)$, respectively, (so that $P_{0, S} + P_{0, \Gamma} = I$), and we suppose that the problem (3.1) - (3.4) has a solution $\{w; \nabla p\}$ for which all terms in the first equation of (3.1) are continuous functions in $t$ with values in $L_2(\Omega)$. Then, by (3.10) and (3.11),

\[(3.12) \quad P_{0, S} w = w, \quad P_{0, \Gamma} w = 0,\]

\[P_{0, S} \nabla p =: \nabla \tilde{p} \in G_{h, S}(\Omega), \quad P_{0, \Gamma} \nabla p =: \nabla \varphi \in G_{0, \Gamma}(\Omega).\]
Applying the orthoprojections $P_{0,\Gamma}$ and $P_{0,S}$ to both sides of the first equation in (3.11) we obtain, by (3.12),

$$0 = -\frac{1}{\rho} \nabla \varphi + \nu P_{0,\Gamma} \Delta \frac{\partial w}{\partial t} + P_{0,\Gamma} f,$$

(3.13)

$$\frac{\partial^2 w}{\partial t^2} = -\frac{1}{\rho} \nabla \tilde{p} + \nu P_{0,S} \Delta \frac{\partial w}{\partial t} + P_{0,S} f.$$

(3.14)

Relation (3.13) shows that if the displacement field $w$ is known, then the field $\nabla \varphi$ can be calculated immediately and hence also $\varphi$, using the fact that $\varphi = 0$ on $\Gamma$ (see (3.9)). Therefore it is sufficient to investigate the following initial boundary value problem for the unknown functions $w$ and $\tilde{p}$:

$$\frac{\partial^2 w}{\partial t^2} = -\frac{1}{\rho} \nabla \tilde{p} + \nu P_{0,S} \Delta \frac{\partial w}{\partial t} + P_{0,S} f, \quad \text{div } w = 0 \quad \text{in } \Omega,$$

(3.15)

$$w = 0 \quad \text{on } S, \quad \nu \left( \frac{\partial}{\partial x_1} \frac{\partial w_3}{\partial t} + \frac{\partial}{\partial x_3} \frac{\partial w_1}{\partial t} \right) = 0 \quad \text{on } \Gamma, \quad i = 1, 2,$$

(3.16)

$$-\tilde{p} + 2 \rho \nu \frac{\partial}{\partial x_3} \frac{\partial w_3}{\partial t} = -\rho g \gamma_n w \quad \text{on } \Gamma,$$

(3.17)

$$w(0, x) = w^0(x), \quad \frac{\partial}{\partial t} w(0, x) = w^1(x).$$

(3.18)

Here every term in the first equation is assumed to be a function of the variable $t$ with values in the subspace $J_{h,S}(\Omega)$.

3.4. **Auxiliary boundary value problems.** For the first auxiliary problem, we introduce the Hilbert space $H_{\Gamma}^{1/2} := H^{1/2}(\Gamma) \cap H$, where $H := L_2(\Gamma) \ominus \{1_\Gamma\}$, and the space $H_1^h(\Omega)$ which consists of scalar functions $p \in H^1(\Omega)$ such that $\int_\Gamma p \, d\Gamma = 0$ equipped with the norm

$$\|p\|_{H_1^h(\Omega)}^2 := \int_\Omega |\nabla p|^2 \, d\Omega.$$

(3.19)

Evidently, $H_1^h(\Omega)$ is a subspace of codimension 1 of the Sobolev space $H^1(\Omega)$, and the Dirichlet norm (3.10) is equivalent to the standard norm of $H^1(\Omega)$.

**The first auxiliary problem: Zaremba problem for the Laplace equation.** Solve the following boundary value problem for the unknown function $p_1 \in H_1^h(\Omega)$:

$$\Delta p_1 = 0 \quad \text{in } \Omega, \quad \frac{\partial p_1}{\partial n} = 0 \quad \text{on } S, \quad p_1 = \psi \quad \text{on } \Gamma, \quad \int_\Gamma \psi \, d\Gamma = 0.$$

(3.20)

**Lemma 3.1.** For every $\psi \in H_{\Gamma}^{1/2}$, problem (3.20) has a unique (generalized) solution $p_1 \in H_1^h(\Omega)$, $\nabla p_1 =: G \psi \in G_{h,S}(\Omega)$ and

$$\|G \psi\| = \|\nabla p_1\| = \|p_1\|_{H_1^h(\Omega)} \leq c \|\psi\|_{H_{\Gamma}^{1/2}}.$$

Proof. See [KKN, p. 45] and also [AHKM, Lemma 2.4].

**Remark 3.2.** It follows from the Trace Theorem (see, for instance, [G]) that $\|\psi\|_{H_{\Gamma}^{1/2}} \leq c \|G \psi\|$. Therefore the norm $\| \cdot \|_{H_{\Gamma}^{1/2}}$ in the space $H_{\Gamma}^{1/2}$ is equivalent to the norm $\| G \cdot \|$. If we equip $H_{\Gamma}^{1/2}$ with the latter norm, then, obviously, the operator $G : H_{\Gamma}^{1/2} \to G_{h,S}(\Omega)$ is an isometry.
For the second auxiliary problem, we introduce the subspace
\begin{equation}
J_{0,S}^1(\Omega) := \{ u \in H^1(\Omega) : \text{div} u = 0 \text{ in } \Omega, \ u = 0 \text{ on } S \}
\end{equation}
of the space $H^1(\Omega)$ of vector fields and equip $J_{0,S}^1(\Omega)$ with the quadratic form
\begin{equation}
E(u, u) := \frac{1}{2} \int_{\Omega} \sum_{i,j=1}^3 \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)^2 \, d\Omega, \quad u \in J_{0,S}^1(\Omega).
\end{equation}

If $u$ is a velocity field of a viscous fluid, then the form $\rho \nu E(u, u)$ is the dissipation velocity of the energy in the region $\Omega$. We mention that on the subspace $J_{0,S}^1(\Omega)$ the norm $E(u, u)^{1/2}$ induced by $E$ is equivalent to the standard norm of $H^1(\Omega)$, which can be seen using \cite[Section 2.2, (2.16)]{KKN} and Korn’s inequality (see \cite{Gob}).

We will also need Green’s formula which is directly related to the right-hand side of the first equation in (3.15). Namely, if $u \in J_{0,S}^1(\Omega) \cap H^2(\Omega)$, $v \in J_{0,S}^1(\Omega)$, and $\nabla \tilde{p} \in G_{h,S}(\Omega)$, then the following formula holds (see \cite[p. 115]{KKN}, \cite{K1}):
\begin{equation}
\int_{\Omega} \left( -\nu P_{0,S} \Delta u + \frac{1}{\rho} \nabla \tilde{p} \right) \cdot \nabla \, d\Omega = \nu E(u, v) - \nu \int_{\Gamma} \left( \sum_{i=1}^2 \left( \frac{\partial u_i}{\partial x_3} + \frac{\partial u_3}{\partial x_i} \right) \right) \nabla \tilde{u} \cdot \nu \, d\Gamma - \int_{\Gamma} \left( -\frac{1}{\rho} \tilde{p} + 2\nu \frac{\partial u_3}{\partial x_3} \right) \nu \, d\Gamma
\end{equation}
where $E(u, v)$ is the bilinear form corresponding to the quadratic form $E(u, u)$.

The second auxiliary problem: S. G. Krein’s Problem. Solve the following boundary value problem for the unknown functions $u \in J_{0,S}^1(\Omega)$ and $\nabla p_2 \in G_{h,S}(\Omega)$:
\begin{equation}
-\nu P_{0,S} \Delta u + \frac{1}{\rho} \nabla p_2 = f_1, \quad \text{div} u = 0 \text{ in } \Omega,
\end{equation}
\begin{equation}
u u = 0 \text{ on } S, \quad \nu \left( \frac{\partial u_i}{\partial x_3} + \frac{\partial u_3}{\partial x_i} \right) = 0 \text{ on } \Gamma, \quad i = 1, 2,
\end{equation}
\begin{equation}
-p_2 + 2\rho \nu \frac{\partial u_3}{\partial x_3} = 0 \text{ on } \Gamma.
\end{equation}

If $u \in J_{0,S}^1(\Omega) \cap H^2(\Omega)$, then, by the Embedding Theorem (see \cite{G2}), we have $\frac{\partial u_3}{\partial x_3} \in H^{1/2}_G$. Thus, by the definition of $G_{h,S}(\Omega)$ in \cite{G1}, if $u \in J_{0,S}^1(\Omega) \cap H^2(\Omega)$ and $\nabla p_2 \in G_{h,S}(\Omega)$ are solutions of (3.24) - (3.29), then $p_2$ solves the Zaremba problem \cite{G1} with $\psi := 2\rho \nu \frac{\partial u_3}{\partial x_3}$ and hence, by Lemma 3.1
\begin{equation}
\nabla p_2 = 2\rho \nu G \frac{\partial u_3}{\partial x_3} := \nu L u.
\end{equation}
Therefore, in this case, (3.24) can be written in the form $\nu A_0 u = f_1, u \in D(A_0)$, where the linear operator $A_0$ in $J_{0,S}(\Omega)$ is given by
\begin{equation}
A_0 u := -P_{0,S} \Delta u + \frac{1}{\rho} L u, \quad D(A_0) = J_{0,S}^1(\Omega) \cap H^2(\Omega).
\end{equation}

Definition 3.3. A function $u \in J_{0,S}^1(\Omega)$ is said to be a generalized solution of the second auxiliary problem (3.24) - (3.29) if for any $v \in J_{0,S}^1(\Omega)$ we have
\begin{equation}
\nu E(u, v) = (f_1, v).
\end{equation}
From Green’s formula (3.28) it follows that any classical solution of the second auxiliary problem is a generalized solution.

Lemma 3.4. If \( f_1 \in \mathbf{J}_{0,S}(\Omega) \), then problem (3.22) – (3.26) has a unique generalized solution \( u = \nu^{-1} A^{-1} f_1 \) where \( A \) is the Friedrichs extension of the operator \( A_0 \) defined in (3.28). The operator \( A \) acts in the space \( \mathbf{J}_{0,S}(\Omega) \), it is selfadjoint and strictly positive and has the following properties:

i) \( \mathcal{D}(A) \subset \mathcal{D}(A^{1/2}) = \mathbf{J}^1_{0,S}(\Omega) \subset \mathbf{J}_{0,S}(\Omega) \)

ii) If \( u \in \mathcal{D}(A) \), \( v \in \mathbf{J}^1_{0,S}(\Omega) \), then

\[
(Au, v) = E(u, v).
\]

If \( u, v \in \mathbf{J}^1_{0,S}(\Omega) \), then

\[
E(u, v) = (A^{1/2} u, A^{1/2} v).
\]

iii) The inverse operator \( A^{-1} \) acting in \( \mathbf{J}_{0,S}(\Omega) \) is compact and positive.

iv) The operator \( A \) has discrete positive spectrum \( \{\lambda_k(\Lambda)\}_{k=1}^\infty \) with accumulation point \( +\infty \) and with asymptotic behaviour

\[
\lambda_k(\Lambda) = \left( \frac{\text{mes} \Omega}{3\pi^2} \right)^{2/3} k^{2/3} (1 + o(1)), \quad k \to \infty.
\]

Proof. See [KKN, pp. 277–279]. The asymptotic formula (3.30) was deduced by G. Metivier [M] for Dirichlet and Neumann boundary conditions. By means of variation principles it follows that it is true in our case as well. \( \square \)

3.5. Transition to a differential operator equation of second order. In this subsection we return to the initial boundary value problem (3.13) - (3.16) and suppose that it has a classical solution \( \{w; \tilde{p}\} \). In the following we will represent \( \tilde{p} \in H^1_\Gamma(\Omega) \) in the form \( \tilde{p} = p_1 + p_2 \) with \( p_1, p_2 \in H^1_\Gamma(\Omega) \) so that

\[
\nabla \tilde{p} = \nabla p_1 + \nabla p_2, \quad \nabla p_i \in \mathbf{G}_{h,S}(\Omega), \quad i = 1, 2,
\]

where \( \nabla p_1 \) is a solution of the first auxiliary problem for

\[
\psi := \rho \gamma_n w
\]

and \( \{u = (\partial w/\partial t); \nabla p_2\} \) is a solution of the second auxiliary problem for

\[
f_1 := -\frac{1}{\rho} \nabla p_1 - \frac{\partial^2 w}{\partial t^2} + P_{0,S} f.
\]

Here the operator \( \gamma_n : H^1(\Omega) \to H^{1/2}_\Gamma \) is defined by

\[
\gamma_n u := (u \cdot \mathbf{n})_\Gamma = (u \cdot \mathbf{e}_3)_\Gamma, \quad \mathcal{D}(\gamma_n) := \mathbf{J}_{0,S}(\Omega) \cap H^1(\Omega)
\]

with \( \gamma_n u \in H^{1/2}_\Gamma = \mathcal{D}(G) \) for \( u \in \mathcal{D}(\gamma_n) \) by the Trace Theorem, where \( G \) is the operator defined in Lemma 3.1.

For \( p_1 \) we have, by Lemma 3.1

\[
\nabla p_1 = G \psi = \rho g G \gamma_n w,
\]

where \( G : H^{1/2}_\Gamma \to \mathbf{G}_{0,S}(\Omega) \subset \mathbf{J}_{0,S}(\Omega) \) is a bounded linear operator. For \( u \) we have, by Lemma 3.4 and using (3.31), (3.33),

\[
u = \frac{\partial w}{\partial t} = \nu^{-1} A^{-1} \left( -g G \gamma_n w - \frac{\partial^2 w}{\partial t^2} + P_{0,S} f \right).
\]
From this it follows that a classical solution $w$ of the boundary value problem (3.3) - (3.4) (and, correspondingly, of the problem (3.13), (3.15) - (3.18)) is a solution of the Cauchy problem

$$\frac{d^2 w}{dt^2} + \nu A \frac{dw}{dt} + g G \gamma_n w = F_{0,S}(t), \quad w(0) = w^0, \quad \frac{dw}{dt}(0) = w^1.$$  

Here $w$ is the unknown function with values in the space $J_{0,S}(\Omega)$, $\nu > 0$ is the kinematic viscosity of the fluid, $g > 0$ is the acceleration due to gravity, $f$ is a given function (the field of external forces), the operator $A$ is the operator of the first auxiliary problem, the operator $G$ is the operator of the first auxiliary problem, and the operator $\gamma_n$ is defined as in (3.32).

**Definition 3.5.** A function $w$ is called a *strong solution* (with respect to the variable $t$) of the boundary value problem (3.3) - (3.4) on the interval $[0, T]$ if the Cauchy problem (3.35) has a strong solution $w$ on $[0, T]$, i.e., if $w \in C^2([0, T]; J_{0,S}(\Omega))$, $\partial w / \partial t \in D(A)$, $A \partial w / \partial t \in C([0, T]; J_{0,S}(\Omega))$, $w \in D(g G \gamma_n)$, $g G \gamma_n w \in C([0, T]; J_{0,S}(\Omega))$, the conditions $\text{div } w = 0$ in $\Omega$, $w = 0$ on $S$ hold, and if $w$ satisfies the differential equation in (3.35) on $[0, T]$ as well as the initial conditions in (3.35).

### 3.6. Test of hypotheses.

In this subsection we show that the Cauchy problem (3.35) is a special case of the general Cauchy problem (2.1).

To this end, we consider the Hilbert space $H := J_{0,S}(\Omega)$ and therein the operators

$$F := \nu A, \quad D(F) := D(A), \quad B := g G \gamma_n, \quad D(B) := D(G \gamma_n), \quad K := 0.$$  

Then equation (3.35) is of the form (2.1) with $K = 0$. In the sequel, we are going to verify that the conditions (2.2), (2.3), and (2.4) are satisfied for the operators $F$, $A$, $B$, $K$.

First, by Lemma 3.4, the operator $A$ is selfadjoint and strictly positive. Since $\nu > 0$ and $K = 0$, the operators $F = \nu A$ and $K$ satisfy the conditions (2.2), (2.3). It remains to study the properties of the operator $B$.

**Lemma 3.6.** The following relations hold:

$$D(A^{1/2}) \subset D(\gamma_n) \subset D(G^*), \quad G^*|D(\gamma_n) = \gamma_n.$$  

**Proof.** The first inclusion follows from Lemma 3.4 by which $D(A^{1/2}) = J_{0,S}(\Omega) \subset J_{0,S}(\Omega) \cap H^1(\Omega) = D(\gamma_n)$.

Now let $v \in D(\gamma_n) = J_{0,S}(\Omega) \cap H^1(\Omega)$, $\psi \in H^{1/2}_\Gamma$. Then, by Lemma 3.4, $\text{div } p_1 = G \psi \in G_{0,S}(\Omega)$ and $\gamma_n v \in H^{1/2}_\Gamma$. Observing that $\text{div } v = 0$ in $\Omega$, we see

$$\langle \nabla p_1, v \rangle = \int_\Omega \nabla p_1 : \nabla v d\Omega = \int_\Omega \text{div } (p_1 \nabla) d\Omega = \int_{\partial \Omega} p_1 \nabla v : n d\Gamma = \int_{\Gamma} p_1 \gamma_n v d\Gamma = \langle p_1, \gamma_n v \rangle_0,$$

that is,

$$\langle G \psi, v \rangle = \langle \psi, \gamma_n v \rangle_0, \quad \psi \in H^{1/2}_\Gamma, \quad v \in D(\gamma_n) = J_{0,S}(\Omega) \cap H^1(\Omega).$$

This shows that if $G$ is considered as an operator acting from $L^2(\Omega)$ to $L^2(\Gamma)$, then $D(\gamma_n) \subset D(G^*)$ and $G^*|D(\gamma_n) = \gamma_n$. \hfill $\square$

Consider now the operator $G \gamma_n$ in $J_{0,S}(\Omega)$ with dense domain

$$D(G \gamma_n) := J_{0,S}(\Omega) \cap H^1(\Omega) = D(\gamma_n).$$
Theorem 3.7. The operator $G\gamma_n$ in $J_{0,S}(\Omega)$ defined on the domain (3.39) is an unbounded symmetric nonnegative operator. Its Friedrichs extension $\widetilde{G}\gamma_n = G\gamma_n$ which is defined on the domain

$$\mathcal{D}(\widetilde{G}\gamma_n) = J_0(\Omega) \oplus G_{h,S}^1(\Omega),$$

where

$$G_{h,S}^1(\Omega) := \left\{ u \in G_{h,S}(\Omega) : u = \nabla \varphi, \quad \gamma_n u := \left( \frac{\partial \varphi}{\partial n} \right)_\Gamma \in H^{1/2}_1(\Gamma) \right\},$$

is an unbounded selfadjoint nonnegative operator with kernel

$$\text{Ker}(\widetilde{G}\gamma_n) = J_0(\Omega).$$

On the space $G_{h,S}(\Omega)$ the operator $\widetilde{G}\gamma_n$ is strictly positive, it has discrete spectrum \( \{ \lambda_k \}_{k=1}^\infty \), \( 0 < \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_k \leq \ldots \), \( \lambda_k \to \infty \), \( k \to \infty \), its eigenvectors \( \{ \nabla \varphi_k \}_{k=1}^\infty \) form an orthogonal basis in the space $G_{h,S}(\Omega)$,

$$\left( \left( \frac{\partial \varphi_k}{\partial n} \right)_\Gamma, \left( \frac{\partial \varphi_l}{\partial n} \right)_\Gamma \right)_0 = \lambda_k (\nabla \varphi_k, \nabla \varphi_l) = \lambda_k \delta_{kl},$$

and the eigenvalues \( \{ \lambda_k \}_{k=1}^\infty \) have the asymptotic behaviour

$$\lambda_k = \left( \frac{\text{mes} \Gamma}{4\pi} \right)^{-1/2} k^{1/2}(1 + o(1)), \quad k \to \infty.$$

Proof. Let $u$ and $v$ belong to $\mathcal{D}(G\gamma_n)$. Then $\psi = \gamma_n u \in H^{1/2}_1(\Omega)$ and, by (3.38),

$$\left( G\gamma_n u, v \right)_{L^2(\Omega)} = (\gamma_n u, \gamma_n v)_0 = (\gamma_n v, \gamma_n u)_0 = (G\gamma_n v, u)_{L^2(\Omega)} = (u, G\gamma_n v)_{L^2(\Omega)},$$

i.e., $G\gamma_n$ is symmetric. From (3.44) with $v = u$ it follows that

$$\left( G\gamma_n u, u \right) = \| \gamma_n u \|_0^2 \geq 0, \quad u \in \mathcal{D}(G\gamma_n),$$

i.e., the operator $G\gamma_n$ is nonnegative. Therefore it admits a nonnegative selfadjoint extension, the Friedrichs extension $\widetilde{G}\gamma_n$. It is evident from (3.45) that

$$\text{Ker}(G\gamma_n) = \{ u \in \mathcal{D}(G\gamma_n) : (\gamma_n u)_0 = 0 \} = \text{Ker}(\gamma_n) = J_0(\Omega) \subset J_{0,S}(\Omega)$$

(see [AHKM] Remark 3.7). Since this set is dense in $J_0(\Omega)$, then, after the extension,

$$\text{Ker}(\widetilde{G}\gamma_n) = J_0(\Omega) \subset J_{0,S}(\Omega).$$

According to the Spectral Theorem for selfadjoint operators, the orthogonal complement $G_{h,S}(\Omega) = J_{0,S}(\Omega) \oplus J_0(\Omega)$ is an invariant subspace for the operator $\widetilde{G}\gamma_n$ and it corresponds to the positive part of its spectrum. Consider now the operator $G\gamma_n$ on the subspace $G_{h,S}(\Omega)$.

First, it follows from Lemma [3.1] and the Embedding Theorem (for the Lipschitz domain $\Omega$, see [3]) that $G\psi \in G_{h,S}(\Omega)$ if and only if $\psi \in H^{1/2}_1(\Gamma)$. Hence, the operators $G : H^{1/2}_1(\Gamma) \to G_{h,S}(\Omega)$ and $G^{-1} : G_{h,S}(\Omega) \to H^{1/2}_1(\Gamma)$ are one-to-one.

Therefore $\widetilde{G}\gamma_n = G\gamma_n$, where $\gamma_n$ is an extension of the operator $\gamma_n$ defined in (3.32) such that $\gamma_n = 0$ on $J_0(\Omega)$ (see (3.40)) and $\gamma_n u \in H^{1/2}_1(\Gamma)$ for $u = \nabla \varphi \in G_{h,S}(\Omega)$.

From this the assertion (3.40) follows.
Secondly, we consider the spectral problem for the operator $G_{\gamma_n}$ on $G_{n,S}(\Omega)$:

$$G_{\gamma_n} u = \lambda u, \quad u = \nabla \varphi \in G_{n,S}^1(\Omega).$$

This problem can be rewritten in the form

$$G \left( \frac{\partial \varphi}{\partial n} \right) = \lambda \nabla \varphi = \lambda G(\varphi|\Gamma), \quad (3.47)$$

$$\Delta \varphi = 0 \text{ in } \Omega, \quad \frac{\partial \varphi}{\partial n} = 0 \text{ on } S, \quad \int_{\Gamma} \varphi \ d\Gamma = 0. \quad (3.48)$$

From (3.47) it follows that

$$\frac{\partial \varphi}{\partial n} = \lambda \varphi \text{ on } \Gamma. \quad (3.49)$$

Problem (3.47), (3.48) is well known as Steklov’s problem which arises in the study of oscillations of an ideal fluid in an open vessel (see, for instance, [KKN, p. 140]). It can be reformulated as a spectral problem

$$\psi = \lambda C \psi, \quad \psi = \left( \frac{\partial \varphi}{\partial n} \right)_{\Gamma} \in H = L_2(\Gamma) \ominus \{1_{\Gamma}\},$$

where the operator $C$ is compact and positive. Therefore this problem has discrete spectrum, say $\{\lambda_k\}_{k=1}^\infty$, consisting of positive eigenvalues $\lambda_k$ with limit point $+\infty$, and the system of eigenvectors $\{\psi_k\}_{k=1}^\infty$ can be chosen to form an orthonormal basis in $H$. From this the basis property of the eigenvectors $\{\nabla \varphi_k\}_{k=1}^\infty$, $\nabla \varphi_k = \lambda_k^{-1} G \left( \frac{\partial \psi_k}{\partial n} \right)_{\Gamma} = \lambda_k^{-1} G \psi_k$, and the formulas (3.42) follow.

The asymptotic formula (3.43) can be derived by means of the variation ratio

$$\int_{\Gamma} \left| \frac{\partial \varphi}{\partial n} \right|^2 d\Gamma \left/ \int_{\Omega} |\nabla \varphi|^2 d\Omega \right.$$ or by means of the variation ratio

$$\int_{\Omega} |\nabla \varphi|^2 d\Omega \left/ \int_{\Gamma} |\varphi|^2 d\Gamma \right.$$ both of which have to be considered on the set of functions $\varphi$ satisfying (3.48) (see [SV]).

Corollary 3.8. The operator coefficients $F = \nu A, B = g G_{\gamma_n}$, and $K = 0$ of the Cauchy problem (3.35) satisfy the assumption (2.31) of Theorem 2.7: $F \geq 0, B \geq 0$ with $D(B) \supset D(F)$, and $K = 0$.

Proof. It remains to prove (2.4). From (3.37), (3.39), and (3.40) it follows that

$$D(A) \subset D(A^{1/2}) \subset D(\gamma_n) = D(G_{\gamma_n}) = D(B) \subset D(G_{\gamma_n}) = D(\tilde{B})$$

where $\tilde{B} := g G_{\gamma_n}$ is a nonnegative selfadjoint operator which is the Friedrichs extension of the operator $B = g G_{\gamma_n}$. □
3.7. **Theorem on well-posedness.** According to the results of the last subsection, we can now apply Theorem 2.7 to the Cauchy problem (3.35) and obtain results for the original initial boundary value problem (3.1) – (3.4).

**Theorem 3.9.** Suppose that the following conditions hold for initial boundary value problem (3.35):

\[
\begin{align*}
\mathbf{w}^0 &= \mathbf{w}_0^0 + \nabla \varphi^0 & \text{with } & \mathbf{w}_0^0 \in \mathbf{J}_0(\Omega), & \nabla \varphi^0 \in \mathbf{G}_{h,S}(\Omega), \\
\mathbf{w}^1 &\in D(A) \subset D(A^{1/2}) = \mathbf{J}_{0,S}(\Omega), \\
\mathbf{f} &\in C^1[0,T; L_2(\Omega)].
\end{align*}
\]

Then the Cauchy problem (3.35) has a unique strong solution \( \mathbf{w} \), that is, \( \mathbf{w} \in C^2[0,T; \mathbf{J}_{0,S}(\Omega)], \) \( \partial \mathbf{w}/\partial t \in D(A), \) \( A \partial \mathbf{w}/\partial t \in C[0,T; \mathbf{J}_{0,S}(\Omega)], \) \( \mathbf{w} \in D(gG_{\gamma_n}), \) as well as \( gG_{\gamma_n} \mathbf{w} \in C[0,T; \mathbf{G}_{h,S}(\Omega)], \) and equation (3.35) holds with the operator \( \tilde{\gamma}_n \) instead of \( \gamma_n \).

If \( \mathbf{w}^0 \in D(A), \) then \( \mathbf{w} \in D(A) \) and \( A\mathbf{w} \in C[0,T; \mathbf{J}_{0,S}(\Omega)]. \)

**Proof.** First, if \( \mathbf{f} \in C^1[0,T; L_2(\Omega)], \) then \( P_{0,S} \mathbf{f} \in C^1[0,T; \mathbf{J}_{0,S}(\Omega)]. \) Further, if \( \mathbf{w}^1 \in D(A), \) then \( \mathbf{w}^1 \in D(\nu A) = D(F) \) (see (3.36)). At last, if the conditions on \( \mathbf{w}^0 \) in (3.50) hold, then, by Theorems 3.7, 3.40, 3.41, and Corollary 3.8, we have \( \mathbf{w}^0 \in D(G_{\gamma_n}) = D(G_{\gamma_n}) = D(B) \) and \( D(F) \subset D(B). \)

Therefore all conditions of Theorem 2.7 are satisfied for the Cauchy problem (3.35) and it has a unique strong solution \( \mathbf{w} \) on the interval \([0,T]\) if we replace \( \gamma_n \) by its extension \( \tilde{\gamma}_n \) to the space \( \mathbf{J}_0(\Omega) \oplus \mathbf{G}_{h,S}(\Omega) \) (see (3.40)). The last assertion follows by applying Remark 2.14 to the Cauchy problem (3.35). \( \square \)

As a corollary of Theorem 3.9 we obtain the following final result on the solvability of the initial boundary value problem (3.1) – (3.4).

**Theorem 3.10.** Let \( A \) be the Friedrichs extension of the operator \( A_0 \) of the second auxiliary problem defined in (3.28) and suppose that the conditions

\[
\begin{align*}
\mathbf{w}^0 &\in D(A^{1/2}), & \mathbf{w}^1 &\in D(A), & \mathbf{f} &\in C^1[0,T; L_2(\Omega)]
\end{align*}
\]

hold. Then the problem (3.1) – (3.4) has a unique strong solution (with respect to the variable \( t \)) in the sense of Definition 3.7.

**Proof.** If the conditions (3.51) hold, then the conditions (3.50) of Theorem 3.9 are satisfied and, thus, the Cauchy problem (3.35) has a unique strong solution \( \mathbf{w} \) on the interval \([0,T]\). Further, from the relation (2.78) we see that \( A(w - w^0) \in C[0,T; \mathcal{H}], \) i.e., \( w - w^0 \in C[0,T; D(A)]. \) Since the operator \( A^{-1/2} \) is bounded in \( \mathbf{J}_{0,S}(\Omega) \) and \( w^0 \in D(A^{1/2}) \) by assumption (3.51), we conclude that the functions \( w - w^0 \) as well as \( w \) belong to \( C[0,T; D(A^{1/2})] = C[0,T; \mathbf{J}_{0,S}(\Omega)]. \) Therefore, by (3.37) and (3.40), we have \( \mathbf{w}(t) \in D(G_{\gamma_n}) \) for any \( t \in [0,T] \) and \( gG_{\gamma_n} \mathbf{w} = gG_{\gamma_n} \mathbf{w} \in C[0,T; \mathbf{G}_{h,S}(\Omega)]. \) Besides, since \( \mathbf{w}(t) \in \mathbf{J}_{0,S}(\Omega) \) for any \( t \in [0,T], \) we have \( \text{div} \mathbf{w}(t) = 0 \) in \( \Omega \) and \( \mathbf{w}(t) = 0 \) on \( S \) for any \( t \in [0,T], \) by definition of the space \( \mathbf{J}_{0,S}(\Omega) \) (see (3.21)). \( \square \)

3.8. **Oscillations of an ideal fluid in an open vessel.** Consider now the degenerate case \( \nu = 0 \) when the fluid in the vessel is inviscid (ideal). Then with the problem (3.1) – (3.4) we associate the Cauchy problem (3.35) with \( \nu = 0, \) which is a classical Cauchy problem for a hyperbolic equation with operator coefficient
\( \bar{B} = gG_{7_n} = \bar{B}^* \geq 0 \):

\[
(3.52) \quad \frac{d^2 w}{dt^2} + \bar{B}w = P_{0,f}, \quad w(0) = w^0, \quad \frac{dw}{dt}(0) = w^1.
\]

So, in this case, equation \[ (3.13) \] takes the form

\[
(3.53) \quad \nabla \varphi = \rho P_{0,f},
\]

i.e., the projection \( \nabla \varphi \) of the pressure \( \nabla p \) on the subspace \( G_{0,1}(\Omega) \) is determined only by the corresponding projection of the external field of mass forces \( f \) and does not depend on the displacement field \( w \).

We will now derive the explicit form of the solution of problem \[ (3.52) \] using the eigenvalues and eigenfunctions of the operator \( \bar{B} = gG_{7_n} \) (see Theorem 3.7).

According to the decomposition \[ (3.10) \], we represent a solution \( w \in J_{0,S}(\Omega) \) of problem \[ (3.52) \] in the form

\[
(3.54) \quad w = v + \nabla \Phi \quad \text{with} \quad v \in J_{0}(\Omega), \quad \nabla \Phi \in G_{h,S}(\Omega)
\]

and recall that \( \text{Ker} \bar{B} = J_{0}(\Omega) \) (see \[ (3.49) \]). Then, after applying the orthogonal projections \( P_{0} \) and \( P_{h,S} \) of \( J_{0,S}(\Omega) \) onto the subspaces \( J_{0}(\Omega) \) and \( G_{h,S}(\Omega) \), respectively, to \[ (3.52) \], we obtain the following two Cauchy problems:

\[
(3.55) \quad \frac{d^2 v}{dt^2} = P_{0}f, \quad v(0) = P_{0}w^0, \quad \frac{dv}{dt}(0) = P_{0}w^1,
\]

\[
(3.56) \quad \frac{d^2 \nabla \Phi}{dt^2} + \bar{B}\nabla \Phi = P_{h,S}f,
\]

\[
\nabla \Phi(0) = P_{h,S}w^0 =: \nabla \phi^0, \quad \frac{d\nabla \Phi}{dt}(0) = P_{h,S}w^1 =: \nabla \phi^1,
\]

where

\[ \begin{align*}
\bar{B} := \bar{B}|G_{h,S}(\Omega).
\end{align*} \]

By Theorem 3.7 the operator \( \bar{B} \) is an unbounded positive definite operator which has discrete spectrum \( \{ \lambda_{k}(\bar{B}) \}_{k=1}^{\infty}, \lambda_{k}(\bar{B}) = g\lambda_{k} \) with \( \lambda_{k} \) as in Theorem 3.7 having the asymptotic behaviour \[ (3.43) \]. For the corresponding system of eigenfunctions \( \{ \nabla \phi_{k} \}_{k=1}^{\infty} \) we have (see \[ (3.42) \])

\[
(3.57) \quad g \left( \left( \frac{\partial \phi_{k}}{\partial n} \right)_{\Gamma}, \left( \frac{\partial \phi_{l}}{\partial n} \right)_{\Gamma} \right) = g\lambda_{k}(\nabla \phi_{k}, \nabla \phi_{l}) = \lambda_{k}(\bar{B})\delta_{kl}.
\]

**Theorem 3.11.** Suppose that for the initial boundary value problem \[ (3.1) - (3.4) \] we have \( \nu = 0 \) and the following conditions hold:

\[
(3.58) \quad f = f_{0} + f_{0,1} + \nabla F \quad \text{with} \quad f_{0}, f_{0,1} \in C[0, T; J_{0}(\Omega)], \quad f_{0,1} \in C[0, T; G_{0,1}(\Omega)], \quad \nabla F \in C^{1}[0, T; G_{h,S}(\Omega)],
\]

\[
(3.59) \quad w^0 = w_{0} + \nabla \phi^0 \quad \text{with} \quad w_{0} \in J_{0}(\Omega), \quad \nabla \phi^0 \in D(\bar{B}) \subset G_{h,S}(\Omega),
\]

\[
(3.60) \quad w^1 = w_{0} + \nabla \phi^1 \quad \text{with} \quad w_{0} \in J_{0}(\Omega), \quad \nabla \phi^1 \in D(\bar{B}^{1/2}) \subset G_{h,S}(\Omega).
\]

Then the initial boundary value problem \[ (3.11) - (3.4) \] has a unique strong solution, i.e., there exists a unique pair of functions \( \{ w; \nabla p \} \) such that

\[
(3.61) \quad w = v + \nabla \varphi, \quad v \in C^{2}[0, T; J_{0}(\Omega)], \quad \nabla \varphi \in C[0, T; D(\bar{B})] \cap C^{2}[0, T; G_{h,S}(\Omega)],
\]

\[
(3.62) \quad \nabla p = \nabla \varphi + \nabla \hat{p}, \quad \nabla \varphi \in C[0, T; G_{0,1}(\Omega)], \quad \nabla \hat{p} = \rho \bar{B}w \in C[0, T; G_{h,S}(\Omega)],
\]
and the relations (3.33) – (3.36) hold. In addition, we have

\begin{equation}
\dot{v}(t) = \int_0^t (t-s) P_0 f(s) \, ds + (P_0 w^1) t + P_0 w^0,
\end{equation}

and

\begin{equation}
\nabla \Phi(t) = \cos(t\hat{B}^{1/2}) \nabla \Phi^0 + \hat{B}^{-1/2} \left( \sin(t\hat{B}^{1/2}) \nabla \Phi^1 + \int_0^t \sin((t-s)\hat{B}^{1/2}) \nabla F(s) \, ds \right)
\end{equation}

with \( \omega_k := \lambda_k(\hat{B})^{1/2} \), \( \alpha_k := (\nabla \Phi^0, \nabla \varphi_k) \), \( \beta_k := (\nabla \Phi^1, \nabla \varphi_k) \), \( f_k(t) := (\nabla F(t), \nabla \varphi_k) \), \( k = 1, 2, \ldots \), where \( \{ \lambda_k(\hat{B}) \}_k \) and \( \{ \nabla \varphi_k \}_k \) are the eigenvalues and eigenfunctions of the operator \( \hat{B} \) (see (3.51)).

**Proof.** It follows from the above that the initial boundary value problem (3.11) – (3.24) (in the case \( \nu = 0 \)) is equivalent to the relation (3.33) together with the two Cauchy problems (3.53) and (3.54). It is evident that problem (3.53) has a unique solution \( v \) of the form (3.33), and therefore under the assumptions (3.58) – (3.60) for \( f_0, w^0, \) and \( w^1 \), we have \( v \in C^2[0, T; J_0(\Omega)] \). Further, since \( f_{0,\Gamma} = P_{0,\Gamma} f \in C[0, T; G_{0,\Gamma}(\Omega)] \), we see from (3.62) that \( \nabla \varphi \in C[0, T; G_{0,\Gamma}(\Omega)] \). Moreover, it is known (see, e.g., [BS]) that the inhomogeneous Cauchy problem (3.54) with unbounded positive definite operator coefficient \( \hat{B} = \hat{B}^* \) has a unique strong solution of the form (3.64) if the conditions (3.58) – (3.60) for \( \nabla F, \nabla \Phi^0, \) and \( \nabla \Phi^1 \) hold. Finally, in the case \( \nu = 0 \) (in contrast to the case \( \nu > 0 \), see Subsection 3.5) we have \( \nabla \hat{\rho} = \nabla p_1 \) (since \( \nabla p_2 = 0 \) by (3.27)), and therefore, by (3.33) and Theorem 3.7

\[ \nabla \hat{\rho} = \nabla p_1 = \rho gG \nabla w = \hat{B} \nabla w \in C[0, T; G_{0,\Gamma}(\Omega)] \].

As a corollary of Theorem 3.11 we obtain the following result.

**Theorem 3.12.** Under the conditions of Theorem 3.11 the law of full energy conservation holds for the strong solution of the initial boundary value problem (3.11) – (3.24), which says that on the whole interval \([0, T]\),

\begin{equation}
\frac{1}{2} \left( \rho \int_{\Omega} |\partial w/\partial t|^2 \, d\Omega + \rho g \int_{\Gamma} |w_n|^2 \, d\Omega \right) = \frac{1}{2} \left( \rho \int_{\Omega} |w|^2 \, d\Omega + \rho g \int_{\Gamma} |w_n|^2 \, d\Omega \right)
\end{equation}

\[ + \rho \int_0^t \left( \int_{\Omega} f(s) \cdot \partial w/\partial s (s) \, d\Omega \right) \, ds. \]

The proof is left to the reader.

**Remark 3.13.** The left-hand side in (3.65) is the total (kinetic plus potential) energy of the considered hydrodynamical system at time \( t \) and the right-hand side is the sum of the total energy at initial time \( t = 0 \) plus the work of the external forces on the system from time \( t = 0 \) to time \( t \).

**Remark 3.14.** Suppose that the condition

\[ \Delta \partial w/\partial t \in C[0, T; L_2(\Omega)] \]
is satisfied for problem (3.1) - (3.4) in the case \( \nu > 0 \). Then under the assumptions of Theorem 3.9 the law of full energy conservation holds for the strong solution and it has the form (3.65) with the additional term

\[
-\rho \nu \int_0^t E \left( \frac{\partial w}{\partial s}, \frac{\partial w}{\partial s} \right) \, ds
\]

on the right-hand side of (3.65), where the form \( E(u, u) \) is defined by (3.22). The term (3.66) corresponds to the work of the internal dissipative forces in the hydrodynamical system. The proof of the law of energy conservation in this case is the same as in the case \( \nu = 0 \).

**Remark 3.15.** From the physical point of view, the quantities \( \omega_k \) in (3.64) are the frequencies of the eigenoscillations due to gravitation of an ideal fluid in an open vessel (the so-called surface waves).
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