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Abstract. In previous papers we have developed proof-theoretic techniques for extracting effective uniform bounds from large classes of ineffective existence proofs in functional analysis. Here ‘uniform’ means independence from parameters in compact spaces. A recent case study in fixed point theory systematically yielded uniformity even w.r.t. parameters in metrically bounded (but noncompact) subsets which had been known before only in special cases. In the present paper we prove general logical metatheorems which cover these applications to fixed point theory as special cases but are not restricted to this area at all. Our theorems guarantee under general logical conditions such strong uniform versions of non-uniform existence statements. Moreover, they provide algorithms for actually extracting effective uniform bounds and transforming the original proof into one for the stronger uniformity result. Our metatheorems deal with general classes of spaces like metric spaces, hyperbolic spaces, CAT(0)-spaces, normed linear spaces, uniformly convex spaces, as well as inner product spaces.

1. Introduction

The purpose of this paper is to establish a novel way of using proof theory to obtain new uniform existence results in mathematics together with effective versions thereof. The results we are concerned with in this paper belong to the area of analysis and, more specifically, nonlinear functional analysis. However, we are confident that our approach can be used e.g. in algebra as well.

The idea of making mathematical use of proof theoretic techniques has a long history which goes back to G. Kreisel’s program of ‘unwinding of proofs’ put forward in the 50’s (for more modern accounts see [42, 43]). The goal of this program is to systematically transform given proofs of mathematical theorems in such a way that explicit quantitative data, e.g. effective bounds, are extracted which were not visible beforehand. The main obstacle in reading off such information directly is usually the use of ineffective ‘ideal’ elements in a proof. ‘Unwinding of proofs’ has had applications in e.g. algebra (8), combinatorics (2) and number theory (11, 35, 40). In recent years, the present author has systematically developed (under the name ‘proof mining’) proof theoretic techniques specially designed for
applications in analysis (see [28, 30, 32] and, for a survey, [39] and the articles cited there). We have carried out major case studies in the areas of Chebycheff approximation ([28, 29]), L_1-approximation (with P. Oliva, [38]) and metric fixed point theory (partly with L. Leustean, [35, 36, 37]).

The applications are based on metatheorems of the following form (first established in [28]): Let X be a Polish space and K a compact Polish space which are given in so-called standard representation by elements of the Baire space N^N and { the space of functions f ∈ N^N, f ≤ M bounded by some fixed function M. Then one can extract from ineffective proofs of theorems of the form

∀x ∈ X ∀y ∈ K ∃z ∈ N A(x, y, z),

where A is a purely existential formula (in representatives of x, y), effective uniform (on K) bounds Φ(f_x) on ‘∃z’, i.e.

∀x ∈ X ∀y ∈ K ∃z ≤ Φ(f_x) A(x, y, z).

The crucial aspects in these applications are that

1) Φ(f_x) does not depend on y ∈ K (‘uniformity w.r.t. K’) but only on – some representative f_x ∈ N^N of – x,

2) the extracted Φ will be of (usually low) subrecursive complexity (depending on the proof principles used).

A discussion of the relevance of this setting for numerous problems in numerical functional analysis is given in [39].

Whereas this covers the applications in approximation theory mentioned above, the applications in metric fixed point theory in [35, 36, 37] have systematically produced results going far beyond what is guaranteed by the existing metatheorems:

1) effective uniform bounds are obtained for theorems about arbitrary normed resp. so-called hyperbolic spaces (no separability assumption or assumptions on constructive representability),

2) independence of the bounds from parameters y (‘uniformity in y’) from bounded subsets of normed spaces resp. bounded hyperbolic spaces were obtained without any compactness condition.

It is the last point which is most interesting: general compactness arguments can be used to infer the existence of bounds which are uniform for compact spaces (and – under general conditions – even their computability) so that in this case it is mainly the explicit construction of such bounds (of low complexity) which is in question. For spaces which are not compact but only metrically bounded, by contrast, there are no general mathematical reasons why even ineffectively such a strong uniformity should hold. In fact, in the examples in metric fixed point theory we studied, only for special cases such (ineffective) uniformity results were known before, and they were obtained by non-trivial and ad-hoc functional analytic techniques ([9, 12, 23]).

In this paper we prove new metatheorems which are strong enough to cover the main uniformity results we obtained in the aforementioned case studies as special cases. Moreover, they guarantee a-priori under rather general and easy to check logical conditions the existence of bounds which are uniform on arbitrary bounded convex subsets of general classes of spaces such as metric spaces, hyperbolic spaces, CAT(0)-spaces, normed linear spaces, uniformly convex normed spaces and inner product spaces. The proofs of these metatheorems are based on novel extensions of the general proof theoretic technique of functional interpretation which goes back to...
This provides our metatheorems with algorithms to actually extract from given proofs of non-uniform existence theorems explicit effective uniform bounds. These algorithms correspond directly to the extraction technique used in the concrete examples in fixed point theory mentioned above.

The importance of the metatheorems is that they can be used to infer new uniform existence results without having to carry out any actual proof analysis. In such applications, the proofs of the metatheorems (and the complicated proof theory used in them) can be treated as a ‘black box’. However, in contrast to model-theoretic applications of logic to analysis (e.g. transfer principles in non-standard analysis or model theoretic uses of ultrapowers, see also the discussion at the end of section 3 below), one can also open that box and explicitly run the extraction algorithm. This algorithm not only will extract an explicit effective bound (whose subrecursive complexity can be estimated already a-priori in terms of the proof principles used) but will also transform the original proof into a new one for the stronger uniform bound which can again be written in ordinary mathematical terms and does not need the metatheorem (nor other tools from logic) any longer for its correctness.

It is clear that such strong uniformity results as discussed above can hold only under certain conditions, e.g. for concrete spaces like \((C[0,1], \| \cdot \|_\infty)\) one can easily construct counterexamples:

Let \(B\) denote the closed unit ball in \((C[0,1], \| \cdot \|_\infty)\). By the Weierstraß approximation theorem we have

\[
\forall f \in B \exists n \in \mathbb{N} \text{n code of coefficients of a polynomial } p \in \mathbb{Q}[X] \text{ s.t. } \| f - p \|_\infty < \frac{1}{2},
\]

but there is no uniform bound for \(n\) on the whole set \(B\) (consider, e.g., \(f_n := \sin(nx)\)).

The reason why in the various examples from metric fixed point theory such uniformity results hold, obviously has to do with the fact that only general algebraic or geometric properties of whole classes of spaces (such as metric spaces, hyperbolic spaces, CAT(0)-spaces, normed linear spaces, uniformly convex normed spaces, inner product spaces) are used but not genuinely analytical properties, e.g. separability on which our counterexample is based.

It will turn out that the crucial condition on the permissible properties is that they can be expressed by axioms which have a generalized Gödel functional interpretation by so-called majorizable functionals and which only involve majorizable functionals as constants (see section 4 for technical details). In a setting suitably enriched by new constants, we can axiomatize the above-mentioned classes of spaces even by purely universal ‘algebraic’ axioms (modulo an explicit ‘analytical’ Cauchy-representation of real numbers) so that this condition is satisfied for very simple reasons. It is the interface between the algebraic structures and the real number representation which will need some subtle care.

In this paper we focus on the structures listed above. It is clear, however, that many other structures (whose axioms may satisfy the logic condition mentioned above for more subtle reasons), e.g. further mathematically enriched structures, can be treated as well.

In order to make the metatheorems as strong and as easy as possible for non-logicians to use, we use the deductive framework of classical analysis based on full dependent choice (which includes full second-order arithmetic). Of course,
in concrete proofs often only small fragments are needed, which accounts for the low complexity of the bounds actually observed. However, using a strong formal framework makes it easy to check the formalizability of proofs and thereby the applicability of the metatheorems.

The paper is organized as follows: section 2 develops the logical setting in which our results are formulated. The main metatheorems are stated in section 3 together with several applications. Section 4 is devoted to the proofs of the main results.

2. The formal framework

We now define our formal framework, the system $\mathcal{A}^\omega$ of so-called (weakly extensional) classical analysis and its extensions by built-in mathematical structures. $\mathcal{A}^\omega$ is formulated in the language of functionals of finite type and consists of a finite type extension $\mathbf{PA}^\omega$ of first order Peano arithmetic $\mathbf{PA}$ and the axiom schema $\text{DC}$ of dependent choice in all types which implies countable choice and hence arbitrary comprehension over natural numbers. As a consequence of this, full second order arithmetic (in the sense of [51]) is contained in $\mathcal{A}^\omega$ (via the identification of subsets of $\mathbb{N}$ with their characteristic functions).

Definition 2.1. The set $\mathbf{T}$ of all finite types is defined inductively by the clauses

(i) $0 \in \mathbf{T}$, (ii) $\rho, \tau \in \mathbf{T} \Rightarrow (\rho \rightarrow \tau) \in \mathbf{T}$.

Abbreviation. We usually omit outermost parantheses for types. The type $0 \rightarrow 0$ of unary number theoretic functions will often be denoted by 1.

Remark 2.2. Any type $\rho \neq 0$ can be written in the normal form

$\rho = \rho_1 \rightarrow (\rho_2 \rightarrow \ldots (\rho_k \rightarrow 0) \ldots)$

which we usually abbreviate as

$\rho_1 \rightarrow \rho_2 \rightarrow \ldots \rightarrow \rho_k \rightarrow 0$.

Objects of type 0 denote (in the intended model) natural numbers. Objects of type $\rho \rightarrow \tau$ are operations mapping objects of type $\rho$ to objects of type $\tau$. E.g. $0 \rightarrow 0$ is the type of functions $f : \mathbb{N} \rightarrow \mathbb{N}$ and $(0 \rightarrow 0) \rightarrow 0$ is the type of operations $F$ mapping such functions $f$ to natural numbers, and so on.

We only include equality $=_0$ between objects of type 0 as a primitive predicate. Equality between objects of higher types $s =_\rho t$ is a defined notion

$s =_\rho t :\equiv \forall x_1^{\rho_1}, \ldots, x_k^{\rho_k} (s(x_1, \ldots, x_k) =_0 t(x_1, \ldots, x_k))$, where

$\rho = \rho_1 \rightarrow \rho_2 \rightarrow \ldots \rightarrow \rho_k \rightarrow 0$,

i.e. higher type equality is defined as extensional equality. An operation $F$ of type $\rho \rightarrow \tau$ is called extensional if it respects this extensional equality, i.e. if

$\forall x^{\rho_1}, y^{\rho_1} (x =_\rho y \rightarrow F(x) =_\tau F(y))$.

What we would like to have is an axiom stating that all functionals in our system are extensional. This, however, would be too strong a requirement for the metatheorems we are aiming at and their applications in functional analysis to hold. Instead

---

1Here we write $s(x_1, \ldots, x_k)$ for $(\ldots(sx_1)\ldots x_k)$ (see also below).
we include a weaker quantifier-free so-called extensionality rule due to [25]:

\[
\text{QF-ER} : \quad \frac{A_0 \rightarrow s = \rho t}{A_0 \rightarrow r[s] = \tau r[t]}, \quad \text{where } A_0 \text{ is a quantifier-free formula.}
\]

The rule QF-ER allows us to derive the equality axioms for type-0 objects

\[ x =_0 y \rightarrow t[x] =_\tau t[y] \]

but not for objects \( x, y \) of higher types (see [31], [48]).

The system \( \mathcal{A}^\omega \) is defined as follows (further information can be found, e.g., in [53]): on top of many-sorted classical logic with variables \( x^\rho, y^\rho, z^\rho, \ldots \) for all types \( \rho \in \mathcal{T} \) and quantifiers over those we have the following:

**Constants.** \( O^0 \) (zero), \( S^1 \) (successor), \( \Pi^{\rho,\tau-\rho}_{\rho,\tau} \) (projectors), \( \Sigma^\delta_{\rho,\tau} \) (combinators of type \( (\delta \rightarrow \rho \rightarrow \tau) \rightarrow (\delta \rightarrow \rho) \rightarrow \delta \rightarrow \tau \) ), recursor constants \( R \) for simultaneous primitive recursion in all types (see remark [25] below).

**Terms.** variables \( x^\rho \) and constants \( c^\rho \) of type \( \rho \) are terms of type \( \rho \). If \( t^{\rho-\tau} \) is a term of type \( \rho \rightarrow \tau \) and \( s^\rho \) a term of type \( \rho \), then \( (ts)^\tau \) is a term of type \( \tau \). Instead of \((\ldots (ts_1)\ldots s_n)\) we usually write \( t(s_1, \ldots, s_n) \). Formulas are built up out of atomic formulas of the form \( s =_0 t \) by means of the logical operators as usual.

**Non-logical axioms and rules.**

(i) Reflexivity, symmetry and transitivity axioms for \( =_0 \),
(ii) usual successor axioms for \( S \) : \( S(x) =_0 S(y) \rightarrow x =_0 y, \quad S(x) \neq 0 \),
(iii) axiom schema of complete induction

\[(IA) : \quad A(0) \land \forall x^0 (A(x) \rightarrow A(S(x))) \rightarrow \forall x^0 A(x), \]

where \( A(x) \) is an arbitrary formula of our language,
(iv) axioms for \( \Pi^{\rho,\tau}_{\rho,\tau}, \Sigma^\delta_{\rho,\tau} \) and \( R^\rho_0 \):

\[
(\Pi) : \quad \Pi^{\rho,\tau}_{\rho,\tau} x^\rho y^\tau = \rho x^\rho, \\
(\Sigma) : \quad \Sigma^\delta_{\rho,\tau} x y z = \tau x z(y z) \quad (x^{\delta-\rho-\tau}, y^{\delta-\rho}, z^\delta), \\
(R) : \quad \begin{cases} 
R^\rho_0 y z = \rho y, \\
R^\rho_0 (S x^0) y z = \rho z(R^\rho_0 x y z) x, 
\end{cases}
\]

where \( \rho = \rho_1, \ldots, \rho_k, y_i \) is of type \( \rho_i \) and \( z_i \) of type \( \rho_1 \rightarrow \ldots \rightarrow \rho_k \rightarrow 0 \rightarrow \rho_i \).

(v) quantifier-free extensionality rule QF-ER,

(vi) quantifier free axiom of choice schema in all types:

\[
\text{QF-AC} : \quad \forall x^0, y^0 A_0(x, y) \rightarrow \exists z^0 \forall x^0 A_0(x, z),
\]

where \( A_0 \) is quantifier-free and \( x, y \) are tuples of variables of arbitrary types,

(vii) dependent choice DC:= \{ DC^\rho : \rho \in \mathcal{T} \} in all types, where

\[
\text{DC}^\rho : \quad \forall x^0, y^0 \exists z^0 A(x, y, z) \rightarrow \exists f^{\rho-\rho} \forall x^0 A(x, f(x), f(S(x))),
\]

where \( A \) is an arbitrary formula and \( \rho \) an arbitrary type.

---

2 We will see further below that the need to restrict the use of extensionality has a natural mathematical interpretation. Moreover, working with the quantifier-free rule of extensionality will point us to the correct mathematical conditions in our applications.
Remark 2.3. 1) Our formulation of DC (first considered in \[19\] under the name (A.1)) combines the usual formulation of dependent choice

\[ \forall x^0 \exists y^0 A(x, y) \rightarrow \forall x^0 \exists f^{0\rightarrow\rho}[f(0) =^\rho x \land \forall z^0 A(f(z), f(S(z)))] \]

and countable choice

\[ \forall x^0 \exists y^0 A(x, y) \rightarrow \exists f^{0\rightarrow\rho} \forall x^0 A(x, f(x)) \]

which are both provable in \(\mathcal{A}^\omega\) (see \[19\] for details).

2) One can in fact reduce simultaneous primitive recursion in higher types to ordinary primitive recursion in higher types. However, this is rather tedious (see \[54\]) and would cause further problems in the extensions of \(\mathcal{A}^\omega\) to new types defined below; see remark 4.2. That is why we include constants for simultaneous recursion as primitives.

The purpose of the constants \(\Pi, \Sigma\) is to achieve closure under functional abstraction:

Lemma 2.4. For every term \(t[x^\rho]^\tau\) one can construct in \(\mathcal{A}^\omega\) a term \(\lambda x^\rho.t[x]\) of type \(\rho \rightarrow \tau\) such that

\[ \mathcal{A}^\omega \vdash (\lambda x^\rho.t[x])(s^\rho) =^\tau t[s]. \]

Proof. See \[54\].

We now aim at ‘adding’ abstract structures such as general (classes of) metric spaces \((X, d)\) to \(\mathcal{A}^\omega\) resulting in an extension \(\mathcal{A}^\omega[X, d]\). The idea is to have in addition to the type 0 another ground type \(X\) together with variables \(x^X, y^X, z^X, \ldots\) and quantifiers \(\forall x^X, \exists x^X\), where these variables are intended to vary over the elements of the set \(X\). We also add a new constant \(d_X\) for the (pseudo-)metric to the system with the usual axioms. In order to do so we first have to show how to introduce real numbers in \(\mathcal{A}^\omega\), where we follow \[28\] :

We introduce real numbers as Cauchy sequences of rational numbers with fixed Cauchy modulus \(2^{-n}\). To this end we first have to define the ordered field \((\mathbb{Q}, +, \cdot, 0, 1, <)\) of rational numbers within \(\mathcal{A}^\omega\): Rational numbers are represented as codes \(j(n, m)\) of pairs \((n, m)\) of natural numbers (i.e. type-0 objects), where \(j\) is the Cantor pairing function: \(j(n, m)\) represents the rational number \(\frac{n}{2^m+1}\) if \(n\) is even, and the negative rational number \(-\frac{n+1}{2^m+1}\) otherwise. Since we use a surjective pairing function \(j\), each number can be conceived as a code of a uniquely determined rational number. We define an equality relation \(=_{\mathbb{Q}}\) on the representatives of the rational numbers, i.e. on \(\mathbb{N}\), to be

\[ n_1 =^\mathbb{Q} n_2 \iff \frac{j_1 n_1}{j_2 n_1 + 1} = \frac{j_1 n_2}{j_2 n_2 + 1} \text{ if } j_1 n_1 \text{ and } j_2 n_2 \text{ both are even} \]

and analogous in the remaining cases, where \(\frac{a}{b} = \frac{c}{d}\) is defined to hold if \(ad = 0 cb\) when \(bd > 0\).

In order to express the statement that \(n\) represents the rational \(r\), we write \(n =^\mathbb{Q} \langle r \rangle\) or simply \(n = \langle r \rangle\). Of course \(\langle \cdot \rangle\) is not a function of \(r\) since \(r\) possesses infinitely many representatives. Rational numbers are, strictly speaking, equivalence classes on \(\mathbb{N}\) w.r.t. \(=_{\mathbb{Q}}\). By using only their representatives and \(=_{\mathbb{Q}}\) one can avoid formally

\[3\text{See also \[14\], where our formulation of DC is called }\omega\text{AC.}\]
introducing the set $Q$ of all these equivalence classes. On $\mathbb{N}$ one can easily define primitive recursive operations $+_{Q}, \cdot_{Q}$ and predicates $<_{Q}, \leq_{Q}$ such that e.g. $\langle r_1 \rangle +_{Q} \langle r_2 \rangle =_{Q} \langle r_3 \rangle$ iff $r_1 + r_2 = r_3$ for the rational numbers $r_1, r_2, r_3$ which are represented by $\langle r_1 \rangle, \langle r_2 \rangle, \langle r_3 \rangle$ (analogous for $'_{Q}, <_{Q}, \leq_{Q}$). The embedding of $\mathbb{N}$ into $Q$ can on the level of the codes be expressed by $n \mapsto n_{Q} := j(2n, 0)$. One easily shows (within $A^{0}$) that $(\mathbb{N}, +_{Q}, \cdot_{Q}, 0_{Q}, 1_{Q}, <_{Q})$ is an ordered field (which represents $(\mathbb{Q}, +, \cdot, 0, 1, <)$ in $A^{0}$).

Each function $f : \mathbb{N} \to \mathbb{N}$ (i.e. each functional of type 1) can be interpreted as an infinite sequence of codes of rationals and therefore as a representative of an infinite sequence of rationals.

Real numbers are represented by functions $f$ such that

\begin{equation}
\forall n (|f(n) - q f(n + 1)|_{Q} < q (2^{-n-1})),
\end{equation}

hence

\begin{eqnarray}
\forall n \forall k > m \geq n (|f(m) - q f(k)|_{Q} \leq q \Sigma_{i=m}^{k-1} |f(i) - q f(i + 1)|_{Q} \\
\leq q \Sigma_{i=m}^{\infty} |f(i) - q f(i + 1)|_{Q} < (2^{-n})).
\end{eqnarray}

Each $f$ which satisfies (*) therefore represents a Cauchy sequence of rationals with Cauchy modulus $2^{-n}$. In order to guarantee that each function $f$ codes a real number, we introduce the following construction (which easily can be carried out by a term in $A^{0}$):

\begin{align*}
(\ast\ast) \hat{f}(n) := \begin{cases} 
 f(n) & \text{if } \forall k < n (|f(k) - q f(k + 1)|_{Q} < q (2^{-k-1})), \\
 f(k) & \text{for } \min k < n \text{ with } |f(k) - q f(k + 1)|_{Q} \geq q (2^{-k-1}) \text{ otherwise}.
\end{cases}
\end{align*}

$\hat{f}$ always satisfies (*). If (*) holds for $f$, then $\forall n (f(n) =_{Q} \hat{f}(n))$. Thus each function $f$ codes a unique real number: the real number which is given by the Cauchy sequence coded by $\hat{f}$. In the other direction, if $f$ represents a Cauchy sequence of rationals with modulus $2^{-n}$, then $q(n) := f(n + 1)$ satisfies (*) and therefore represents the real number, given by $f$, in our sense. This shows that nothing is lost by our restriction of sequences satisfying (*). The construction $f \mapsto \hat{f}$ enables one to reduce quantifiers ranging over $\mathbb{R}$ to $\forall f^{1}$, resp. $\exists f^{1}$, without introducing any additional quantifiers.

On the representatives (in the sense above) of real numbers (i.e. on the functionals of type 1) $f_{1}, f_{2}$ we define an equivalence relation $=_R$ by

\begin{equation}
 f_{1} =_{R} f_{2} := \forall n (|\hat{f}_{1}(n + 1) - q \hat{f}_{2}(n + 1)|_{Q} < q (2^{-n})).
\end{equation}

$f_{1} =_{R} f_{2}$ holds iff $f_{1}$ and $f_{2}$ represent the same real number (w.r.t. the usual identity relation on the reals).

Whereas $=_Q$ is decidable, the relation $=_R$ is not, but is a $\Pi_{1}^{0}$-predicate.

\begin{equation}
 f_{1} <_{R} f_{2} := \exists n (\hat{f}_{2}(n + 1) - q \hat{f}_{1}(n + 1) \geq q (2^{-n})) \in \Sigma_{1}^{0},
\end{equation}

\begin{equation}
 f_{1} \leq_{R} f_{2} := \neg (f_{2} <_{R} f_{1}) \in \Pi_{1}^{0}.
\end{equation}

One easily defines functionals $+_R, -_R, \cdot_R, | \cdot |_R$, etc. on our codes of real numbers, which represent the usual operations $+, -, \cdot, | |$, etc. on $\mathbb{R}$: For example, define $f_{1} +_R f_{2}$ by

\begin{equation}
(f_{1} +_R f_{2})(k) := \hat{f}_{1}(k + 1) + q \hat{f}_{2}(k + 1).
\end{equation}

---

4In contrast to the representation of real numbers below we could constructively avoid having many codes of a rational number by taking the minimal code.
Then \( f_1 +_R f_2 =_R f_3 \) holds if \( x_1 + x_2 = x_3 \) for the real numbers \( x_1, x_2, x_3 \) which are represented by \( f_1, f_2, f_3 \). +_R is a functional of type \( 1 \to 1 \to 1 \). In a similar way one defines \( \cdot_R \) and, somewhat more complicated, \( ^{\wedge}_R \).

The embedding of \( \mathbb{Q} \) into \( \mathbb{R} \) is on the level of representatives given as follows: If \( n = (r) \) codes the rational number \( r \), then \( \lambda k.n \) represents \( r \) as a real number.

Put together we can express the embedding of \( \mathbb{N} \) into \( \mathbb{R} \) by \( n_R := 1 \lambda k.0.n_Q \). In particular, \( 0_R := 1 \lambda k.0_Q, 1_R := 1 \lambda k.1_Q \).

\( \mathbb{R} \) denotes the set of all equivalence classes on the set of functions \( f \) w.r.t. \( =_R \). As in the case of \( \mathbb{Q} \), we use \( \mathbb{R} \) only informally and deal exclusively with the representatives and the operations defined on them. \( (\mathbb{N}^\mathbb{N}, +_\mathbb{R}, \cdot_\mathbb{R}, 0_\mathbb{R}, 1_\mathbb{R}, <_\mathbb{R}) \) is an Archimedean ordered field (provable in \( \mathcal{A}^\omega \)), which represents \( (\mathbb{R}, +, \cdot, 0, 1, <) \) in \( \mathcal{A}^\omega \).

One easily verifies the following fact:

**Lemma 2.5.** \( \mathcal{A}^\omega \vdash \forall k(|f -_R \lambda n.\hat{f}(k)|_R <_R (2^{-k}) \).

Due to the fact that the Cantor pairing function satisfies \( j(n, m) \geq_0 n, m \), we get that for any number theoretic function \( \alpha^1 \),

\[
(\alpha(0) + 1)_Q \geq_0 |\alpha(0)|_Q +_Q 1_Q
\]

and hence (using lemma 2.5 with \( k = 0 \) and the fact that \( \hat{\alpha}(0) =_0 \alpha(0) \))

\[
(\alpha(0) + 1)_R \geq_0 |\alpha|_R
\]

which we will use repeatedly in the proofs of the main results.

Each functional \( \Phi^{0,1} \) can be conceived of as an infinite sequence of codes of real numbers and therefore as a representative of a sequence of real numbers. We have the following Cauchy completeness:

**Lemma 2.6.** \( \mathcal{A}^\omega \vdash \forall \Phi^{0,1}(\forall n, m \geq n(|\Phi(m) -_R \Phi(k)|_R \leq_\mathbb{R} (2^{-n}) \rightarrow \exists f^1 \forall n(|\Phi(n) -_R f^1|_R \leq_\mathbb{R} (2^{-n}))). \)

In fact, \( f \) can be defined as \( f^1 := \Phi(k + 3)(k + 3). \)

**Notation 2.7.** For better readability we often simply write \( 2^{-k} \) in contexts such as \( \ldots \leq_\mathbb{Q} 2^{-k} \) instead of its (canonical) code as rational number \( j(2^{k-1}). \) Similarly, we write \( \ldots \leq_\mathbb{R} 2^{-k} \) instead of \( \ldots \leq_\mathbb{R} \lambda n.j(2, 2^k - 1) \), where \( \lambda n.j(2, 2^k - 1) \) is the canonical representative of \( 2^{-k} \) as a real number.

As we will mainly quantify over elements in the unit interval \([0, 1]\) we need the following effective operation which reduces quantification over \([0, 1]\) to quantification over \( \mathbb{R} \) and hence – by the representation above – over type-1 objects (without introducing further quantifiers). In fact, only number theoretic functions bounded by a fixed function \( N \) will be needed to represent all elements of \([0, 1]\):

\[
\hat{x}(n) := j(2k_0, 2^{n+2} - 1), \text{ where } k_0 = \max k\left[\frac{k}{2n+2} \leq_\mathbb{Q} \hat{x}(n+2)\right].
\]

Note that \( \lambda x^1.\hat{x} \) can easily be defined by a closed term in \( \mathcal{A}^\omega \).

One easily verifies the following

**Lemma 2.8.** Provably in \( \mathcal{A}^\omega \), for all \( x^1 \):

\[
\begin{align*}
0_R & \leq_\mathbb{R} x \leq_\mathbb{R} 1_R \rightarrow \hat{x} =_\mathbb{R} x, \\
0_R & \leq_\mathbb{R} \hat{x} \leq_\mathbb{R} 1_R, \quad \hat{x} =_\mathbb{R} \hat{x} \text{ and} \\
\hat{x} & \leq_1 N := \lambda n.j(2^{n+3}, 2^{n+2} - 1).
\end{align*}
\]
In a similar way, one can represent not only $\mathbb{R}$ but general Polish (complete separable metric) spaces $P$ by $\mathbb{N}^\mathbb{N}$, where instead of the rational numbers one now takes a countable dense subset $P_0$ of $P$. Things are slightly more complicated as the metric already on $P_0$ will in general be real valued. A space $(P, d)$ is called $A^\omega$-definable if the restriction $d_\ell$ of $d$ to the codes of elements of $P_\ell$ is represented by a closed term of $A^\omega$ which, provably in $A^\omega$, is a pseudo-metric on these codes. Details can be found in [28] (see also [1]). Compact Polish spaces $K$ can be represented (similarly to the representation of $[0, 1]$ above) in such a way that the representing functions $f$ are all bounded by some fixed function $M \in \mathbb{N}^\mathbb{N}$. $K$ is $A^\omega$-definable if both $d_\ell$ and $M$ are given by $A^\omega$-terms (again see [28], [1] for details).

Using this representation a statement of the kind (to be considered below)

\[ \forall x \in P \forall y \in K (\forall n \in \mathbb{N} A(x, y, n) \to \forall m \in \mathbb{N} B(x, y, m)) \]

has, formalized in $A^\omega$, the form

\[ \forall x^1 \forall y^1 \leq_M (\forall n^0 A(x, y, n) \to \forall m^0 B(x, y, m)), \]

where, if we write (*), we always tacitly assume that $A(x^1, y^1, n^0)$ and $B(x^1, y^1, m^0)$ are (when interpreted in $S^\omega$, resp. $S^{\omega \cdot \omega}$-extensional w.r.t. $=_{\mathbb{R}}$, $=_K$)

\[ x_1 =_\mathbb{R} x_2 \wedge y_1 =_K y_2 \wedge A(x_1, y_1, n) \to A(x_2, y_2, n) \]

(alanogously for $B(x, y, m)$) and therefore really express statements about elements in $P, K$.

In the proof of the main theorems below we will need a semantical argument based on the following (ineffective) construction which selects to a given $x \in [0, 1)$ a unique representative $(x)_{0} \in \mathbb{N}^\mathbb{N}$ out of all the representatives $f \in \mathbb{N}^\mathbb{N}$ of $x$ such that certain properties are satisfied (here and in the next lemma and definition, $[0, 1)$ refers to the ‘real’ space of all positive reals, i.e. not to the sets of representatives, $\leq_1$ is pointwise order on $\mathbb{N}^\mathbb{N}$, and $\leq$ the usual order on $[0, 1)$): 

**Definition 2.9.** 1) For $x \in [0, 1)$ define $(x)_{0} \in \mathbb{N}^\mathbb{N}$ by

\[ (x)_{0}(n) := j(2k_0, 2^{n+1} - 1), \]

where

\[ k_0 := \max k \left[ \frac{k}{2^{n+1}} \leq x \right]. \]

2) $M(b) := \lambda n.2^{n+2}, 2^{n+1} - 1$.

**Lemma 2.10.** 1) If $x \in [0, 1)$, then $(x)_{0}$ is a representative of $x$ in the sense of our representation of real numbers carried out above.

2) If $x, y \in [0, 1)$ and $x \leq y$ (in the sense of $\mathbb{R}$), then $(x)_{0} \leq_{[0, 1)} (y)_{0}$ and also $(x)_{0} \leq_1 (y)_{0}$ (i.e. $\forall n \in \mathbb{N}((x)_{0}(n) \leq (y)_{0}(n)))$.

3) If $b \in \mathbb{N}$ and $x \in [0, b]$, then $(x)_{0} \leq_1 M(b)$.

4) $x \in [0, 1)$, then $(x)_{0}$ is monotone, i.e. $\forall n \in \mathbb{N}((x)_{0}(n) \leq_1 (x)_{0}(n + 1))$.

5) $M(b)$ is monotone, i.e. $\forall n \in \mathbb{N}((M(b))(n) \leq_0 (M(b))(n + 1))$.

**Proof.** 1) Observe that $(x)_{0}$ satisfies (*) and hence $(x)_{0} \leq_1 (x)_{0}$.

2) Obvious from the definition of $(x)_{0}$ and 1).

3) Here we use that the Cantor pairing function $j$ is monotone in its arguments.

4) and 5) follow again by the monotonicity of $j$.

\[ \text{(5) See Definition 0.1} \]
Definition 2.11. \((X, d, W)\) is called a hyperbolic space if \((X, d)\) is a metric space and \(W : X \times X \times [0, 1] \to X\) a function satisfying

(i) \(\forall x, y, z \in X \forall \lambda \in [0, 1] \left( d(z, W(x, y, \lambda)) \leq (1 - \lambda)d(z, x) + \lambda d(z, y) \right)\),

(ii) \(\forall x, y \in X \forall \lambda_1, \lambda_2 \in [0, 1] \left( d(W(x, y, \lambda_1), W(x, y, \lambda_2)) = |\lambda_1 - \lambda_2| \cdot d(x, y) \right)\),

(iii) \(\forall x, y \in X \forall \lambda \in [0, 1] \left( W(x, y, \lambda) = W(y, x, 1 - \lambda) \right)\),

(iv) \(\forall x, y, z, w \in X, \lambda \in [0, 1] \left( d(W(x, z, \lambda), W(y, w, \lambda)) \leq (1 - \lambda)d(x, y) + \lambda d(z, w) \right)\).

Definition 2.12. Let \((X, d, W)\) be a hyperbolic space. The set

\[ \text{seg}(x, y) := \{ W(x, y, \lambda) : \lambda \in [0, 1] \} \]

is called the metric segment with endpoints \(x, y\) (condition (iii) ensures that \(\text{seg}(x, y)\) is an isometric image of the real line segment \([0, d(x, y)]\)).

Remark 2.13. If only condition (i) is satisfied, then \((X, d, W)\) is a convex metric space in the sense of Takahashi ([53]). (i)-(iii) together are equivalent to \((X, d, W)\) being a space of hyperbolic type in the sense of [12]. The condition (iv) (first considered as ‘condition III’ in [21]) is used in [49] to define the class of hyperbolic spaces. That class contains all normed linear spaces and convex subsets thereof but also the open unit ball in complex Hilbert space with the hyperbolic metric as well as Hadamard manifolds (see [13, 49, 50]) and CAT(0)-spaces in the sense of Gromov (see [5] and [23]). The definition of ‘hyperbolic space’ as given in [49] is slightly more restrictive than ours since [49] considers a metric space \((X, d)\) together with a family \(M\) of metric lines (rather than metric segments) so that hyperbolic spaces in that sense are all unbounded. Our definition (such as the notion of space of hyperbolic type from [12] and Takahashi’s notion of convex metric space) is in contrast to this such that every convex subset of a hyperbolic space is itself a hyperbolic space. Moreover, using a set \(M\) of segments has the consequence that in general it is not guaranteed (as in the case of metric lines) that for \(u, v \in \text{seg}(x, y)\) with \((u, v)\) different from \((x, y)\), \(\text{seg}(u, v)\) is a subsegment of \(\text{seg}(x, y)\) unless \(M\) is closed under subsegments\(^6\).

The theorems to which we will apply the metatheorems do hold even for spaces of hyperbolic type and so in particular for our notion of hyperbolic spaces. The reason we include condition (iv) is that this allows us to formulate and to apply our metatheorems in the easiest way avoiding certain technicalities (to be discussed further below) which have to do with so-called extensionality conditions. It is for the same reason that it is convenient to have a notion of hyperbolic space which is closed under convex subset formation.

As we just discussed, every CAT(0)-space \((X, d)\) is a hyperbolic space (with \(W\) defined by the unique geodesic path in \(X\) connecting two points \(x, y \in X\)). Since every hyperbolic space in particular is a geodesic space (in the sense of [5]), it follows from [5] (p. 163) that a hyperbolic space is a CAT(0)-space if and only if it satisfies the so-called CN-inequality

\[ \text{CN} : \left\{ \begin{array}{l}
\forall x, y_0, y_1, y_2 \in X \left( d(y_0, y_1) = \frac{1}{2} d(y_1, y_2) = d(y_0, y_2) \right) \\
\quad \rightarrow \quad d(x, y_0)^2 \leq \frac{1}{2} d(x, y_1)^2 + \frac{1}{2} d(x, y_2)^2 - \frac{1}{4} d(y_1, y_2)^2 \end{array} \right. \]

of Bruhat and Tits ([7], see also [24]).

\(^6\)As a consequence of this we cannot derive (iv) from the special case for \(\lambda := \frac{1}{2}\) as in the setting of [49] (which follows [22] rather than [12]) and therefore we formulate (iv) for general \(\lambda \in (0, 1]\).
The theories \( \mathcal{A}^c[X, d] \), \( \mathcal{A}^c[X, d, W] \) and \( \mathcal{A}^c[X, d, W, \text{CAT}(0)] \). \( \mathcal{A}^c[X, d] \) results by

(i) extending \( \mathcal{A}^c \) to the set \( T^X \) of all finite types over the two ground types 0 and \( X \), i.e.

\[
0, X \in T^X, \rho, \tau \in T^X \Rightarrow \rho \to \tau \in T^X
\]

(in particular, the constants \( \Pi_{\rho, \tau}, \Sigma_{\delta, \rho, \tau}, R_\rho \) and there defining axioms and the schemes \( \text{IA}, \text{QF-AC}, \text{DC} \) and the rule \( \text{QF-ER} \) are now taken over the extended language),

(ii) adding a constant \( 0_X \) of type \( X \),

(iii) adding a constant \( b_X \) of type \( 0 \),

(iv) adding a new constant \( d_X \) of type \( X \to X \to 1 \) together with the axioms

\[
\begin{align*}
(1) \ &\forall x^X(d_X(x, x) = R 0_R), \\
(2) \ &\forall x^X, y^X(d_X(x, y) = R d_X(y, x)), \\
(3) \ &\forall x^X, y^X, z^X(d_X(x, y) \leq R d_X(x, y) + R d_X(y, z)), \\
(4) \ &\forall x^X, y^X,d_X(x, y) \leq R (b_X)_{R}(:, = 1 \lambda k^0, j(2b_X, 0^0)).
\end{align*}
\]

Still only equality at type 0 is a primitive predicate. \( x^X =_X y^X \) is defined as \( d_X(x, y) = R 0_R \). Equality for complex types is defined as before as extensional equality using \( =_0 \) and \( =_X \) for the base cases.

\( \mathcal{A}^c[X, d, W] \) results from \( \mathcal{A}^c[X, d] \) by adding a new constant \( W_X \) of type \( X \to X \to 1 \) together with the axioms

\[
\begin{align*}
(5) \ &\forall x^X, y^X, z^X \forall \lambda^1(d_X(z, W_X(x, y, \lambda)) \leq R (1_R - R \lambda)d_X(z, x) + R \lambda d_X(z, y)), \\
(6) \ &\forall x^X, y^X, y^X, z^X(d_X(W_X(x, y, \lambda_1), W_X(x, y, \lambda_2)) = R |\lambda_1 - R \lambda_2|_R R d_X(x, y)), \\
(7) \ &\forall x^X, y^X \forall \lambda^1(W_X(x, y, \lambda)) = X W_X(y, x, (1_R - R \lambda)), \\
(8) \ &\forall x^X, y^X, z^X, W_X, \lambda^1 \\
&\left\{ (d_X(W_X(x, z, \lambda), W_X(y, w, \lambda)) \leq R (1_R - R \lambda)d_X(x, y) + R \lambda d_X(z, w)).
\right.
\end{align*}
\]

\( \mathcal{A}^c[X, d, W, \text{CAT}(0)] \) results from \( \mathcal{A}^c[X, d, W] \) by adding as further axiom the formalized form of the following (formally stronger) quantitative version \( \text{CN}^* \) of the \( \text{CN} \)-inequality:

\[
\text{CN}^* : \\
\forall x, y, z, z \in X \forall \epsilon \in Q_+ \left( \max(d(z, y_1), d(z, y_2)) < \frac{1}{2} d(y_1, y_2)(1 + \epsilon) \right)
\]

\[
\Rightarrow d(x, z)^2 \leq \frac{1}{2} d(x, y_1)^2 + \frac{1}{2} d(x, y_2)^2 - \frac{1}{4} d(y_1, y_2)^2 + 2d(x, W(y_1, y_2, \frac{1}{2})) \delta_{y_1, y_2}(\epsilon) + \delta_{y_1, y_2}(\epsilon)^2,
\]

where \( \delta_{y_1, y_2}(\epsilon) := \frac{1}{2} d(y_1, y_2) \sqrt{\epsilon^2 + 2 \epsilon} \).

\( \text{CN}^* \) holds in every \( \text{CAT}(0) \)-space since it follows from \( \text{CN} \) and the following lemma due to [K] (p. 286):

\textbf{Lemma 2.14.} Let \( (X, d, W) \) be a \( \text{CAT}(0) \)-space. Then for all \( y_1, y_2, z \in X \) and \( \epsilon \in Q_+ \) the following holds:

\[
\max(d(z, y_1), d(z, y_2)) \leq \frac{1}{2} d(y_1, y_2)(1 + \epsilon)
\]

\[
\Rightarrow d(z, W(y_1, y_2, \frac{1}{2})) \leq \frac{1}{2} d(y_1, y_2) \sqrt{\epsilon^2 + 2 \epsilon}.
\]

In contrast to \( \text{CN} \) which—due to the equality between real numbers in the premise—is not purely universal, the (formalization of) version \( \text{CN}^* \) is (which will be used in the proof of theorem [K73] below) since \( <_R \in \Sigma^0_1 \). \( \text{CN}^* \) in turn implies
CN since the error term tends to zero as $\varepsilon$ does (note that in the case where $y_1 = y_2$, CN is trivial). Hence CN* characterizes the subclass of CAT(0)-spaces among all hyperbolic spaces just as well as CN.

**Remark 2.15.** The additional axioms of $\mathcal{A}^\omega [X, d]$ express (modulo our representation of $\mathbb{R}$ sketched above) that $d_X$ represents a pseudo-metric $d$ (on the universe the type-$X$ variables are ranging over) which is bounded by $b_X$. Hence $d_X$ represents a ($b_X$-bounded) metric on the set of equivalence classes generated by $=_X$. Rather than having to form such equivalence classes explicitly, we can talk about $x^X, y^X$ but have to make sure that e.g. functionals $f^{X \to X}$ respect this equivalence relation, i.e.

$$\forall x^X, y^X (x =_X y \to f(x) =_X f(y))$$

in order to be entitled to refer to $f$ as representing a function $X \to X$. It is important to observe that due to our weak (quantifier-free) rule of extensionality we in general can only infer from a proof of $s =_X t$ that $f(s) =_X f(t)$. This restriction on the availability of extensionality is crucial for our results to hold (see the discussion at the end of section 3). However, we will be able to deduce from the mathematical properties of the functionals occurring in our applications sufficient extensionality: first, note that $\mathcal{A}^\omega [X, d]$ proves that

$$\forall x^X, x_1^X, y_1^X, y_2^X (x =_X x_1 \land y_1 =_X y_2 \to d_X(x_1, y_1) =_X d_X(x_2, y_2)).$$

Second, the $W_X$-axioms (6), (8) imply that $W_X$ is uniformly continuous in all arguments and hence the extensionality of $W_X$, i.e. for all $x_1^X, x_2^X, y_1^X, y_2^X, \lambda_1, \lambda_2$

$$x_1 =_X x_2 \land y_1 =_X y_2 \land \lambda_1 =_X \lambda_2 \to W_X(x_1, y_1, \lambda_1) =_X W_X(x_2, y_2, \lambda_2).$$

Hence (5)-(8) in fact express (modulo the representation of $\mathbb{R}$ and $[0, 1]$) that $W_X$ represents a function $W : X \times X \times [0, 1] \to X$ which makes the bounded metric space induced by $d$ into a bounded hyperbolic space. We always assume $X$ to be non-empty by including a constant $0_X$ of type $X$.

For the proof of our metatheorem below it will be of crucial importance that the axioms (1)-(8) are all purely universal (recall that $=_X, =_X, \leq_X \in \Pi_0^0$).

**Remark 2.16.** 1) As before we can define $\lambda$-abstraction in $\mathcal{A}^\omega [X, d]$ and $\mathcal{A}^\omega [X, d, W]$.

2) Every type $\rho \in T^X$ can be written as $\rho = \rho_1 \to \ldots \to \rho_k \to \tau$, where $\tau = 0$ or $\tau = X$. We define $0^\rho := \lambda \rho_1^{v_1}, \ldots, v_k^{v_k}, 0^0$, resp. $0^\rho := \lambda v_1^{v_1}, \ldots, v_k^{v_k}, 0^0$.

**Notation 2.17.** Following [19] we often write ‘$(1 - \lambda)x \oplus \lambda y$’ for ‘$W(x, y, \lambda)$’.

**Definition 2.18.** 1) Let $(X, d)$ be a metric space. A function $f : X \to X$ is called nonexpansive (short: ‘$f$ n.e.’) if

$$\forall x, y \in X (d(f(x), f(y)) \leq d(x, y)).$$

2) (23) Let $(X, d, W)$ be a hyperbolic space. A function $f : X \to X$ is called directionally nonexpansive (short: ‘$f$ d.n.e.’) if

$$\forall x \in X \forall y \in \text{seg}(x, f(x)) (d(f(x), f(y)) \leq d(x, y)).$$

\footnote{Note that (1)-(3) imply that $\forall x^X, y^X (d_X(x, y) \geq_X 0_X)$.}

\footnote{The reason why we denote this constant (which represents some arbitrary element of $X$) by ‘zero’ is that we use it in remark 2.16 (2) (in the same way as $0^0$ is used for the old types) to construct for each type a specific closed term of that type. In the case of normed linear spaces to be treated further below it will actually denote the 0-vector.}
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3. The main results

A bounded hyperbolic space is a hyperbolic space \((X, d, W)\) where \((X, d)\) is a bounded metric space, i.e. for some \(K \in \mathbb{N}\), \(d(x, y) \leq K\) for all \(x, y \in X\).

Definition 3.1. Let \(X\) be a non-empty set. The full set-theoretic type structure \(S^{\omega-X} := \langle S_{\rho} \rangle_{\rho \in T^X}\) over \(\mathbb{N}\) and \(X\) is defined by

\[
S_{0} := \mathbb{N}, \quad S_{X} := X, \quad S_{\tau \rightarrow \rho} := S_{\rho}^{S_{\tau}}.
\]

Here \(S_{\rho}^{S_{\tau}}\) is the set of all \(S_{\tau}\)-devised functions in \(S_{\rho}\).

Definition 3.2. We say that a sentence of \(L(A^{\omega}[X, d, W])\) holds in a bounded hyperbolic space \((X, d, W)\) if it holds in the model \(\mathcal{B}\) of \(A^{\omega}[X, d, W]\) obtained by letting the variables range over the appropriate universes of the full set-theoretic type structure \(S^{\omega-X}\) with the set \(X\) as the universe for the base type \(X\), \(0_X\) is interpreted by an arbitrary element of \(X\), \(b_X\) is interpreted as some integer upper bound (also denoted \(b\)) for \(d\), \(W_X(x, y, \lambda)\) is interpreted as \(W(x, y, r_{\lambda})\), where \(r_{\lambda} \in [0, 1]\) is the unique real number represented by \(\lambda\) and \(d_X\) is interpreted as \(d_X(x, y) := (d(x, y))_{0}\), where \((\cdot)_{0}\) refers to the construction in definition 2.9.

Notation 3.3. For better readability when we want to express that a sentence \(A\) holds in \((X, d, W)\) we usually write \(A' d(x, y) \leq 2^{-k}\) or \(\forall \lambda \in [0, 1][W(x, y, \lambda) = \ldots]\) instead of \(\forall d_X(x, y) \leq_{\mathbb{R}} 2^{-k}\) or \(\forall \lambda^1(W_X(x, y, \lambda) =_{X} \ldots)\), etc. Only when the syntactical form of \(A\) as a formal sentence of \(L(A^{\omega}[X, d, W])\) matters do we have to spell out the precise formal representation.

Definition 3.4. Between functionals \(x^\rho, y^\rho\) of type \(\rho \in T\) we define a relation \(\leq_{\rho}\) by induction on \(\rho\) as follows:

\[
x \leq_{0} y := x \leq y \text{ for the usual (prim. rec.) order on } \mathbb{N},
\]

\[
x \leq_{\rho \rightarrow \tau} y := \forall z^\tau(x(z) \leq_{\tau} y(z)).
\]

Definition 3.5. We say that a type \(\rho \in T^X\) has degree 1 if \(\rho = 0 \rightarrow \ldots \rightarrow 0\) (including \(\rho = 0\)). \(\rho\) has degree \((0, X)\) if \(\rho = 0 \rightarrow \ldots \rightarrow 0 \rightarrow X\) (including \(\rho = X\)). A type \(\rho \in T^X\) has degree \((1, X)\) if it has the form \(\tau_1 \rightarrow \ldots \rightarrow \tau_k \rightarrow X\) (including \(\rho = X\)), where \(\tau_i\) has degree 1 or \((0, X)\).

Definition 3.6. A formula \(F\) is called a \(\forall\)-formula (resp. \(\exists\)-formula) if it has the form \(F \equiv \forall x^\rho F_{qf}(\mathbf{u})\) (resp. \(F \equiv \exists x^\rho F_{qf}(\mathbf{u})\)), where \(F_{qf}\) does not contain any quantifier and the types in \(\rho\) are of degree 1 or \((1, X)\).

Theorem 3.7. 1) Let \(\sigma, \rho\) be types of degree 1 and \(\tau\) be a type of degree \((1, X)\). Let \(s^{\sigma-\rho}\) be a closed term of \(A^{\omega}[X, d]\) and \(B_{q}(x^{\rho}, y^{\rho}, z^{\tau}, v^{\rho})\) \((C_{q}(x^{\sigma}, y^{\rho}, z^{\tau}, v^{\rho}))\) be a \(\forall\)-formula containing only \(x, y, z, u\) free (resp. a \(\exists\)-formula containing only \(x, y, z, v\) free).

If

\[
\forall x^{\sigma} \forall y \leq_{\rho} s(x) \forall z^{\tau}(\forall u^{\rho} B_{q}(x, y, z, u) \rightarrow \exists v^{\rho} C_{q}(x, y, z, v))
\]

is provable in \(A^{\omega}[X, d]\), then one can extract a computable functional

\[
\Phi : S_{\sigma} \times \mathbb{N} \rightarrow \mathbb{N}
\]

such that for all \(x \in S_{\sigma}\) and all \(b \in \mathbb{N}\),

\[
\forall y \leq_{\rho} s(x) \forall z^{\tau}(\forall u \leq \Phi(x, b) B_{q}(x, y, z, u) \rightarrow \exists v \leq \Phi(x, b) C_{q}(x, y, z, v))
\]

9Here we use the plural since the interpretations of \(0_X\) and \(b_X\) are not uniquely determined.
holds in any (non-empty) metric space \((X, d)\) whose metric is bounded by \(b \in \mathbb{N}\) (with \(\beta_X\) interpreted by \(\beta\)).

The computational complexity of \(\Phi\) can be estimated in terms of the strength of the \(\mathcal{A}^e\)-principle instances actually used in the proof (see remark \(\text{Remark 3.8}\) below).

2) For bounded hyperbolic spaces \((X, d, W)\) statement 1) holds with \(\mathcal{A}^e[X, d, W], (X, d, W)\) instead of \(\mathcal{A}^e[X, d], (X, d)\).

3) If the premise is proved in \(\mathcal{A}^e[X, d, W, \text{CAT}(0)]\) instead of \(\mathcal{A}^e[X, d, W]\), then the conclusion holds in all \(b\)-bounded \(\text{CAT}(0)\)-spaces.

Instead of single variables \(x, y, z, u, v\) we may also have finite tuples of variables \(x, y, z, u, v\) as long as the elements of the respective tuples satisfy the same type restrictions as \(x, y, z, u, v\). Moreover, instead of a single premise of the form \(\forall u^0 B_v(x, y, z, u)\) we may have a finite conjunction of such premises.

Remark 3.8. The proof of theorem \(\text{3.7}\) actually provides an extraction algorithm for \(\Phi\). The functional \(\Phi\) can always be defined in the calculus \(T + \text{BR}\) of so-called bar recursive functionals, where \(T\) refers to Gödel’s primitive recursive functionals \(T\) (\(\text{[14]}\)) and \(\text{BR}\) refers to Spector’s schema of bar recursion (\(\text{[52]}\)). However, for concrete proofs usually only small fragments of \(\mathcal{A}^e[X, d, W]\) (corresponding to fragments of \(\mathcal{A}^e\)) will be needed to formalize the proof. In a series of papers we have calibrated the complexity of uniform bounds extractable from various fragments of \(\mathcal{A}^e\) (see e.g. \(\text{31, 32}\)). In particular, it follows from these results that a single use of sequential compactness (over a sufficiently weak base system) only gives rise to at most primitive recursive complexity in the sense of Kleene (often only simple exponential complexity) and this corresponds exactly to the complexity of the bounds obtained in \(\text{[35, 57]}\) (see applications \(\text{3.14, 3.16}\) below and \(\text{3.9}\) for a general discussion). In many cases (e.g. if instead of sequential compactness only Heine-Borel compactness is used relative to weak arithmetic reasoning) even bounds which are polynomial in the input data can be obtained (\(\text{31}\)).

Remark 3.9. 1) The most important aspect of theorem \(\text{3.7}\) is that the bound \(\Phi(x, b)\) does not depend on \(y, z\) nor does it depend on \(X, d\) or \(W\).

2) Theorem \(\text{3.7}\) also holds for convex metric spaces (resp. spaces of hyperbolic type) if in \(\mathcal{A}^e[X, d, W]\) the \(W_X\)-axioms (\(\text{6}\)-(\(\text{8}\)) (resp. \(\text{8}\)) are dropped. However, then the extensionality of \(W_X\) is no longer provable so that one has to rely on the weak rule of quantifier-free extensionality instead which makes it harder to verify whether a given proof can in fact be formalized in such a setting. In the absence of \(\text{6}\), we extend the existing rule \(\text{QF-ER}\) by

\[
A_0 \rightarrow s^1 =_R t^1 \\
A_0 \rightarrow W_X(x, y, s) =_X W_X(x, y, t)
\]

\((A_0 \text{ quantifier-free})\)

to also have for the scalar at least weak extensionality of \(W_X\) (\(A_0\) is quantifier-free).

Note that the ‘official’ equality relation for type-1-objects is \(=_1\) so that \((+\) is not covered by \(\text{QF-ER}\). The proofs of the main results also hold with this extended form of \(\text{QF-ER}\). In the presence of \(\text{6}\), \((+\) is, of course, redundant.

Notation 3.10. Let \(f : X \rightarrow X\); then \(\text{Fix}(f) := \{x \in X \mid x = f(x)\}\).

Corollary 3.11. 1) Let \(P\) (resp. \(K\)) be a \(\mathcal{A}^e\)-definable Polish space (resp. compact Polish space) and \(B \subset (x^1, y^1, z, f, u), C \subset (x^1, y^1, z, f, v)\) be as in the previous theorem.

If \(\mathcal{A}^e[X, d, W]\) proves that

\[
\forall x \in P \forall y \in K \forall z, f X_{\text{def}}(f \text{ n.e. } \wedge \text{Fix}(f) \neq \emptyset \wedge \forall u \in N B \rightarrow \exists v \in N C)
\]
then there exists a computable functional $\Phi^{1-0-0}$ (on representatives $x : \mathbb{N} \to \mathbb{N}$ of elements of $P$) such that for all $x \in \mathbb{N}^\mathbb{N}$, $b \in \mathbb{N}$

$$\forall y \in K \forall z \in X \forall f : X \to X (f \text{ n.e. } \land \forall u \leq \Phi(x, b) B_{\forall} \to \exists v \leq \Phi(x, b) C_3)$$

holds in any hyperbolic space $(X, d, W)$ whose metric is bounded by $b$.

2) An analogous result holds if 'f n.e.' is replaced by 'f d.n.e.'

Similarly for $\mathcal{A}^\omega[X, d], (X, d)$.

Remark 3.12. Remark 3.3 applies to corollary 3.11 as well.

Proof. 1) The statement provable by assumption in $\mathcal{A}^\omega[X, d, W]$ can be written as

$$\forall x \in P \forall y \in K \forall z \in X \forall f : X \to X (f \text{ n.e. } \land f(w) = X w \land \forall u \leq N B_{\forall} \to \exists v \leq N C_3),$$

where $f(w) = X w$ can be written as $\forall k^0(d_X(w, f(w)) \leq 2^{-k})$, where $d_X(w, f(w)) \leq 2^{-k}$, and 'f n.e.' are $\forall$-formulas. Moreover, using the representation of $P$ (resp. $K$) in $\mathcal{A}^\omega$ quantification over $x \in P$ (resp. $y \in K$) is expressed as quantification over all $x^1$ (all $y^1 \leq M$ for some closed function term $M$). Hence by theorem 3.7 there is a functional $\Phi$ such that for all $x \in P, b \in \mathbb{N}$, if $(x) \in \mathbb{N}^\mathbb{N}$ represents $x$, then

$$\forall y \in K \forall z \in X \forall f : X \to X$$

$$\{ (f \text{ n.e. } \land d(w, f(w)) \leq 2^{-\Phi(x)(w)} \land \forall u \leq \Phi(x), b) B_{\forall} \to \exists v \leq \Phi(x), b) C_3 \}$$

holds in any $b$-bounded hyperbolic space $(X, d, W)$, where $\Phi(x, b)$ depends on the representative $(x) \in \mathbb{N}^\mathbb{N}$ of $x \in P$.

By theorem 1 in [12] we have (since $X$ is a bounded hyperbolic space)

$$\forall n \in \mathbb{N} \exists w \in X (d(w, f(w)) \leq 2^{-n}).$$

Hence the corollary follows.

2) follows like 1) observing that 'f directionally nonexpansive' is—formalized in $L(\mathcal{A}^\omega[X, d, W])$—a $\forall$-formula as well, namely,

$$\forall x \forall \lambda^1(d_X(f(x), f(W_X(x, f(x), \lambda))) \leq d_X(x, W_X(x, f(x), \lambda))).$$

Remark 3.13. Perhaps the most remarkable aspect of corollary 3.11 is that the restriction in the premise to functions $f$ having a fixed point can be removed from the proof of the conclusion. This is significant since it is well known that unless the space $X$ has special geometric properties (e.g. being uniformly convex), nonexpansive selfmappings (not even of closed bounded convex subsets of Banach spaces) in general do not have a fixed point, whereas they do have approximate fixed points. Since the corollary (see its proof) reduces the assumption of a fixed point to that of approximate fixed points, the assumption becomes vacuous. In [36] we showed how to achieve such a reduction in the concrete case of a proof due to Groetsch [10]. In application 3.31 below we see that this can be subsumed under the general metatheorems proved in this paper.

Application 3.14. Let $(X, d, W)$ be a bounded hyperbolic space.

Let $k \in \mathbb{N}$, $k \geq 1$ and $(\lambda_n)_{n \in \mathbb{N}} \subset [0, 1 - \frac{1}{k}]$ with $\sum_{n=0}^{\infty} \lambda_n = \infty$ and define for $f : X \to X, x \in X$ the Krasnoselski-Mann iteration starting from $x$ by

$$x_0 := x, \ x_{n+1} := (1 - \lambda_n)x_n \oplus \lambda_n f(x_n).$$

\[\text{[10]}\] For details concerning such representations see [28].
In [12] (Theorem 1) the following is proved\textsuperscript{11}:
\[
\forall x \in X, f : X \to X (f \text{ nonexpansive } \to \lim_{n \to \infty} d(x_n, f(x_n)) = 0).
\]
The proof given in [12] can easily be formalized in $A^\omega[X, d, W]$ (see the discussion below). As an application of corollary 3.11 we immediately obtain the following much stronger uniform version (see the discussion below):

There exists (under the same assumptions on $(\lambda_n)$) for any $l, b \in \mathbb{N}$ an $n \in \mathbb{N}$ such that
\[
\forall m \geq n \forall x \in X \forall f : X \to X (f \text{ nonexpansive } \to d(x_m, f(x_m)) < 2^{-l})
\]
holds in any $b$-bounded hyperbolic space $(X, d, W)$ (i.e. the convergence $d(x_n, f(x_n)) \to 0$ is uniform in $x, f$ and, except for $b$, in $(X, d, W)$).

Moreover, the convergence depends on $(\lambda_n)$ only via $k$ and a function $\alpha : \mathbb{N} \to \mathbb{N}$ such that $\forall m \in \mathbb{N}(m \leq \sum_{i=0}^{\alpha(m)} \lambda_i)$ and $n$ is given by a computable functional $\Phi(k, \alpha, b, l)$ in $k, \alpha, b, l$.

\textbf{Proof.} As mentioned already, $A^\omega[X, d, W]$ proves the following (formalized version of Theorem 1 in [12]): if $k \geq 1$, $\alpha^{0-1}$, $\alpha : \mathbb{N} \to \mathbb{N}$ are such that
\[
(*) \quad \forall n \in \mathbb{N}(\tilde{\lambda}_n \leq 1 - \frac{1}{k} \land n \leq \sum_{i=0}^{\alpha(n)} \tilde{\lambda}_i),
\]
where $\sum_{i=0}^{\alpha(n)} \tilde{\lambda}_i$ represents the corresponding summation of the real numbers in $[0, 1]$ represented by $\tilde{\lambda}_i$, then
\[
\forall l \in \mathbb{N}, x^X, f^{X \to X} (f \text{ nonexpansive } \to \exists n \in \mathbb{N}(d_X(x_n, f(x_n)) \leq 2^{-l}),
\]
where $\text{‘}(*)\text{’}$ is a $\forall$-formula and $\text{‘}d_X(x_n, f(x_n)) \leq 2^{-l}\text{’}$ is an $\exists$-formula. By our representation of $[0, 1]$ (lemma 2.8) we can assume that $\lambda_i \leq 1 - \alpha n. N^1$. Hence (the proof of corollary 3.11) yields the existence of a computable functional $\Phi(k, \alpha, b, l)$ such that for $n := \Phi(k, \alpha, b, l)$
\[
\forall (\lambda_m) \subset [0, 1]^\infty \forall x \in X \forall f : X \to X ((*) \land f \text{ n.e. } \to d(x_n, f(x_n)) < 2^{-l})
\]
holds in any $b$-bounded hyperbolic space $(X, d, W)$.

One easily shows (see [12]) that $(d(x_n, f(x_n)))_{n \in \mathbb{N}}$ is a non-increasing sequence. Hence $d(x_n, f(x_n)) < 2^{-l}$ implies that
\[
\forall m \geq n (d(x_m, f(x_m)) < 2^{-l}),
\]
which finishes the proof. \hfill \Box

\textsuperscript{11}For the case of normed linear spaces $X$ and bounded convex subsets $C \subset X$ this result is already due to [20]. [12] even treats spaces of hyperbolic type.

\textsuperscript{12}The proof shows that the only fact about the Polish space $K$ used is that it can be represented by functions bounded by some fixed function $M$ which for $[0, 1]^\infty$ follows immediately from our representation of $[0, 1]$. Instead we also could have used corollary 3.11 directly by referring to the standard representation of $[0, 1]^\infty$ as a $A^\omega$-definable compact Polish space w.r.t. the product metric (see [51]).
Remark 3.15. In [33] (cor. 3.15, rem. 3.13, 3.25) the following explicit bound 
\[ \Phi(k, \alpha, b, l) := \tilde{\alpha}([2b \cdot \exp(k(M + 1))] - 1, M), \]
where 
\[ M := (1 + 2b) \cdot 2^i, \quad \tilde{\alpha}(0, n) := \tilde{\alpha}(0), \quad \tilde{\alpha}(i, n) := \tilde{\alpha}(\tilde{\alpha}(i, n), n), \]
with 
\[ \tilde{\alpha}(i, n) := i + \alpha^+(i, n), \quad \text{where } \alpha^+(i, n) := \max_{j \leq i} (\alpha(n + j) - j + 1). \]
This bound actually holds even for spaces of hyperbolic type in the sense of [12].

For \( b \)-bounded convex subsets of normed spaces this bound was already extracted in [33].

If instead of \( \alpha \) one is given a function \( \alpha' \) satisfying
\[ \forall i, n \in \mathbb{N} (\alpha(i, n) \leq \alpha(i + 1, n) \land n \leq \sum_{s=i}^{i+\alpha(i,n)-1} \lambda_s), \]
then one can replace \( \alpha^+ \) by \( \alpha' \).

Application 3.14 continued. Corollary 3.11 not only allows one to get a uniform bound on existential quantifiers in the conclusion but also on universal quantifiers occurring in implicative premises (as we already used for eliminating the assumption ‘\( \text{Fix}(f) \neq \emptyset \)’). In application 3.14 such a premise is ‘\( f \) is nonexpansive’ which can be written as
\[ \forall^0 \forall y^X_1, y^X_2 (d_X(f(y_1), f(y_2)) \leq \mathbb{R} (1 + 2^{-i}) \cdot \mathbb{R} d_X(y_1, y_2)), \]
where \( \forall y^X_1, y^X_2 (d_X(f(y_1), f(y_2)) \leq \mathbb{R} (1 + 2^{-i}) \cdot \mathbb{R} d_X(y_1, y_2)) \) itself is a \( \forall \)-formula. Moreover, we can even treat the fact that \( (x_n) \) is defined to satisfy
\[ x_0 := x, \quad x_{n+1} := (1 - \lambda_n)x_n \oplus \lambda_n f(x_n) \]
as an assumption on some new parameter \( (x_{(\cdot)}) \) of type \( 0 \rightarrow X \) which is of degree \( (1, X) \) so that our bounds are uniform in \( (x_{(\cdot)}) \). (*), (**), can be written as
\[ \forall j, n (d_X(x_0, x) \leq \mathbb{R} 2^{-j} \land d_X(x_{n+1}, (1 - \lambda_n)x_n \oplus \lambda_n f(x_n)) \leq \mathbb{R} 2^{-j}), \]
where \( d_X(x_0, x) \leq \mathbb{R} 2^{-j} \land d_X(x_{n+1}, (1 - \lambda_n)x_n \oplus \lambda_n f(x_n)) \leq \mathbb{R} 2^{-j} \) is a \( \forall \)-formula.

Hence we get in total:
There exists a computable functional \( \Phi(k, \alpha, b, l) \) such that for all \( \alpha \in \mathbb{N}, k, b, l \in \mathbb{N}, k \geq 1 \) the following holds: Let \( (\lambda_n) \) be any sequence in \( [0, 1] \) which satisfies
\[ \forall m \in \mathbb{N} (\lambda_m \in [0, 1 - \frac{1}{k}] \land m \leq \sum_{i=0}^{\alpha(m)} \lambda_i) \]
for any \( b \)-bounded hyperbolic space, \( x \in X, f : X \rightarrow X \) and \( (x_{(\cdot)}) \) be any sequence in \( X \) such that
\[ \forall y_1, y_2 \in X (d(f(y_1), f(y_2)) \leq (1 + 2^{-\Phi(k, \alpha, b, l)}) \cdot d(y_1, y_2)) \]
and
\[ \forall n \leq \Phi(k, \alpha, b, l) (d(x_0, x), d(x_{n+1}, (1 - \lambda_n)x_n \oplus \lambda_n f(x_n)) \leq 2^{-\Phi(k, \alpha, b, l)}). \]
Then
\[ \exists m \leq \Phi(k, \alpha, b, l) (d(x_m, f(x_m)) < 2^{-i}). \]
So in order to achieve an approximate fixed point property along \( (x_n) \) it is sufficient that \( f \) is approximately nonexpansive and \( x_{n+1} \) is close to \( (1 - \lambda_n)x_n \oplus \lambda_n f(x_n) \), where a bound on the allowed error terms is given by \( \Phi \).
Discussion. Application 3.14, in particular, yields theorem 2 in [12] as an immediate consequence of our theorem 3.7 and the already mentioned theorem 1 in [12], whereas [12] uses a functional analytic embedding argument: Theorem 2 of [12] states that (under the conditions on \((\lambda_n)\) as in application 3.14) for any fixed bounded hyperbolic space the convergence \(d(x_n, f(x_n)) \to \infty\) is uniform in the starting point \(x\) and the nonexpansive function \(f : X \to X\).

The proof of theorem 1 given in [12] can be formalized already in a small fragment of \(\mathcal{A}[X, d; W]\). The formalization is particularly simple if one observes that the main part of the proof consists of establishing a certain inequality which is purely universal and therefore can be taken as an implicative assumption without changing the overall logical form of the statement. Hence it is not even necessary to verify whether this inequality is actually provable in \(\mathcal{A}[X, d; W]\) (see [38] for a discussion of this point).

Extensionality issues of the kind discussed above do not occur since the extensionality of \(W\) and \(d\) trivially follows from the \((X, d, W)\)-axioms and the extensionality of \(f\) follows from its assumed non-expansivity so that, indeed, every nonexpansive object \(f^X : X \to X\) defines a function \(f : X \to X\).

As mentioned before, the proof of theorem 3.7 provides an algorithm for actually extracting an explicit uniform rate of convergence \(\Phi\). In [35] (for the case of convex subsets of normed linear spaces) and in [37] (for hyperbolic spaces) this has been carried out by analysing the proof in [4] for a generalization of the (non-uniform) convergence results of [20] and [12] to the case of unbounded convex sets, resp. hyperbolic spaces. The bound obtained in the general cases yielded, when specialized to the bounded case, the rate of convergence stated in remark 3.13 and similar rates with even stronger uniformity features: it suffices to assume that there exists a point \(x^* \in X\) whose iteration sequence is bounded rather than to assume that the whole space \(X\) is bounded (see [36, 37]). Moreover, carrying out the extraction algorithm transforms the proof of non-uniform convergence from [12, 4] into a new one for the correctness of the uniform rate of convergence which can again be formulated in ordinary mathematical terms without any reference to logical metatheorems. The relevance of such metatheorems as theorem 3.7 and its application 3.14 is that they provide in this and other cases an a-priori guarantee under easy to check logical conditions that such uniform and computable convergence rates already exist prior to any actual proof analysis.

The proof in [12] (theorem 1) of the (non-uniform) convergence \(d(x_n, f(x_n)) \to 0\) easily extends to the larger class of directionally nonexpansive mappings introduced in [23] (see [23, 37]). Hence (see application 3.16 below) corollary 3.11(2) implies (for bounded \(X\)) the uniformity of the convergence even in this general setting. This gives an explanation (in general logical terms) of why the direct construction in [37], obtained by logical analysis of that extension of the proof from [12] (in the modified form of [4]), of an explicit uniform rate of convergence was possible. Prior to [37], only the ineffective uniform convergence in \(x, f\) for the case of constant \(\lambda_n := \lambda \in (0, 1)\) and in the setting of bounded convex subsets of normed linear spaces was known due to [23], where a novel functional analytic embedding technique was used.

Application 3.16. Let \((X, d, W)\) be a bounded hyperbolic space.

---

The proof given in [4] is based on a small modification of the proof in [12] for the bounded case.
\[ A^\omega[X, d, W] \] proves that for all \( k \in \mathbb{N}, k \geq 1 \) and \((\lambda_n)_{n \in \mathbb{N}} \subset [0, 1 - 1/k] \) with \( \sum_{n=0}^{\infty} \lambda_n = \infty \) the following holds:

\[ \forall x^X, f^X \cdash \exists X(f \text{ directionally nonexpansive} \rightarrow \lim_{n \to \infty} d_X(x_n, f(x_n)) = 0). \]

Hence (under the same assumptions on \((\lambda_n)\)) there exists for any \( l, b \in \mathbb{N} \) an \( n \in \mathbb{N} \) such that

\[ \forall m \geq n \forall x \in X \forall f : X \to X(f \text{ dir. nonexpansive} \rightarrow d(x_m, f(x_m)) < 2^{-l}) \]

holds in any \( b \)-bounded hyperbolic space \((X, d, W)\) (i.e. the convergence \( d(x_n, f(x_n)) \to 0 \) is uniform in \( x, f \) and, except for \( b \), in \((X, d, W)\)).

Moreover, the convergence depends on \((\lambda_n)\) only via \( k \) and a function \( \alpha : \mathbb{N} \to \mathbb{N} \) such that \( \forall m \in \mathbb{N}(m \leq \sum_{i=0}^{\alpha(m)} \lambda_i) \) and \( n \) is given by a computable functional \( \Phi(k, \alpha, b, l) \) in \( k, \alpha, b, l \).

As in application 3.14 it suffices to assume \( f \) to be approximately directional nonexpansive:

\[ \forall y \in X \forall z \in \text{seg}(y, f(y)) (d(f(y), f(z)) \leq (1 - 2^{-\Phi(k, \alpha, b, l)} \cdot d(y, z)) \]

to obtain an \( n \leq \Phi(k, \alpha, b, l) \) such that \( d(x_n f(x_n)) < 2^{-l} \).

However, in contrast to the situation in application 3.14 we cannot weaken the requirement that

\[ x_0 = x, \quad x_{n+1} = (1 - \lambda_n)x_n \oplus \lambda_n f(x_n) \]

to an approximate form (see the discussion below).

**Proof.** Exactly as the proof of application 3.14 Since \( f \) is only assumed to be directionally nonexpansive, we cannot derive full extensionality of \( f \) but have to rely on the quantifier-free extensionality rule. That rule, however, is sufficient to formalize the adaptation of the proof of theorem 1 from [12] given in [37]: inspection of the proof shows that extensionality of \( f \) is only used to prove \( d_X(f(x_n), f(x_{n+1})) \leq \mathbb{R}^{-} d_X(x_n, x_{n+1}) \) which follows from the directional non-expansivity of \( f \) and \( f(x_{n+1}) =_X f(W_X(x_n, f(x_n), \lambda_n)). \) The latter can be proved in \( A^\omega[X, d, W] \) from the provable (by the explicit recursive definition of \( (x_n) \)) fact that \( x_{n+1} =_X W_X(x_n, f(x_n), \lambda_n) \) by an application of QF-ER. \( \square \)

**Remark 3.17.** In [37] it is shown that the bound mentioned already in remark 3.15 actually also holds for directionally nonexpansive mappings.

**Discussion.** Since the need to use the quantifier-free rule of extensionality in the proof above requires

\[ x_0 =_X x, \quad x_{n+1} =_X (1 - \lambda_n)x_n \oplus \lambda_n f(x_n) \]

to be proved rather than assumed as a hypothesis on some parameter \( x_{(\_)} \), we have to define in \( A^\omega[X, d, W] \) the sequence \((x_n)\) explicitly by recursion from \( x, f, \lambda_{(\_)} \) by means of an appropriate recursor operator of \( A^\omega[X, d, W] \). As a result we cannot treat the recursive equations as implicative assumptions and therefore cannot relax the equality by an approximate equality as in application 3.14 In logical terms this corresponds to the fact that the system \( A^\omega[X, d, W] \) is not closed under the deduction theorem for axioms which are used to prove premises of the quantifier-free extensionality rule (see [35]). Rather than being a disadvantage of the logical...
So quantification serves convex combinations. Over the $x$ can be defined in equivalently as purely universal conditions. So by just adding these conditions, our $X$ there for Polish spaces) which has the properties that

1) If $\forall n \in \mathbb{N}(d_X(x(n), x(n + 1)) <_R (5 \cdot 2^{-n-1}))$, then $\forall n(x(n) =_X \widehat{x}(n))$.
2) For all $x^{0 \rightarrow X}$, $\forall n \in \mathbb{N}(d_X(\widehat{x}(n), \widehat{x}(n + 1)) <_R (7 \cdot 2^{-n-1}))$.

$\widehat{x}$ can be defined in $\mathcal{A}^e[X, d]$ as follows:

$$\widehat{x}(n) := \begin{cases} x(n), & \text{if } \forall k < n([d_X(x(k), x(k + 1))](k + 1) < \liminf (6 \cdot 2^{-k-1}), \\ x(k) & \text{for the least } k < n \text{ s.t. } \lceil \ldots \rceil \text{ otherwise.} \end{cases}$$

So quantification $\forall x \in X A(x)$ over the completion $\widehat{X}$ of $X$ is expressed as $\forall x^{0 \rightarrow X} A(\widehat{x})$, where $A$ is an $\widehat{X}$-extensional property

$$\forall x^{0 \rightarrow X}, y^{0 \rightarrow X}(x = \widehat{x} y \land A(x) \rightarrow A(y)).$$

Here

$$x = \widehat{x} y := d_X(x, y) =_R 0_R,$$

where $d_X(x^{0 \rightarrow X}, y^{0 \rightarrow X})(n) := d_X(\widehat{x}(n + 5), \widehat{y}(n + 5))(n + 5)$ is the extension of $d_X$ to $\widehat{X}$.

A function $F : \widehat{X} \rightarrow \widehat{X}$ is given by an $\widehat{X}$-extensional functional $f$ of type $(0 \rightarrow X) \rightarrow 0 \rightarrow X$.

We now discuss the case of (real) normed linear spaces $(X, \| \cdot \|)$ and bounded convex subsets $C \subseteq X$. Things are more complicated here as $C$ itself is not a normed space. One way to cover this situation would be to use the characterization due to [47] of convex subsets of normed spaces in the setting of convex metric spaces in terms of further conditions on the function $W$. The additional conditions needed are

1. that convex combinations do not depend on the order in which they are carried out and
2. that the distance is homothetic.

In [47] it is proved that if $X$ is a convex metric space satisfying (I), (II), then there is an isometry from $X$ onto a convex subset of some normed space $E$ which preserves convex combinations. Over the $W$-axioms (i)-(iv) one can formulate (I), (II) equivalently as purely universal conditions. So by just adding these conditions, our

14For simplicity we restrict ourselves in this paper to linear spaces over $\mathbb{R}$. However, we do not expect any significant problems in covering the complex case as well.

15In the presence of (I), (II), the conditions (ii)-(iv) become derivable.
proof of theorem 3.7 extends without any change to this setting. However, the construction of the supporting space \( E \) is quite complicated and \( E \) is not fully uniquely determined by \( C \). Moreover, a metatheorem covering normed linear spaces rather than only bounded convex subsets can be expected to have many more applications than the ones in fixed point theory treated in this paper. We first prove a metatheorem for general normed spaces which shows that (under logical conditions similar to the ones in theorem 3.7) one can get bounds uniform in norm-bounded parameters. This setting already allows us to establish uniformity for bounded closed balls. In a further theorem we will then ‘add’ an arbitrary bounded convex subset via its characteristic function. Here we will have again to consider extensional issues, as we only can stipulate weak extensionality for that characteristic function. Nevertheless, our theorem covers an application to a theorem of [16] obtained in [36].

The theory \( \mathcal{A}^\ast[X, \| \cdot \|] \), \( \mathcal{A}^\ast[X, \| \cdot \|] \) results from \( \mathcal{A}^\ast \) by

(i) extending \( \mathcal{A}^\ast \) as before to the larger set \( T^X \) of all finite types over the two ground types 0 and \( X \),

(ii) adding constants 0\( _X \), 1\( _X \) of type \( X \),

(iii) adding new constants +\( _X \) of type \( X \to X \to X \), \(-_X \) of type \( X \to X \to X \), \( \cdot_X \) of type 1 \( \to X \to X \), \( \| \cdot \|_X \) of type \( X \to 1 \) together with the axioms (writing as usual \( x +_X y \), \( x -_X y \), \( \| x \|_X \) and \( \alpha \cdot_X x \) (or even \( \alpha x \)) for +\( _X (x, y) \), +\( _X (x, -_X y) \), \( \| x \|_X \) and \( \cdot_X (\alpha, x) \):

(0) The (purely universal) vector space axioms for +\( _X \), -\( _X \), \( \cdot_X \), 0\( _X \), formulated with the equality relation =\( _X \) between objects of type \( X \) as defined below,

\[
\begin{align*}
1. & \; \forall x^X (\| x -_X x \|_X =_R 0_R), \\
2. & \; \forall x^X, y^X (\| x -_X y \|_X =_R \| y -_X x \|_X), \\
3. & \; \forall x^X, y^X, z^X (\| x -_X z \|_X \leq_R \| x -_X y \|_X +_R \| y -_X z \|_X), \\
4. & \; \forall \alpha^R, x^X, y^X (\| \alpha x -_X \alpha y \|_X =_R \| \alpha \|_R \cdot_R \| x -_X y \|_X), \\
5. & \; \forall \alpha^R, \beta^R, x^X (\| \alpha x -_X \beta x \|_X =_R \| \alpha -_R \beta^R \cdot_R \| x \|_X), \\
6. & \; \forall x^X, y^X, u^X, v^X \\
& \quad \left( \| x +_X y \| -_X (u +_X v) \|_X \leq_R \| x -_X u \|_X +_R \| y -_X v \|_X \right), \\
7. & \; \forall x^X, y^X (\| -_X x \| -_X (-_X y) \|_X =_R \| x -_X y \|_X), \\
8. & \; \forall x^X, y^X (\| x \| -_R \| y \|_X \leq_R \| x -_X y \|_X). \\
\end{align*}
\]

Still only equality at type 0 is a primitive predicate. \( x^X =_X y^X \) is defined as \( \| x -_X y \|_X =_R 0_R \). Equality for complex types is defined as before, as extensional equality using =\( _0 \) and =\( _X \).

Remark 3.19. A remark similar to remark 2.15 applies here: The additional axioms of \( \mathcal{A}^\ast[X, \| \cdot \|] \) express (modulo our representation of \( R \) and [0, 1] sketched above) that:

1) \( (X, +_X, -_X, 0_X) \) is a (real) linear space with a pseudo-norm \( \| \cdot \|_X \).

2) 1\( _X \) is an element of norm 1 in \( X^X \)

The reason for the somewhat non-standard set of axioms (0)–(8) is as follows: since the only equality relation =\( _X \) we have for \( X \)-objects is defined in terms of

\[ x^X =_X y^X \text{ for such an } x \text{ to get an element of norm 1}. \]
Remark 3.20. (9) expresses that \( \eta \) is a modulus of uniform convexity of \( X \) which normally is formulated as follows:

\[
\forall x^X, y^X \forall k^0 \left( \|x\|, \|y\| <_R 1_R \land \left\| \frac{x + x y}{2} \right\| >_R 1_R - 2^{-\eta(k)} \rightarrow \|x - x y\| \leq_\infty 2^{-k} \right) \tag{9^*}
\]

(9^*) trivially implies (9). Conversely, \( \mathcal{A}w^w[X, \| \cdot \|, \eta] \) proves (9^*) with \( \tilde{\eta}(k) := \eta(k) + 1 \) using the continuity of the norm and the scalar product which can be derived in \( \mathcal{A}w^w[X, \| \cdot \|] \). The reason why we use the formulation (9) is that it is logically equivalent to a purely universal statement since \( \leq_R \in \Sigma^0_1 \land \leq_R \in \Pi^0_1 \).
The theory $A_n^\omega[X, \langle \cdot, \cdot \rangle]$ results from $A_n^\omega[X, \| \cdot \|]$ by adding the so-called parallelogram law as a further axiom (10) to (1)–(8)

$$(10) \quad \forall x, y \in X, y^X \left( \|x + y\|_X^2 + \|x - y\|_X^2 = \|x\|_X^2 + \|y\|_X^2 \right),$$

where $(\cdot)^2$ is a functional of type $1 \rightarrow 1$ which represents on the representations of real numbers the function $x \mapsto x^2$ on $\mathbb{R}$.

It is well known that a norm satisfying (10) allows one to define an inner product function $\langle \cdot, \cdot \rangle : X \times X \rightarrow \mathbb{R}$: define a new functional $\langle \cdot, \cdot \rangle_X$ of type $X \rightarrow X \rightarrow 1$ by (writing $\langle x, y \rangle_X$ for $\langle x, \cdot \rangle_X(x)$):

$$(+) \quad \langle x^X, y^X \rangle := 1_{(-1)}^{1/2} \cdot (\|x + y\|_X^2 - \|x - y\|_X^2).$$

$\langle \cdot, \cdot \rangle_X$ represents an inner product on the space (of $=_X$-equivalence classes of) $X$ and the norm $\| \cdot \|_X$ can be recovered from $\langle \cdot, \cdot \rangle_X$ in the usual way

$$(++) \quad \|x\|_X := sqrt((\langle x, x \rangle_X),$$

where $sqrt^{1-1}$ represents the square root function $\mathbb{R}_+ \rightarrow \mathbb{R}_+$ on the representation of $\mathbb{R}$ (which can easily be defined by a closed term of $A_n^\omega$).

Conversely, whenever a norm $\| \cdot \|$ is given by a (real valued) inner product via $(++)$ then the norm satisfies (10) and the inner product can be recovered from that norm by $(+)$. The proofs of these facts are all completely elementary (see e.g. [55]) and can be easily carried out in our formal setting. Hence $A_n^\omega[X, \langle \cdot, \cdot \rangle]$ contains a proper axiomatization of the notion of a real inner product space (pre-Hilbert space).

**Definition 3.21.** We say that a sentence of $\mathcal{L}(A_n^\omega[X, \| \cdot \|])$ holds in a non-trivial (real) normed linear space $(X, \| \cdot \|)$ if it holds in the model of $A_n^\omega[X, \| \cdot \|]$ obtained by letting the variables range over the appropriate universes of the full set-theoretic type structure $S^\omega_X$ with the sets $X, \mathbb{N}$ as the universes for the base types $X$ and $0$. Here $0_X$ is interpreted by zero vector $0^X$ of the linear space $X$, $1_X$ by some vector $a \in X$ with $\|a\| = 1$, $+_X$ is interpreted as addition in $X$, $-X$ is the inverse of $x$ w.r.t. $+$ in $X$, $\cdot_X$ is interpreted as $\lambda \alpha \in \mathbb{N}^X, x \in X, r_\alpha \cdot x$, where $r_\alpha$ is the unique real number represented by $\alpha$ and $\cdot$ refers to the scalar multiplication in the $\mathbb{R}$-linear space $X$. Finally, $\| \cdot \|_X$ is interpreted by $\lambda x \in X. (\|x\|)_0$, where $(r)_0$ for $r \in \mathbb{R}_+$ as in definition [2,9]

In $A_n^\omega[X, \| \cdot \|]$ we can extend the relation $x \leq_\rho y$ from types $\rho \in T$ to $\rho \in T^X$:

**Definition 3.22.** For functionals $x^\rho, y^\rho$ of type $\rho \in T^X$ define $x \leq_\rho y$ by

$$x \leq_0 y := x \leq y,$$
$$x \leq_X y := \|x\|_X \leq \|y\|_X,$$
$$x \leq_{\rho \rightarrow \tau} y := \forall z^\rho (x(z) \leq_\tau y(z)).$$

**Remark 3.23.** $\leq_X$ is not a partial order since it is not antisymmetric.

---

---
Theorem 3.24. 1) Let $\sigma$ be of degree 1 and $\rho$ be of degree 1 or $(1, X)$. $s$ is a closed term of type $\sigma \rightarrow \rho$ and $B_\sigma, C_\sigma$ are as in theorem X.7.

If

\[ \forall x^\sigma \forall y \leq \rho s(x)(\forall u^0 B_\sigma(x, y, u) \rightarrow \exists v^0 C_\sigma(x, y, v)) \]

is provable in $A^\omega[X, \| \cdot \|]$, then one can extract a computable functional $\Phi : S_\sigma \rightarrow \mathbb{N}$ such that for all $x \in S_\sigma$

\[ \forall y \leq \rho, s(x)[\forall u \leq \Phi(x) B_\sigma(x, y, u) \rightarrow \exists v \leq \Phi(x) C_\sigma(x, y, v)] \]

holds in any non-trivial (real) normed linear space $(X, \| \cdot \|)$. The computational complexity of $\Phi$ can be estimated in terms of the strength of the $A^\omega$-principle instances actually used in the proof (3.8 above applies as well, see also remark 3.26 below).

2) For uniformly convex normed linear spaces $(X, \| \cdot \|, \eta)$ with modulus of convexity $\eta$ statement 1) holds with $A^\omega[X, \| \cdot \|, \eta]$ and $(X, \| \cdot \|, \eta)$ instead of $A^\omega[X, \| \cdot \|]$ and $(X, \| \cdot \|)$. Now $n := \Phi(x, \eta)$ is given by a computable functional $\Phi$ in $x$ and a modulus of uniform convexity $\eta$ of $(X, \| \cdot \|)$ (which interprets the constant ‘$\eta$’).

Analogously for (real) inner product spaces $(X, \langle \cdot, \cdot \rangle)$.

The comments about tuples and finite conjunctions of premises hold here as well.

Corollary 3.25. Let $C_\sigma$ be as in theorem 3.24. If

\[ \forall x^0 \forall y^X (\|y\|^X \leq_R 1_R \rightarrow \exists v^0 C_\sigma(x, y, v)) \]

is provable in $A^\omega[X, \| \cdot \|]$, then one can extract a computable function $\Phi : \mathbb{N} \rightarrow \mathbb{N}$ such that

\[ \forall x \in \mathbb{N} \forall y \in X (\|y\| \leq 1 \rightarrow \exists v \leq \Phi(x) C_\sigma(x, y, v)) \]

holds in every non-trivial (real) normed linear space $(X, \| \cdot \|)$. Proof: Follows from theorem 3.24 with $s := \lambda x.1_X$ since $\|y\|^X \leq_R 1_R$ can be expressed as $y \leq_X 1_X$. \qed

Remark 3.26. Theorem 3.24 also applies to the case where $x^\sigma$ has a type $\sigma$ of degree 0, $(0, X)$ in the following way: let us first assume that $\sigma = X$. Quantification over all $x^X$ can be written as $\forall k^0 \forall x \leq_X (k)_R \cdot x^X$ so that theorem 3.24 yields a computable functional $\Phi(k)$ in $k$. This can be transformed into a functional $\Phi(x)$ in $x$ if we have an operation $M : X \rightarrow \mathbb{N}$ such that $M(x) \geq \|x\|$. Even for effective normed spaces $(X, \| \cdot \|)$ like $\mathbb{R}$ such an $M$ will not be computable as a function on $X$ (for $X = \mathbb{R}$ the computability of $M$ would imply its continuity and hence $M$ would be constant). However, it will usually be computable in a representative $f_x \in \mathbb{N}^\mathbb{N}$ of $x$ in the sense of the standard representation of Polish spaces as discussed further above. So for computationally meaningful (separable) normed spaces, there will be a computable $M^2$ (usually of low complexity) such that $M(f_x) \geq \|x\|$ whenever $f_x$ is a representative of $x \in X$ and we can take $\Phi(M(f_x))$.

For $\sigma = 0 \rightarrow X$ we can write quantification over $x^0 \rightarrow X$ in the form $\forall y^X \forall x \leq_0 X \lambda k.(g(k))_R \cdot x^X$ and theorem 3.24 yields a computable $\Phi(g)$ in $g$. Using $M$ we can replace $g$ in $\Phi(g)$ by $\lambda k.M(f_x(k))$.\footnote{Inner product spaces are uniformly convex with modulus (expressed in terms of $\varepsilon \in (0, 2]$ rather than $2^{-k}$) $\eta(\varepsilon) := 1 - (1 - (\varepsilon/2)^2)^{1/2}$.}
The theory $A^0[X, \| \cdot \|, C]$. $A^0[X, \| \cdot \|, C]$ results from $A^0[X, \| \|]$ by adding new constants $b_X$ of type 0, $c_X$ of type $X$ and $\chi_C$ of type $X$ and $\chi_C$ of type $X$ together with the axioms

\begin{align*}
(11) \forall x^X(\chi_C(x) = 0 \rightarrow \|x\|_X \leq_R (b_X)_R(=1 \lambda k^0, j(2b_X, 0^0)), \\
(12) \forall x^Y, y^X, \alpha^1(\chi_C(x) = 0 \chi_C(y) = 0 \rightarrow \chi_C((1 - R \tilde{n}) \cdot x + \tilde{x} \cdot x + x \tilde{n} \cdot y) = 0), \\
(13) \chi_C(c_X) = 0.
\end{align*}

The theories $A^0[X, \| \cdot \|, \eta, C]$ and $A^0[X, \langle \cdot, \cdot \rangle, C]$ are defined analogously.

Note that although the vector space operations and $\| \cdot \|_X$ are provably extensional (w.r.t. $=X, =_R$), the characteristic function $\chi_C$ is not. However, by QF-ER we have the following weak form of $\chi_C$-extensionality:

\begin{align*}
A_0 \rightarrow s = x t & \quad \text{for quantifier-free } A_0
\end{align*}

(see also the discussion at the end of this section).

The axioms (11)–(13) express that the set

\begin{align*}
C := \{ x \in X \mid \exists y \in X(x =_X y \land \chi_C(y) = 0) \}
\end{align*}

is a non-empty $b$-bounded convex subset of $X$.

In the following $\forall x^X A(x)$, $\forall f^{1-C} A(f)$, $\forall f^{X-C} A(f)$ and $\forall f^{C-C} A(f)$ abbreviate

\begin{align*}
\forall x^X(\chi_C(x) = 0 \rightarrow A(x)), \\
\forall f^{1-X}(\forall y^X(\chi_C(f(y)) = 0) \rightarrow A(f)), \\
\forall f^{X-X}(\forall x^X(\chi_C(f(x)) = 0) \rightarrow A(f)) \text{ and } \\
\forall f^{X-C}(\forall x^X(\chi_C(x) = 0 \rightarrow \chi_C(f(x)) = 0) \rightarrow A(f)),
\end{align*}

where $f(x) = \begin{cases} f(x), & \text{if } \chi_C(x) = 0, \\ c_X, & \text{otherwise.} \end{cases}$

Analogously for the corresponding $\exists$-quantifiers with ‘&’ instead of ‘$\rightarrow$’. This extends to types of degree $(1, X, C)$ where $\rho$ is of degree $(1, X, C)$ if it has the form $\tau_1 \rightarrow \ldots \rightarrow \tau_k \rightarrow C$, where $\tau_i$ has degree 1, $\tau_i = X$ or $\tau_i = C$.

Remark 3.27. If one defines

\begin{align*}
f^{X-X} =_{C-X} \hat{f}^{X-X} : =_{\forall x^X(\chi_C(x) = 0 \rightarrow f(x) =_X g(x)),
\end{align*}

then for all $f^{X-X}, g^{X-X}$ the following provably holds:

\begin{align*}
f =_{C-X} \hat{f} \quad \text{and} \quad \hat{f} =_{C-X} \check{g} \iff f =_{X-X} \check{g}.
\end{align*}

Remark 3.28. Note that for $\rho$ of degree $(1, X, C)$ a quantifier $\forall x^\rho$ abbreviates

\begin{align*}
\forall x^\rho(B(x) \rightarrow \ldots),
\end{align*}

where $\rho'$ is the type of degree $(1, X)$ resulting from $\rho$ by replacing everywhere ‘$C$’ by ‘$X$’ and $B$ is (logically equivalent to) a $\forall$-formula.

For $f^{C-C}$ (i.e. for $f^{X-X}$ satisfying $\forall x^X(\chi_C(x) = 0 \rightarrow \chi_C(f(x)) = 0$) ‘$f$ nonexpansive’ is the $\forall$-formula

\begin{align*}
\forall x^X, y^X(\chi_C(x) = 0 =_0 \chi_C(y) \rightarrow \|f(x) -_X f(y)\|_X \leq_R \|x -_X y\|_X).
\end{align*}

Definition 3.29. We say that a sentence $A$ holds in the non-trivial real normed linear space $(X, \| \cdot \|)$ and the non-empty bounded convex subset $C \subseteq X$ if in addition to the requirements in definition 3.21 we stipulate that $\chi_C$ is interpreted as the characteristic function for $C$, $c_X$ by some arbitrary element in $C$ and $b_X$ by some integer $b \in \mathbb{N}$ with $b \geq \|x\|$ for all $x \in C$. 

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Theorem 3.30. 1) Let $\sigma$ be of degree 1 and $\rho$ be of degree 1 or $(1, X)$ and $\tau$ be a type of degree $(1, X, C)$. $s$ is a closed term of type $\sigma \to \rho$ and $B_\psi, C_\exists$ are as in theorem \ref{theorem:3.30}

If

$$\forall x^\sigma \forall y^\rho s(x) \forall z^\tau \{ \forall u^0 B_\psi(x, y, z, u) \to \exists v^0 C_\exists(x, y, z, v) \}$$

is provable in $\mathcal{A}^\omega[X, \| \cdot \|, C]$, then one can extract a computable functional $\Phi : S_\sigma \times \mathbb{N} \to \mathbb{N}$ such that

$$\forall y^\rho s(x) \forall z^\tau \{ \forall u \leq \Phi(x, b) B_\psi(x, y, z, u) \to \exists v \leq \Phi(x, b) C_\exists(x, y, z, v) \}$$

holds in any non-trivial (real) normed linear space $X$ and any non-empty $b$-bounded convex subset $C \subset X$ (with $\cdot_X$ interpreted by $\cdot_b$).

The computational complexity of $\Phi$ can be estimated in terms of the strength of the $\mathcal{A}^\omega$-principle instances actually used in the proof (\ref{theorem:3.28} and \ref{theorem:3.30} apply as before).

2) For uniformly convex normed linear spaces $(X, \| \cdot \|, \eta)$ with modulus of convexity $\eta$ statement 1) holds with $\mathcal{A}^\omega[X, \| \cdot \|, C, \eta]$ and $(X, \| \cdot \|, C, \eta)$ instead of $\mathcal{A}^\omega[X, \| \cdot \|, C]$ and $(X, \| \cdot \|, C)$. This time $\Phi$ is a computable functional in $x, b$ and a modulus $\eta^1$ of uniform convexity for $(X, \| \cdot \|)$ (which interprets the constant $\cdot^2$).

Analogously for (real) inner product spaces $(X, \langle \cdot, \cdot \rangle)$.

The comments about tuples and finite conjunctions of premises hold here as well.

Application 3.31. Let $(X, \| \cdot \|, \eta)$ be a (non-trivial) uniformly convex normed linear space with a modulus of uniform convexity $\eta$ and $C \subset X$ a non-empty bounded convex subset.

In \cite{14} it is proved (extending earlier results from \cite{10} and \cite{6}) that for all $(\lambda_n)_{n \in \mathbb{N}} \subset [0, 1]$ with $\sum_{n=0}^{\infty} \lambda_n (1 - \lambda_n) = \infty$ the following holds\footnote{Note that the condition on $(\lambda_n)$ is less restrictive than the conditions in application \ref{application:3.31}}

$$\forall x \in C, f : C \to C (f \text{ nonexpansive } \land \text{ Fix}(f) \neq \emptyset \to \lim_{n \to \infty} d(x_n, f(x_n)) = 0).$$

The proof can easily be formalized in $\mathcal{A}^\omega[X, \| \cdot \|, \eta, C]$. Since we cannot prove in $\mathcal{A}^\omega[X, \| \cdot \|, C]$ that $\chi_X$ satisfies the extensionality axiom we have to rely on the weak quantifier-free extensionality rule to prove by induction on $n$ that $x_n \in C$ using that $x_0 = x$ and $x_{n+1} = (1 - \lambda_n) x_n + \lambda_n f(x_n)$ provably hold. As an application of theorem \ref{theorem:3.30} we get (similarly to corollary \ref{corollary:3.31} and application \ref{application:3.31})

One can extract a computable functional $\Phi(l, \beta, b, \eta)$ such that for any normed space $(X, \| \cdot \|)$ with modulus of uniform convexity $\eta$, for any $b$-bounded convex subset $C \subset X$ and any sequence $(\lambda_n)$ in $[0, 1]$ such that

$$\forall m \in \mathbb{N} (m \leq \sum_{i=0}^{\beta(m)} \lambda_i (1 - \lambda_i))$$

the following holds:

$$\forall \forall m \geq \Phi(l, \beta, b, \eta) \forall x \in C \forall f : C \to C (f \text{ nonexpansive } \to d(x_m, f(x_m)) < 2^{-l})$$

(i.e. the convergence $d(x_n, f(x_n)) \to 0$ is uniform in $x, f$ and, modulo the bound $b$, resp. $\beta$, is also uniform w.r.t. to $C$ and $(\lambda_n)$). We also see (as in corollary \ref{corollary:3.31}) that the assumption of the existence of a fixed point is no longer needed. Although the latter follows from the fundamental Browder-Göhde-Kirk fixed point theory for uniformly convex Banach spaces $X$ and closed bounded convex subsets $C$,
this is of significance since we do not need this deep result in our approach at all. In [36] we carried out the extraction algorithm behind the proof of theorem 3.30 applied to the proof in [10] and constructed an explicit uniform rate of convergence together with a completely elementary proof of its correctness as predicted by this application of theorem 3.30. The bound extracted in [36] is

$$\Phi(l, b, \eta) := \beta\left(3(b + 1) \cdot 2^{g(3b)} \cdot 2^{l-1}\right),$$

where $\eta$ is as in (9*) above and $b \geq \text{diam}(C)$. For the special case of $\lambda_n := \frac{1}{2}$ see also [25] and [34].

Final discussion on extensionality. As we emphasized several times, our systems must be based on weak extensionality (in the sense of QF-ER) only, whereas full extensionality has to be derived from the mathematical axioms of our theories if needed. We saw already in application 3.16 that we otherwise would get false consequences. In fact, suppose we could prove, e.g. in $A^X[X, d]$, that

$$\forall f^X \forall x^X, y^X \forall k \in \mathbb{N} \exists n \in \mathbb{N}(d_X(x, y) \leq \mathbb{R} 2^{-n} \rightarrow d_X(f(x), f(y)) < \mathbb{R} 2^{-k}),$$

where $d_X(x, y) \leq \mathbb{R} 2^{-n}$ is a $\forall$-formula (resp. an $\exists$-formula). Then theorem 3.7 would imply the existence of a computable function $g : \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ such that

$$\forall f^X \forall x^X, y^X \forall k \in \mathbb{N}(d_X(x, y) \leq \mathbb{R} 2^{-g(k, k)} \rightarrow d_X(f(x), f(y)) < \mathbb{R} 2^{-k})$$

holds for any $b$-bounded metric space $(X, d)$, i.e. we would get that all functions $f : X \rightarrow X$ are equicontinuous with a common modulus of uniform continuity which, of course, is false for general $b$-bounded spaces $(X, d)$.

Similarly, if we add a new constant $K^X \rightarrow X$ to the system together with the axiom stating that $K$ is extensional: if the resulting system still satisfies theorem 3.4 then we can use theorem 3.7 to infer that $K$ is uniformly continuous on $X$. Hence theorem 3.7 can only hold if in fact $K$ is already assumed to be uniformly continuous (which implies the extensionality of $K$). That is why we had to prove full extensionality of e.g. $d_X, W_X$ and $f^X \rightarrow X$ from the $d_X, W_X$-axioms and the assumption on $f$ being nonexpansive implying the uniform continuity of $d_X, W_X$ and $f$. For the case of normed spaces, theorem 3.24 implies uniform continuity on the unit ball for all provably fully extensional functions $f : X \rightarrow X$ or $f : X \rightarrow \mathbb{R}$. Again full extensionality of $\| \cdot \|_X, \cdot, X$ was derived from their axioms implying in fact the uniform continuity. This is related to the notion of ‘uniform families of $L$-structures’ which plays in important role in the model theory of Banach spaces (see e.g. [17]). In our proof theoric approach based on weak extensionality, however, we do not have to make such strong uniform continuity assumptions if the only use of extensionality we make is that provided by QF-ER. E.g. in application 3.10 we did not assume the continuity of our directionally nonexpansive mappings but could, nevertheless, apply theorem 3.7 since QF-ER was enough to formalize the proof. In addition to the effective nature of our results, this is yet another benefit of the proof theoric approach to functional analysis and there does not seem to be any natural model theoretic counterpart to the weak form of extensionality formalized by QF-ER.
In theorem 3.30 and application 3.31 we have a further instance of the need to distinguish between full extensionality and weak extensionality: if we would have full extensionality of \( C \), then we could use theorem 3.30 to infer results of the kind that points \( x \in X \) close to \( C \) would `behave' similar to points in \( C \):

However, unless \( C \) is topologically very simple (e.g. a closed ball, where we indeed could express \( C \) directly without any use of \( \chi_C \)), this will certainly not be correct in general. Nevertheless, this did not prevent us from making application 3.31 since only QF-ER was used in connection with \( \chi_C \).

4. PROOFS OF THEOREMS 3.7, 3.24 AND 3.30

The proof of theorem 3.7 is based on an extension of Spector’s [52] interpretation of classical analysis \( \mathcal{A}^\text{w} \) by bar recursive functionals \( (T+\text{BR}) \) to \( \mathcal{A}^\text{w}[X,d,W] \) and a subsequent interpretation of these functionals in an extension of the Howard-Bezem strongly majorizable functionals to \( T^X \).

Spector’s work (presented in full detail in [44]) generalizes Gödel’s well-known functional (`Dialectica’) interpretation for intuitionistic and – via Gödel’s negative translation as intermediate step – classical arithmetic by the primitive recursive functionals \( R_\rho \) to \( \mathcal{A}^\text{w} \). This is done by showing that the functional interpretation of the negative translation of \( \text{DC} \) can be realized by his so-called bar recursive functionals defined – in a version of simultaneous bar recursion – as follows:

Definition 4.1. Let \( \rho = \rho_1, \ldots, \rho_m \) and \( \tau = \tau_1, \ldots, \tau_k \) be tuples of types in \( T \).

\( \mathcal{A}^\text{w} + (\text{BR}) \) is the extension of \( \mathcal{A}^\text{w} \) obtained by adding constants \( B_{\mathcal{A}^\text{w}}^\rho \) for simultaneous bar recursion with the axioms

\[
\begin{align*}
\left\{ \begin{array}{ll}
\forall x (y, n^0) \prec_0 n \rightarrow B_{\mathcal{A}^\text{w}}^\rho (x, y, n, n, y) = \tau_i & \forall z_i(n, y), \\
\forall x (\overline{y}, n) \succ_0 n \rightarrow B_{\mathcal{A}^\text{w}}^\rho (x, z, y, n, n) = \tau_i & \forall u_i (\lambda \overline{D} \overline{z}) B_{\mathcal{A}^\text{w}}^\rho (x, z, y, n, n', \overline{n} * \overline{D}, n, y)
\end{array} \right.
\end{align*}
\]

for \( i = 1, \ldots, k \),

\[
(y, n) j(k^0) = \rho_j \left\{ \begin{array}{ll}
y_j(k), & \text{if } k < n, \\
0^{\rho_j}, & \text{otherwise}
\end{array} \right.
\]

and

\[
(y, n * D) j(k^0) = \rho_j \left\{ \begin{array}{ll}
y_j(k), & \text{if } k < n, \\
D_j, & \text{if } k = n, \\
0^{\rho_j}, & \text{otherwise}
\end{array} \right.
\]

for \( j = 1, \ldots, m \).

\( \mathcal{A}^\text{w}[X,d,W] + (\text{BR}) \) results if we add to \( \mathcal{A}^\text{w}[X,d,W] \) the constants \( B_{\mathcal{A}^\text{w}}^\rho \) together with \( (\text{BR}) \) for all tuples of types \( \rho, \tau \) of the extended set of types \( T^X \).

Remark 4.2. As already discussed in connection with recursion, simultaneous bar recursion can also be reduced to ordinary bar recursion in our weakly extensional setting by contracting tuples of functionals into single functionals using appropriate coding functionals. The absence of a pairing function \( j_X : X \times X \rightarrow X \) makes this technically somewhat involved, as we would have to use the second of the options

\[20\text{We will treat the case of } \mathcal{A}^\text{w}[X,d,W] \text{ in detail. For } \mathcal{A}^\text{w}[X,d] \text{ the proof is then simply obtained by disregarding all issues involving } W. \text{ For } \mathcal{A}^\text{w}[X,d,W^{\text{CAT}(0)}] \text{ one only has to observe that the additional axiom } \text{CN} \text{ is purely universal as we did in section 2.}\]
presented in \[54\](1.6.17) and used in \[44\]. This is the reason why we prefer to take simultaneous bar recursion (as we did in the case of primitive recursion) as a primitive concept.

In \[52\], \[44\] the following rule is proved for sentences $A$:

$$A^\omega \vdash A$$

\[\Rightarrow\] one can construct a tuple of closed terms $t$ of $A^\omega+(\text{BR})$ s.t.

$$A^\omega+(\text{BR}) \vdash \forall y (A')_D(t, y),$$

where $A'$ is the negative translation of $A$ and $(A')^D \equiv \exists x \forall y (A')_D(x, y)$ is the Gödel functional interpretation \((13)\) of $A'$.

**Remark 4.3.** Spector actually verified the functional interpretation $(A')_D(t, y)$ of $A'$ in a quantifier-free fragment of $A^\omega+(\text{BR})$ (without the use of DC), but this is not needed for our purpose.

We now indicate how Spector’s result can be extended to $A^\omega[X, d, W]$.

**Lemma 4.4.** Let $A$ be a sentence in the language of $A^\omega[X, d, W]$. Then the following rule holds:

$$A^\omega[X, d, W] \vdash A$$

\[\Rightarrow\] one can construct a tuple of closed terms $t$ of $A^\omega[X, d, W]+(\text{BR})$ s.t.

$$A^\omega[X, d, W]+(\text{BR}) \vdash \forall y (A')_D(t, y).$$

**Proof.** Spector’s proof extends to $A^\omega[X, d, W]$ by observing the following points:

1) As in $A^\omega$ all prime formulas of $A^\omega[X, d, W]$ are of the form $s =_0 t$ and hence decidable. As a consequence of this, one can construct for any quantifier-free formula $A_0(a)$ (having only the free variables $a$) a closed term $t_{A_0}$ such that

$$A^\omega[X, d, W] \vdash \forall a(t_{A_0}(a) =_0 0 \leftrightarrow A_0(a)).$$

2) Using 1), the soundness of negative translation and subsequent functional interpretation for the logical axioms and rules, the defining equations for $\Pi, \Sigma, R$, QF-ER and QF-AC extend to the new set of types $T^X$ without any changes (using our extended closed terms $0^\rho$ at a few places). Here we use that $=_X$ is purely universal and hence $=_\rho$ is purely universal for all types $\rho \in T^X$.

3) The functional interpretation of the negative translation of the axiom schema of induction easily extends to all instances over the extended language and types $T^X$ using $R^\rho_{\xi}$ for all $\rho \in T^X$. As for the types $T$, the verification becomes particularly perspicuous if one treats IA in the equivalent form of an induction rule IR (see \[54\](3.5.5(iii))).

4) The functional interpretation of the negative translation of the axiom schema of dependent choice DC easily extends to all instances over the extended language and types $T^X$ using $\Pi^\rho_{\xi, \zeta}$ for all type tuples $\rho, \xi, \zeta \in T^X$.

5) The functional interpretations of the negative translations of the axioms (1)–(8) are trivially equivalent to these axioms themselves, as they are all purely universal and do not contain $\forall$.

\[21\] The constructive $\omega$-rule used in \[44\] for the conclusion is actually superfluous; see footnote 3 in \[11\].
We now extend Bezem’s \cite{bez} type structure of hereditarily strongly majorizable functionals (which relies on a variant of Howard’s \cite{how} notion of majorizability) to all types of $T^X$:

**Definition 4.5.** The extensional type structure $M^\omega \cdot X := \{ M_\rho \}_{\rho \in T^X}$ of all hereditarily strongly majorizable set-theoretical functionals of type $\rho \in T^X$ over $\mathbb{N}$ and a set $X$ is defined as

\[
\begin{aligned}
M_0 & := \mathbb{N}, \quad n \text{-maj}_0 m := n \geq m \land n, m \in \mathbb{N}, \\
M_X & := X, \quad x^* \text{-maj}_X x := x^*, x \in M_X, \\
x^* \text{-maj}_{\tau \rightarrow \rho} x & := x^*, x \in M_\rho^{\text{\textit{M}}} \land \forall y^*, y \in M_\tau (y^* \text{-maj}_\tau y \rightarrow x^*(y^*) \text{-maj}_\rho x(y), x(y)), \\
M_{\tau \rightarrow \rho} & := \{ x \in M_\rho^{\text{\textit{M}}} \mid \exists x^* \in M_\rho^{\text{\textit{M}}} : x^* \text{-maj}_{\tau \rightarrow \rho} x \} \quad (\rho, \tau \in T^X).
\end{aligned}
\]

Here $M_\rho^{\text{\textit{M}}}$ denotes the set of all total set-theoretical mappings from $M_\tau$ to $M_\rho$.

**Lemma 4.6.** 1) $x^*, x \in M_\rho^{\text{\textit{M}}} \land x^* \text{-maj} x \rightarrow x^* \text{-maj} x^* \land x^*, x \in M_{\tau \rightarrow \rho}$.

2) Let $\rho = \rho_1 \rightarrow \ldots \rightarrow \rho_k \rightarrow \tau$. Then

\[
x^* \text{-maj}_{\rho_1} x \leftrightarrow \forall y^*_1, y_1, \ldots, y_k, y_k \left( \bigwedge_{i=1}^k (y^*_i \text{-maj}_{\rho_i}, y_i) \right) \\
\rightarrow x^* y^*_1 \ldots y^*_k \text{-maj}_x y_1 \ldots y_k, x y_1 \ldots y_k.
\]

**Proof.** 1) is trivial, and 2) follows by induction on $k$ using 1) heavily. \hfill $\square$

There is an obvious syntactic counterpart of $\text{-maj}$ formulated in $L(A^\omega[X,d,W])$ which we denote by ‘$\text{-maj}$’ as well. For $x^\rho, y^\rho$ we define $x^\text{-maj}_\rho$ as follows:

\[
x^t \text{-maj}_0 x := x^t \geq x, \\
x^t \text{-maj}_X x := 0 = 0, \\
x^t \text{-maj}_{\tau \rightarrow \rho} x := \forall y^*, y(y^* \text{-maj}_\tau y \rightarrow x^* y^* \text{-maj}_\rho x^*, x^* y).
\]

**Lemma 4.7.** Let $(X,d,W)$ be a non-empty bounded hyperbolic space. Then $M^\omega \cdot X$ is a model of $A^\omega[X,d,W] + (\text{BR})$ (for a suitable interpretation of the constants of $A^\omega[X,d,W] + (\text{BR})$ in $M^\omega \cdot X$).

Moreover, for any closed term $t$ of $A^\omega[X,d,W] + (\text{BR})$ one can construct a closed term $t^*$ which does not contain $W_X$ and $d_X$ such that

\[M^\omega \cdot X \models t^* \text{-maj} t.\]

**Proof.** The constants of $A^\omega + (\text{BR})$—which are characterized by their defining axioms—are interpreted as in \cite{bezem} except that they are now taken over the extended set of types $T^X$, where $M_X := X$. For the new constants we take (writing simply $M$ for $M^\omega \cdot X$)

\[
\begin{aligned}
[b_X]_M & := b \in \mathbb{N} \text{ for some bound } b \text{ on } d, \\
[0_X]_M & := c \text{ for some } c \in X, \\
[d_X]_M & := \lambda x, y \in X. (d(x,y))_o, \\
[W_X]_M & := \lambda x, y \in X. \lambda \alpha \in \mathbb{N}^\delta. W(x,y,r_\delta),
\end{aligned}
\]

where $(x)_o$ is the construction from definition \cite{4.6} and $r_\delta \in [0,1]$ is the unique real number represented by $\ddot{\alpha}$ (see lemma \cite{4.8}).

In order to show that all these functionals are in $M^\omega \cdot X$ we have to construct majorants. For the constants of $A^\omega + (\text{BR})$ this is done (using lemma \cite{4.6}) as in \cite{bezem}. 
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Because of the trivial definition of s-maj for the type $X$ we can simply define
$$\max_X(x^X, y^X) := 0_X.$$ 
For complex types $\rho \to \tau$ we define
$$\max_{\rho \to \tau}(x, y) := \lambda v. \max_\tau(xv, yv).$$
For types $0 \to \rho$ with $\rho = \rho_1 \to \ldots \to \rho_k \to \tau$, where $\tau = 0$ or $\tau = X$, we define functionals $(\cdot)^M$ of types $(0 \to \rho) \to 0 \to \rho$ by
$$x^M(y^0) := \lambda v x. \max_\tau \{ x(i, v) \mid i = 1, \ldots, y \}.$$ 
One easily shows that the following facts hold in $\mathcal{M}^{\omega,X}$:
(M) 
$$\forall x, y \in \exists M_{0 \to \rho} (\forall n \in \mathbb{N} (x(n) \approx \max_{\rho} y(n)) \to x^M \approx \max_{0 \to \rho} x, y).$$
Using the extended $\max_{\rho}$ and $x^M$, the construction of majorants for $R, B$ easily extends to the new set of types $T^X$. For $B$ one needs that $\mathcal{M}^{\omega,X}$ satisfies the axiom of dependent choice which follows from $M_{\rho 0} = M_{0 \to \rho}$ (for all $\rho \in T^X$) which in turn is a consequence of (M), where we use DC on the meta-level.
For the new constants $k := b_X, 0_X, d_X, W_X$ we construct closed terms $k^*$ of $\mathcal{A}^{\omega}[X, d, W]$ as follows:
$$b_X^* := b_X, \quad 0_X^* := 0_X, \quad d_X^* := \lambda x x^X, y^X . M(b_X), \quad W^* := \lambda x x^X, y^X, \alpha^1.0_X,$$
where $M$ is defined in definition 243.
One easily shows (using lemma 2.10.3 and 2.10.5 for $d_X$) that
$$\mathcal{M}^{\omega,X} \models k^* \approx \max \kappa.$$
Since $t^* \approx \max_{\rho \to \tau} t$ and $s^* \approx \max_{\rho} s$ implies that $t^*s^* \approx \max_{\rho} ts$, the lemma follows.

\footnote{Bezem uses a variant of (BR) based on types for finite sequences $\overline{y}(n)$ for $y^0, n^0$ (and uses in $x(\overline{y}, n)$ instead of our version of $x\overline{y}$ the variant where $(y_0, \ldots, y(n-1))$ is continued constantly with $y(n-1)$). In the presence of sequence codings, sequence types can be defined. However, we do not have a pairing function for the type $X$ and therefore want to avoid sequence types altogether. This is achieved by our formulation (following e.g. [14]) for which Bezem’s majorizability construction can easily be adapted (see [20]). The proof becomes particularly perspicuous if one proves (as done in [20]) majorizability first for the variant of s-majorizability at sequence types $0 \to \rho$ is defined pointwise and then shows how to transform (hereditarily) pointwise majorants into majorants (using the construction $x^M$ below for $x$ of type $0 \to \rho$); see [20] [27].}

\footnote{It is only this property of the functional $\max_{\rho}$ which is used. Instead of $\max_{\rho}$ one could have also used e.g. $+_{\rho}$ or similar functionals.}

\footnote{Since the use of lemma 2.10 to show that $d_X^*_{\rho} \max [d_X^*]_{\rho}$ relies on the special choice of the representation of the real number $d(x, y)$ provided by the construction $(\cdot)_{x}$ used in $[d_X^*]_{\rho}$, we cannot prove that
$$\mathcal{A}^{\omega}[X, d, W] \models d_X^* \approx \max_{\rho} d_X.$$

\footnote{License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use}
Lemma 4.8. Let \( A \) be a sentence in the language of \( \mathcal{A}^\omega[X,d,W] \). Then the following rule holds:

\[
\begin{align*}
\mathcal{A}^\omega[X,d,W] & \vdash A \\
\Rightarrow \text{one can construct a tuple of closed terms } t \text{ of } \mathcal{A}^\omega[X,d,W] + (\text{BR}) \text{ s.t. } \\
\mathcal{M}^\omega,X & \models \forall y(A(t,y)) .
\end{align*}
\]

Proof. Follows from lemmas 4.7 and 4.8. \( \Box \)

Proof of theorem 3.7

\( \mathcal{A}^\omega[X,d,W] \vdash \forall x\sigma \forall y \leq \rho s(x)\forall z \tau (\forall u \rho B_\psi(x,y,z,u) \rightarrow \exists v \rho C_\exists(x,y,z,v)) \)

implies

\( \mathcal{A}^\omega[X,d,W] \vdash \forall x\sigma \forall y \leq \rho s(x)\forall z \tau \exists u, v(B_\psi(x,y,z,u) \rightarrow C_\exists(x,y,z,v)) . \)

Since the formula

\( B_\psi(x,y,z,u) \rightarrow C_\exists(x,y,z,v) \)

prenexes into a \( \exists \)-formula, (partial) functional interpretation of (the negative translation of)

\( \forall x\sigma \forall y \leq \rho s(x)\forall z \tau \exists u, v(B_\psi(x,y,z,u) \rightarrow C_\exists(x,y,z,v)) \)

yields

\( \exists u, v \forall x\sigma \forall y \leq \rho s(x)\forall z \tau (B_\psi(x,y,z,u(x,y,z)) \rightarrow C_\exists(x,y,z,v(x,y,z))) . \)

Hence by lemmas 4.7 and 4.8 there exist closed terms \( t^*_U, t^*_V, t_U, t_V \) (where \( t^*_U, t^*_V \) do not contain \( W_X, d_X \)) such that

\[
\mathcal{M}^\omega,X \models \left\{ t^*_U s\text{-maj} t_U \land t^*_V s\text{-maj} t_V \land \forall x\sigma \forall y \leq \rho s(x)\forall z \tau (B_\psi(x,y,z,t_U(x,y,z)) \rightarrow C_\exists(x,y,z,t_V(x,y,z))) \right\} .
\]

\( \sigma \) is a type of degree 1. Define a functional \( M^{\sigma \rightarrow \sigma} \) by

\[ M(x) := x^m := \lambda^0 w : \max_1^m \{ x(w_1, \ldots, w_n) : \bigwedge_{i=1}^n (w_i \leq v_i) \} . \]

Then

\[
\mathcal{M}^\omega,X \models \forall x\sigma(x^m \text{-maj} x) .
\]

Moreover, for a closed \( s^* \) such that \( s^* \text{-maj} s \), we get using that for \( \rho \in T \)

(+) \[ x^* \text{-maj}_\rho x \land x \geq \rho \implies x^* \text{-maj}_\rho y, \]

the following

\[ \mathcal{M}^\omega,X \models \forall x\sigma \forall y \leq \rho s(x)(s^*(x^m) \text{-maj} y) . \]

Since \( z^\tau \) has a type \( \tau \) of degree (1, \( X \)) we have (due to the trivial definition of \( \text{s-maj}_X \))

\[ \mathcal{M}^\omega,X \models \forall z^\tau (0^\tau \text{-maj}_\tau z) . \]

So in total we obtain

\[
\mathcal{M}^\omega,X \models \left\{ \forall x\sigma \forall y \leq \rho s(x)\forall z^\tau (t^*_U(x^m, s^*(x^m), 0^\tau) \geq_0 t_U(x,y,z) \land t^*_V(x^m, s^*(x^m), 0^\tau) \geq_0 t_V(x,y,z)) \right\} .
\]

Hence, taking \( \Psi(x) := \max(t^*_U(x^m, s^*(x^m), 0^\tau), t^*_V(x^m, s^*(x^m), 0^\tau)) \),

\[ \mathcal{M}^\omega,X \models \forall x\sigma \forall y \leq \rho s(x)\forall z^\tau [\forall u \leq \Psi(x) B_\psi(x,y,z,u) \rightarrow \exists v \leq \Psi(x) C_\exists(x,y,z,v)] . \]

\footnote{For \( \sigma = 1 \), this coincides with the previously defined \( x^M \).}
Since \( t_1^\Psi, t_2^\Psi \) do not contain \( W_X, d_X \), the functional \([\Psi]_X:\mathcal{M} \) depends on \((X, d, W)\) only via the interpretation of the constant \( b_X \) by some upper bound of \( d \) and the constant \( 0_X \) by some arbitrary element of \( X \). We can treat \( b_X \) in \( \Psi \) as a variable (also called \( b \)) and define a functional \( \Psi'(b, x^\sigma) := (\Psi[b])(x) \). Then for any hyperbolic space \((X, d, W)\) whose metric is bounded by \( b \), \((*)\) holds with \( \Psi'(b, x) \), where \( 0_X \) in \( \Psi' \) is interpreted by an arbitrary element of \( X \). We now show that the latter dependency can also be eliminated:

For \( \rho \in \mathcal{T}^X \) we define \( \hat{\rho} \) inductively as follows:

\[
\hat{0} := 0, \hat{X} := 0, \hat{\rho \rightarrow \tau} := \hat{\rho} \rightarrow \hat{\tau},
\]

i.e. \( \hat{\rho} \) is a result of replacing all occurrences of \( X \) in \( \rho \) by 0. In particular, \( \hat{\rho} \in \mathcal{T} \).

For \( \rho \in \mathcal{T}^X \) we define a relation \( x^\rho \sim_y y^\rho \) between functionals \( x^\rho, y^\rho \) of types \( \hat{\rho}, \rho \) by induction on \( \rho \):

\[
\begin{cases}
  x^0 \sim_0 y^0 & \iff x = 0, \\
  x^0 \sim_X y^X & \iff \top,
\end{cases}
\]

\[
\begin{cases}
  x^\rho \sim y^\tau & \iff \forall u, v (u \sim y u \rightarrow x u \sim y v).
\end{cases}
\]

One easily shows that the following holds in \( \mathcal{M}^\omega_\omega \):  

1) \( 0^0 \sim_0 0^0, 0^0 \sim_X 0_X, S^1 \sim S^1 \),  

2) \( \Pi \hat{\rho}, \hat{\tau} \sim \Pi \rho, \tau, \Sigma \delta, \hat{\rho}, \hat{\tau} \sim \Sigma \delta, \rho, \tau, R^2 \). \( B^2 \) \sim \( B^2 \).

Let \( t^\rho \) be a closed term which does not contain \( W_X, d_X \) and \( \hat{t}^\rho \) the result of replacing all occurrences of \( 0_X, \Pi \rho, \tau, \Sigma \delta, \rho, \tau, R^2 \) \( B^2 \) in \( t \) by \( 0^0, \Pi \hat{\rho}, \hat{\tau}, \Sigma \delta, \hat{\rho}, \hat{\tau}, R^2 \). \( B^2 \).

Then \( \hat{t}^\rho \) is a closed term of \( \mathcal{A}^\omega \) and

\[
\mathcal{M}^\omega_\omega \models \hat{t} \sim t.
\]

Since \( \Psi' \) is of type \( 0 \rightarrow (\sigma \rightarrow 0) \in \mathcal{T} \) this yields for \( \Phi := \lambda b^0, x^\sigma \hat{\Psi'}(b, x) \)

\[
\mathcal{M}^\omega_\omega \models \forall b^0, x^\sigma (\Phi(b, x) =_0 \Psi'(b, x)).
\]

Hence

\[
\mathcal{M}^\omega_\omega \models \forall x^\sigma \forall y \leq s(x) \forall z^\tau [\forall u \leq \Phi(x) B^\sigma(x, y, z, u) \rightarrow \exists v \leq \Phi(x) C^\sigma(x, y, z, v)].
\]

One easily verifies that for types \( \gamma \) of degree 1, \((0, X)\) or \((1, X)\),

\[
M_{\gamma} = S^\gamma,
\]

where \( S^\omega,^X \) is the full set theoretic type structure over \( N, X \). Thus

\[
(*) \quad S_\omega,^X = \forall x^\sigma \forall y \leq s(x) \forall z^\tau [\forall u \leq \Phi(x) B^\sigma(x, y, z, u) \rightarrow \exists v \leq \Phi(x) C^\sigma(x, y, z, v)],
\]

where \( \Phi \) is treated in \( S^\omega,^X \) as a new constant \( c \) together with the interpretation \( [c]_{S_\omega,^X} = [\Phi]_M \). This finished the proof as \( [\Phi]_M \) defines a computable functional \( 26 \) in \( S_{\rightarrow (\sigma \rightarrow 0)} \) which does not depend on \((X, d, W)\).

\[ \]

Proof of theorem \( 3.30 \). (The proof of theorem \( 3.24 \) follows just by disregarding all issues involving \( C \) in the proof of theorem \( 3.30 \).) We now sketch the changes one has to make in the proof of theorem \( 3.34 \) in order to deal with the situation in theorem \( 3.30 \). The main difference is that we no longer can treat \( s \text{-maj}_X \) as trivial as before, since the norm is unbounded on \( X \). Instead we define

\[
x^* \text{-maj}_X x := x^* \wedge ||x^*|| \geq ||x||.
\]

\[ ^{26} \text{Note that } \Phi \text{ is a closed term of } \mathcal{A}^\omega. \]
$\mathcal{M}^{\omega,[X,\cdot,C]}$ is then defined just as $\mathcal{M}^{\omega,[X]}$ but based on this new definition of $s\text{-maj}_X$.

Again we have a syntactic version of $s\text{-maj}$ in $\mathcal{L}(\mathcal{A}^{\omega,[X,\cdot,C]})$ (which we denote by ‘$s\text{-maj}’$, too) based on $x^* s\text{-maj}_X x := \|x^*\|_X \geq \|x\|_X$.

One easily verifies that lemma 4.6 also holds for this new type-structure and the new definition of $s\text{-maj}$.

In order to prove that $\mathcal{M}^{\omega,[X,\cdot,C]}$ is a model of $\mathcal{A}^{\omega,[X,\cdot,C]+(BR)}$ we show that for any closed term $t$ of $\mathcal{A}^{\omega,[X,\cdot,C]+(BR)}$ one can construct a closed term $t^*$ such that

$$\mathcal{M}^{\omega,[X,\cdot,C]} \models t^* s\text{-maj} t,$$

where the constants of $\mathcal{A}^{\omega,[X,\cdot,C]+(BR)}$ are interpreted in $\mathcal{M}^{\omega,[X,\cdot,C]}$ as follows:

The constants of $\mathcal{A}^{\omega+(BR)}$ (extended to $\mathcal{T}^X$) are interpreted as in $\mathcal{M}^{\omega,[X]}$ above.

For the new constants we take (writing simply $\mathcal{M}$ for $\mathcal{M}^{\omega,[X,\cdot,C]}$):

$[b_X]_\mathcal{M} := b \in \mathbb{N}$ for some bound $b$ for $C$, i.e. $b \geq \|x\|$ for all $x \in C$,

$[0_X]_\mathcal{M} := 0^X$, where $0^X$ is the zero vector of the linear space $X$,

$[1_X]_\mathcal{M} := a$ for some $a \in X$ with $\|a\| = 1$.\(^{27}\)

$[c_X]_\mathcal{M} := c$ for some $c \in C$,

$[+X]_\mathcal{M} :=$ addition in $X$,

$[-X]_\mathcal{M} :=$ inverse of $x$ w.r.t. $+$ in $X$,

$[\cdot X]_\mathcal{M} := \lambda a \in \mathbb{N}^X, x \in X, r_a \cdot x$, where $r_a$ is the unique real number represented by $a$ and ‘$\cdot$’ refers to the scalar multiplication of the $\mathbb{R}$-linear space $X$,

$[\| \cdot \|_X]_\mathcal{M} := \lambda x \in X, (\|x\|)_o$, where $(r)_o$ for $r \in \mathbb{R}_+$ is the construction from definition 2.15.

$[\lambda C]_\mathcal{M} := \lambda x \in X, \begin{cases} 0^0, & \text{if } x \in C, \\ 1^0, & \text{if } x \notin C. \end{cases}$

In order to show that all these functionals are in $\mathcal{M}^{\omega,[X,\cdot,C]}$ we have to construct majorants. For the constants of $\mathcal{A}^{\omega+(BR)}$ (extended to $\mathcal{T}^X$) this is done as in $^{21}$, where we—in order to deal with the new types—again have to extend the functionals max$\rho$ (and $(\_)_M$) to the new types so that

$$\forall x^*, x, y^*, y (x^* s\text{-maj}_\rho x \land y^* s\text{-maj}_\rho y \rightarrow \max_{\rho}(x^*, y^*) s\text{-maj}_\rho \max_{\rho}(x, y), x, y).$$

This is achieved as before except that—due to the new and non-trivial definition of $s\text{-maj}_X$—we now take for the base type $X$ a new max$_X$-functional

$$\max_X(x^X, y^X) := \max_\mathbb{R}(\|x\|_X, \|y\|_X) \cdot 1_X.$$

For complex types $\rho \rightarrow \tau$ we still define

$$\max_{\rho \rightarrow \tau}(x, y) := \lambda v^\rho \cdot \max_{\tau}(x v, y v).$$

The construction $x^M$ for types $0 \rightarrow \rho$ with $\rho = \rho_1 \rightarrow (\rho_2 \rightarrow \ldots (\rho_k \rightarrow X) \ldots)$ is then as before but with the new max$_X$.

One easily verifies that (M) (from the proof above) still holds for this new definition of $x^M$.

\(^{27}\)Since $X$ is assumed to be non-trivial there exists a $v \in X$ with $\|v\| > 0$ and hence an $a := \frac{v}{\|v\|}$ with $\|a\| = 1$. 
For the new constants $b_X, 0_X, 1_X, c_X, +_X, -_X, \cdot_X, || \cdot ||_X, \chi_C$ we construct majorants defined by the following closed terms:

$$
\begin{align*}
b_X &:= b_X, 0_X := 0_X, 1_X := 1_X, c_X := (b_X)x_X 1_X, \\
+_X &:= \lambda x X \cdot x X (||x||_X + R ||y||_X)x_X 1_X, \\
- _X &:= \lambda x X \cdot x X, \\
\cdot_X &:= \lambda x 1, x X (\alpha(0) + 1)_R x X, \\
|| \cdot ||_X &:= || \cdot ||_X, \\
\chi_C &:= \lambda x X 1^0.
\end{align*}
$$

One easily shows that for all constants $k^0$

$$
M^{c, X, || \cdot ||, C} \models k^0 \text{ s-maj}_p k.
$$

For $b_X, 0_X, 1_X$ and $\chi_C$ this is trivial. $c_X$ s-maj$_X c_X$ follows from the axiom that $||x||_X \leq_R (b_X)_R$ for all $x \in C$. For $+_X, - _X$ one uses the basic axioms for $+_X, -_X$ and $\cdot_X$.

$s$-maj $\cdot_X$: Let $\alpha^*$ s-maj$_1 \alpha, x^* \text{ s-maj}_X x$. Then $\alpha^*(0) \geq_R \alpha(0)$ and thus $(\alpha^*(0) + 1)_R \geq_R (\alpha(0) + 1)_R \geq_R |\alpha|_R$ by the comment after lemma 2.5.

Hence

$$
|| (\alpha^*(0) + 1)_R x^* x^*_X =_{\alpha||x||_X} (\alpha^*(0) + 1)_R \geq_R (\alpha^*(0) + 1)_R \geq_R |\alpha|_R ||x^*||_X \geq_R |\alpha|_R ||x^*_X =_{\alpha||x||_X} x X||_X.
$$

Thus, by lemma 2.10(4),

$$
||x^*||_X, M \models ||x^*||_X, M,
$$

i.e.

$$
M \models || \cdot ||_X \text{ s-maj} || \cdot ||_X.
$$

Hence replacing in a closed term $t$ of $A^{X, || \cdot ||, C}$ every constant by its majorizing term we get a closed term $t^*$ such that

$$
M^{c, X, || \cdot ||, C} \models t^* \text{ s-maj}_p t.
$$

Note that $t^*$ does not contain $+_X, -_X, c_X$ and $\chi_C$.

For types $\sigma$ of degree 1 we define $x^m$ as before. (+) extends to all types $\rho \in T_X$. Hence as before we also get for the more general types $\rho$ permitted in theorem 3.30

$$
M^{c, X, || \cdot ||, C} \models \forall x^\sigma \forall y \leq_R s(x)(s^*(x^m) \text{ s-maj} y),
$$

where $s^*$ is a closed term such that $s^*$ s-maj $s$.

The rest of the proof of theorem 3.30 is now similar to the proof of theorem 3.7 observing the following points: we can take $c_X$ as a universal majorant for all $C$-elements. Hence functionals having a type of degree $(1, X, C)$ are majorized by the constant-c$X$-functional of the same type. Again it is crucial for the functional interpretation argument that all the axioms (0)-(8) and (11)-(13) are purely universal. By remark 3.28 permitting quantification over variables $z^*$ of degree

28Here we write again $M$ for $M^{c, X, || \cdot ||, C}$.  

(1, X, C)—instead of (1, X)—in theorem 3.30 only causes an additional implicative premise which is an $\forall$-formula and, therefore, does not change the logical form of the statements treated in theorem 3.30 compared to those treated in theorem 3.7.

The argument used in theorem 3.7 to infer validity of the conclusion in $\mathcal{S}^{\omega, X}$ from validity in $\mathcal{M}^{\omega, X}$ now requires somewhat more care: we shall have $M_\rho = S_\rho$ for $\rho$ of degree 1 or of degree $(0, X)$, where for the latter we now need the extended construction $x \mapsto x^m$ to infer that $x \in S_\rho$ implies $x \in M_\rho$ for $\rho$ of degree $(0, X)$ (and also for degree 1). For types $\rho$ of degree $(1, X)$ we only get the inclusion

$$M_\rho \subseteq S_\rho$$

which, however is enough for our purpose: the only quantifiers over functionals of degree $(1, X)$ in our conclusion are the ones hidden in the definition of $\forall/\exists$-formulas and in $\forall y \leq_\rho s$. Since $\forall$-formulas occur only negatively and $\exists$-formulas only positively, we just need the inclusion stated above. For $y \leq s(x)$, we can infer from $y \in S_\rho$ and the fact that $s^*(x^m)$ s-maj $y$ that $y \in M_\rho$.

This finishes the proof of the fact that we can extract a functional $\Phi(b, x)$ which uniformly in $x$ and an upper bound $b$ for $C$ produces the `$n$' in the theorem (the independence from $C$ is due to the fact that $t^*$ does not contain $\chi_C$ and $c_X$. Hence, here we do not need the construction $t \mapsto \hat{t}$ from the end of the proof of theorem 3.7. However, $\Phi$ is not computable and depends on $(X, ||||)$ as it involves $0_X, 1_X, ||\cdot||_X, \cdot X$ and $$(\cdot)_0$. We now show (using the fact that the type $\sigma$ of $x$ is of degree 1) how to modify $\Phi$ into a computable functional which does not depend on $(X, ||\cdot||)$ at all. To achieve all this we need a more involved version of the argument used at the end of the proof of theorem 3.7 in order to eliminate $\cdot X, ||\cdot||_X$ and the ineffective construction $(\cdot)_0$ from $\Phi$.

For $\rho \in \mathbf{T}^X$ we define $\hat{\rho} \in \mathbf{T}$ (different from $\hat{\rho}$ used in the proof of theorem 3.7) inductively as follows:

$$\hat{0} := 0, \hat{X} := 1, \hat{\rho \to \tau} := \hat{\rho} \to \hat{\tau}.$$ 

We define a new relation $x^\hat{\rho} \sim_\rho y^\rho$ between functionals $x^\hat{\rho}, y^\rho$ of types $\hat{\rho}, \rho$ by induction on $\rho \in \mathbf{T}^X$, where we use $(\alpha^1)_0$ to denote $([r_\alpha])_0$ with $r_\alpha$ being the unique real number represented by $\alpha$.29

\[
\begin{align*}
&\left\{
\begin{array}{l}
0^\hat{\rho} \sim_0 y^\rho \iff x = y, x^1 \sim_X y^X \iff x = y, y^X := x = 1 \| y^X \| X, \\
x^\hat{\rho} \to \hat{\tau} \sim_\rho \to \tau y^\rho \to \tau := \forall y^\rho, v^\rho (u \sim_\rho v \to xu \sim_\tau yv).
\end{array}
\right.
\end{align*}
\]

One easily shows that the following holds in $\mathcal{M}^{\omega, X, ||\cdot||_C}$:

1. $0^\rho \sim 0^0$, $S^1 \sim_1 S^1$,
2. $(0_R)_0 \sim_X 0_X$, $(1_R)_0 \sim_X 1_X$,
3. $\Pi_{\hat{\rho}, \hat{\tau}} \sim_\rho \Pi_{\rho, \tau}, \Sigma_{\hat{\rho}, \hat{\tau}, \hat{\rho}, \hat{\tau}} \sim_\rho \Sigma_{\rho, \tau}, R_\rho \sim B_\rho, \hat{B}_\rho \sim B_\rho^{\rho, X}$ 30
4. $\lambda x^1, x \sim_\rho -1 \| \| X^{\rho, X} \|
5. $\lambda a^1, x, (\alpha | x | R _0 x ) \sim_0 (0_R)_0 \sim_X 0_X X^{-1} X_X.$

---

29I.e., $(\alpha^1)_0(n) = j(2k_0, 2^n + 1 - 1)$, where $k_0 := \max k \left( \frac{\alpha}{2^{n+1}} \right) \leq_R |\alpha|_X$.

30Here $B_\rho^{\rho, X}$ is as $B_\rho^{\rho, X}$ except that for types $\rho_i$ of the form $\sigma_1 \to \ldots \to \sigma_k \to X$ we use in the definition of $\hat{B}_\rho^{\rho, X}$ and $B_\rho^{\rho, X} D$ for $\hat{\rho}$ instead of $0^\rho$ the functional $\lambda x^1, \ldots, x^k \sim_\rho (0_R)_0$. One easily shows that $\hat{B}_\rho^{\rho, X}$ in $\mathcal{M}^{\rho, X}$ as well (with a bar recursive majorant). The reason for our modification is that we need the fact that $y_1 \sim_0 \rho_1, y_2$ implies $\forall n (y_1 n \sim_\rho_1, y_2 n)$ which relies on $(0_R)_0 \sim_X 0_X$ whereas $\sim_0 (0^1 \sim_X 0^1_X)$. 
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Let \( b \) be the term which results from replacing all occurrences of 0\( _X;1_X;\Sigma_{\delta_\tau}\Sigma_{\hat{R}}\Sigma_{\hat{B}}\Sigma_{\hat{Z}}\| \cdot \|_X;X \) in \( (0_\mathbb{R})_0; (1_\mathbb{R})_0; \Sigma_{\hat{R}}\Sigma_{\hat{B}}\Sigma_{\hat{Z}}\| \cdot \|_X;X \) by (0\( _X;1_X;\Sigma_{\delta_\tau}\Sigma_{\hat{R}}\Sigma_{\hat{B}}\Sigma_{\hat{Z}}\| \cdot \|_X;X \). Then

\[
M^{\omega,X;\|\cdot\|_C} = b^{0_\mathbb{R}} \Phi
\]

and hence (since \( \sigma \) is assumed to be of degree 1)

\[
M^{\omega,X;\|\cdot\|_C} = b = 0_\mathbb{R} \Phi.
\]

In contrast to \( \Phi \), the functional \( b \) no longer depends on the normed space \( (X, \| \cdot \|) \). However, it involves the non-computable functional \( \lambda x^1.(x)_0 \). We now show that we can construct a functional \( \Phi^* \) which provides an upper bound for \( b \) (and therefore satisfies the theorem as well) and does not involve \( \lambda x^1.(x)_0 \):

One can easily construct primitive recursive strong majorants of (0\( _X;1_X;\Sigma_{\delta_\tau}\Sigma_{\hat{R}}\Sigma_{\hat{B}}\Sigma_{\hat{Z}}\| \cdot \|_X;X \) and \( \lambda x^1.\| \cdot \|_X;X \)) using a primitive recursive majorant for \( \lambda x^1.\| \cdot \|_X;X \) (e.g. \( \lambda x^1.n^0;((x(0)+1)\cdot 2^{n+2};2^{n+1} -1) \)). All the other constants 0, \( S;\Pi;\Sigma;\hat{R};\hat{B} \) occurring in \( \Phi \) have bar recursive majorants as discussed in connection with the proof of theorem 3.7. Hence we can construct a majorant \( \Phi^* \) of \( \Phi \) which does not involve \( \lambda x^1.(x)_0 \) any longer and satisfies

\[
M^{\omega,X;\|\cdot\|_C} = \forall b^0;x^\sigma(\Phi^*(b,x^m) \geq_0 \Phi(b,x)).
\]

For uniformly convex spaces we recall that (9) is logically equivalent to a purely universal axiom and interpret \( \eta \) in \( \mathcal{M} \) by a modulus of uniform convexity function. Finally, we observe that trivially \( \eta^M \) s-maj 1 \( \eta \) so that we can take \( \eta^* := \eta^M \), and— for inner product spaces—we only have to note that (10) is purely universal.

**Remark 4.9.** In [11] a Gödel functional interpretation of an extension of \( \mathcal{A}^* \) by analytical comprehension for objects of arbitrary types is given via the intermediate step of a game quantifier translation ([10]). The interpretation is carried out in an extension of the bar recursive functionals to infinite types. In [26] we have extended the type structure of all strongly majorizable functionals to these infinite types and shown that this yields a model for Friedrich’s calculus. In view of this it seems likely that the results of this paper can be extended to this even stronger setting.
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**Added after posting**

The comment at the end of corollary 3.11 stating “Similarly for \( \mathcal{A}^*[X,d];(X,d) \)” was added by mistake and should be dropped.
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