GEOMETRY OF FERMAT ADELES

ALEXANDRU BUIUM

Abstract. If \( L(a, s) := \sum_n c(n, a)n^{-s} \) is a family of “geometric” \( L \)-functions depending on a parameter \( a \), then the function \( (p, a) \mapsto c(p, a) \), where \( p \) runs through the set of prime integers, is not a rational function and hence is not a function belonging to algebraic geometry. The aim of the paper is to show that if one enlarges algebraic geometry by “adjoining a Fermat quotient operation”, then the functions \( c(p, a) \) become functions in the enlarged geometry at least for \( L \)-functions of curves and Abelian varieties.

1. Introduction

Our starting point is the following formula for the Legendre symbol \( \left( \frac{a}{p} \right) \) as a function of \( p \) and \( a \) (cf. [3]):

\[
\left( \frac{a}{p} \right) = a^{\frac{p-1}{2}} \left( 1 + \sum_{k=1}^{\infty} (-1)^{k-1} \frac{(2k-2)!p^k}{2^{2k-1}(k-1)!k!(\delta_p a)^k a^{-pk}} \right).
\]

Here \( a \) is any integer, \( p \) is an odd prime number not dividing \( a \), \( \delta_p a := (a - a^p)/p \) is the “Fermat quotient of \( a \) with respect to \( p \)”, and the right-hand side of (1.1) is viewed as an element of \( \mathbb{Z}_p \), the ring of \( p \)-adic numbers. The proof of (1.1) is, of course, trivial: the right-hand side is \( \equiv a^{\frac{p-1}{2}} \mod p \) and its square equals \( a^{p-1}(1 + p(\delta_p a)a^{-p}) = 1 \). Note that the right-hand side of (1.1) continues to make sense if the integer \( a \) is replaced by any element in a finite unramified extension of \( \mathbb{Z}_p \) (provided the Fermat quotient \( \delta_p a \) is defined by the formula \( \delta_p a := (\phi(a) - a^p)/p \), where \( \phi \) is the Frobenius automorphism); we would like to interpret this property by saying that the right-hand side of (1.1) has a “geometric” character.

Now is the formula (1.1) a mere curious fact or is it an instance of a broader principle? One (easy) way to generalize (1.1) is to consider arbitrary power residue symbols (Kummer theory), as we shall see. Another way to generalize (1.1) is to recall that the Legendre symbol belongs, of course, to the arithmetic of conics, and to then pass from conics to more general varieties. The main results of the present paper can be viewed as analogues of (1.1) for curves (of arbitrary genus) and for Abelian varieties.

The broader picture that we propose is the following. Let \( P \) denote the set of prime numbers. Then the “interesting” functions

\[
f : P \times \mathbb{Z}^m \to \mathbb{Z}, \quad (p, a) \mapsto f(p, a)
\]

are...
appearing in number theory (of which the Legendre symbol \( f(p, a) := \left( \frac{a}{p} \right) \) is the prototype) are not polynomials in \( p \) and \( a \); the language of algebraic geometry, which is the language of polynomials, does not cover the “truly arithmetic” functions \([1,2]\). (More general examples of functions \( f \) that we would like to keep in mind are given by \( p \)--coefficients of \( L \)--functions of various algebraic-geometric objects depending on parameters \( a \).) What we shall do, in this paper, will be to enlarge usual algebraic geometry by essentially “adjoining” to it one new operation, the “Fermat quotient operation”; then we propose a “conjectural principle” according to which the ring of functions \( F \) of this extended geometry “covers” many of the “interesting” functions \([1,2]\). The ring \( F \) will be called the ring of Fermat adeles. Strictly speaking, as we shall see, in performing this “adjunction” process, two of the basic old operations on polynomials (composition of polynomials and principal parts of Laurent polynomials) cease to be defined and need to be re-postulated. However, unlike the Fermat quotient operator, these two operations belong to “classical calculus” and have nothing to do with arithmetic. So the moral of our work should be that all the arithmetic complexity of the “interesting” functions \([1,2]\) should come from the Fermat quotient operation. By the way, the Fermat quotient operation, for a fixed \( p \), was used in \([5]\) as a substitute for a “derivation in the \( p \)--direction”. The main idea, as well as the main difficulty, of the present paper is to vary \( p \) in the theory developed in \([5]\).

The plan of the paper is the following. In Section 2 we will introduce our basic ring \( F \) of Fermat adeles and we will state our main results on Abelian varieties, curves, and power residue symbols. The strategy of our proofs will be the following. In Section 3, we shall develop, up to a convenient point, a “geometry” whose objects are families \((X_p) \) (where \( X_p \) are formal schemes over \( \mathbb{Z}_p \) and \( p \) runs through the set of all, except finitely many, primes) equipped with “Fermat structure”; such a structure will simply be a way of controlling all the \( p \)'s at the same time, via the ring \( F \). Then, for any fixed scheme of finite type \( X \) over \( \mathbb{Z} \), we will consider, in Section 4, the family \((J^r(X^p))\) of its \( p \)--jet spaces of order \( r \) introduced in \([3]\) and we shall equip this family with a natural Fermat structure. In \([3]\) \( p \) was fixed; we will show, in Sections 4 and 5, that one can make \( p \) vary while “staying in the Fermat category”. Now it will turn out (and this will help us conclude) that the characteristic polynomials of Frobenius on an Abelian variety \( E \) are encoded into the second \( p \)--jet spaces \( J^2(E^p) \) of \( E \); the strategy to prove this will be explained in Section 6. The actual proofs will be carried out in Sections 7 and 8. They will draw on the theory of differential characters \([5], [7]\) and differential modular forms \([8], [2]\) which will be quickly reviewed in Section 6.

2. Fermat adeles and statement of the main results

In order to define our ring \( F \) of Fermat adeles we will start with the ring of polynomials, \( P \), with integer coefficients (in infinitely many variables), we will consider its “adelization”, \( A \), we shall define some basic operations on \( A \) and, finally, we shall define \( F \) as the smallest subring of \( A \) closed under these operations.

2.1. The rings \( P \) and \( A \). Let \( x = \{x_1, x_2, x_3, \ldots\} \) be variables and consider the ring of polynomials

\[
P := \mathbb{Z}[x] = \bigcup_{n \geq 0} \mathbb{Z}[x_1, \ldots, x_n]
\]
and its “adelization” 
\[ A := \bigcup_{n \geq 0} \prod_{p \not \in S} \mathbb{Z}_p[x_1, \ldots, x_n]^p, \]
where \( S \) is a fixed finite set of rational primes and, for each prime \( p \not \in S \), the superscript “\( p \)” denotes “\( p \)”-adic completion”. The elements of \( A \) will be referred to as adeles (outside \( S \)). The elements of the ring \( A \) will be typically viewed as families \((f_p), f_p \in \mathbb{Z}_p[x_1, \ldots, x_n]^p, \) for some \( n \) that does not depend on \( p \). Note that there is a natural (diagonal) embedding \( \mathcal{P} \subset A \). Also, \( A \) contains a distinguished element \( \mathfrak{p} := (p), \) the adele whose \( p \)-component is \( p \). One can view \( A \) with its \( p \)-adic topology. (Note that the “adelic” topology is, of course, “much” weaker than the \( p \)-adic topology.) More generally one can consider, for all \( k \geq 1 \), the “divided powers” \( \mathfrak{p}^k/k! := (\mathfrak{p}^k/k!) \in A \). Denote by \( \mathcal{P}(\mathfrak{p}) \) the \( \mathfrak{p} \)-subalgebra of \( A \) generated by all divided powers \( \mathfrak{p}^k/k! \), for \( k \geq 1 \).

2.2. Operations on \( A \). We will consider a few basic operations on the ring \( \mathcal{P} \). These will induce corresponding operations on \( A \).

1) First, for each \( p \), there is the Fermat quotient operator 
\[ \delta_p : \mathcal{P} \to \mathcal{P}, \quad \delta_p f := \frac{f(x^p) - f(x)^p}{p}. \]

2) Next, for \( k \geq 1 \), there are composition maps 
\[ \gamma_k : \mathcal{P} \times \mathcal{P} \to \mathcal{P}, \quad \gamma_k(f, g) := f(x_1, \ldots, x_{k-1}, g, x_{k+1}, \ldots). \]

3) Finally, consider the principal part operator 
\[ \mathcal{P}[x_1^{-1}] \to \mathcal{P}, \quad h = \sum_{k=-d}^{\infty} a_k x_1^k \mapsto h^- := \sum_{k=0}^{d} a_{-k} x_1^k, \]
where \( a_k \in \mathbb{Z}[x_2, x_3, \ldots] \). We have an induced principal part operator 
\[ \beta : \mathcal{P} \to \mathcal{P}, \quad \beta(f(x_1, x_2, x_3, \ldots)) := (f(x_1^{-1}, x_1, x_2, \ldots))^-. \]

Now the maps \( \delta_p, \gamma_k, \beta \) preserve \( \mathbb{Z}[x_1, \ldots, x_n] \) for each \( n \) so, extending these maps by continuity to \( \mathbb{Z}_p[x_1, \ldots, x_n]^p \), taking products for \( p \not \in S \), and letting \( n \to \infty \), one gets maps

1) \( \delta_\mathfrak{p} : A \to A, \)
2) \( \gamma_k : A \times A \to A, \)
3) \( \beta : A \to A. \)

2.3. The ring \( F \). Let us consider the intermediate rings \( \mathcal{P}(\mathfrak{p}) \subset F \subset A \) satisfying the following conditions:

1) Fermat quotient axiom. \( \delta_\mathfrak{p}(F) \subset F. \)
2) Composition axiom. \( \gamma_k(F \times F) \subset F \) for all \( k \geq 1. \)
3) Principal part axiom. \( \beta(F) \subset F. \)

Any intersection of rings satisfying axioms 1)-3) obviously still satisfies these axioms. Moreover, the \( \mathfrak{p} \)-adic closure in \( A \) of any ring that satisfies axioms 1)-3) will satisfy axioms 1)-3) and in addition satisfies the following axiom:

4) \( \mathfrak{p} \)-adic closure axiom. \( F \) is \( \mathfrak{p} \)-adically closed in \( A. \)
Definition 2.1. The ring of Fermat adeles outside $S$ is the smallest subring of $A$ that satisfies axioms 1)-4). It will be denoted from now on by $F$. Alternatively $F$ is the $p$–adic closure in $A$ of the smallest subring $F_0$ of $A$ that satisfies axioms 1)-3). A family $(f_p) \in A$ will be called a Fermat family if it belongs to $F$.

It is interesting to examine what happens if we remove the Fermat quotient axiom from our axioms. Indeed, the smallest subring of $A$ containing $P\{p\}$ and satisfying axioms 2)-4) is the $p$–adic closure of $P\{p\}$. So the operation $\delta_p$ is, in this sense, the only “new” one. On the other hand, for evidence that $F$ is reasonably “small” we refer to Remark 2.7 below.

We close our discussion of Fermat adeles by attaching (formal) $L$–functions to them. Let $\text{Witt}_p$ denote the class of all complete discrete valuation rings with maximal ideal generated by $p$ and perfect residue field $k = R/pR$. For any $R \in \text{Witt}_p$ let $\phi : R \to R$ be the unique automorphism that lifts the $p$–power Frobenius on $k$ and let $\delta : R \to R$ be the map defined by the formula $\delta a = (\phi(a) - a^p)/p$. For any $g \in F$, any $p \not\in S$, any $R \in \text{Witt}_p$, and any $P \in A^N(R)$, with coordinates $a \in R^N$, we write

$$g(P) = g(a) := g_p(a, \delta a, \delta^2 a, \ldots) \in R.$$

Finally, for any square matrix $f$ with coefficients in $F$, any $g \in F$, any $p \not\in S$, any $R \in \text{Witt}_p$ with residue field of size $p^2$, and any $P \in A^N(R)$ such that $g(P) \in R^*$ we may consider the matrix, with coefficients in $R$,

$$\gamma_P := \frac{f(P)}{g(P)}$$

and define the (formal) $L$–function

$$L_p(f/g, s) := [\det(I - p^{-d}s \cdot (\phi^d - 1) \gamma_P) \cdot (\phi^d - 2 \gamma_P) \cdot (\phi^d - 3 \gamma_P) \cdot \ldots \cdot (\phi \gamma_P) \cdot \gamma_P)^{-1}].$$

The above expression is viewed as a formal power series in the symbol $p^{-s}$, with coefficients in $R$.

All our definitions above were relative to a fixed finite set of primes $S$. To emphasize this dependence write, for one moment, $F^S, A^S$ in place of $F, A$. Then if $S'$ is a finite set of primes containing $S$ and $pr : A^S \to A^{S'}$ is the natural projection, it is trivial to see that $pr(F^S) \subset F^{S'}$. Unless otherwise stated, $S$ will be fixed in what follows; there will be, however, instances in which we will have to modify $S$.

2.4. Main conjecture and results. Let us describe, in what follows, the arithmetic functions that we want to “represent” with the help of the elements of $F$. The following will be referred to as the standard situation. Assume we are given a finite set $S$ of rational primes and a number field $K$ with ring of integers $O_K$. Assume also that we are given an affine scheme of finite type $Y/\mathcal{O}_K$ and a scheme of finite type $X/Y$. Assume finally that for each closed point $y \in Y$ we are given a “local $L$–function” $L_y(X/Y, s) = [\det(I - N(y)^{-s} \cdot \Gamma_y)]^{-1}$, where $N(y) = p^{\deg(y)}$ is the size of the residue field $\kappa(y)$ and $\Gamma_y$ is some square matrix with coefficients in a field extension of $K$, whose characteristic polynomial has coefficients in $O_K$.

We have in mind the following two basic examples:

1) (Hasse-Weil situation) We assume $Y/\mathcal{O}_K$ is smooth, $Y$ is connected, $X/Y$ is smooth, projective, with connected geometric fibers, and $\Gamma_y$ is the matrix, with respect to some basis, of the $N(y)$–power Frobenius acting on $H^i(X_y)$. Here $i$ is a fixed integer, $X_y := X \otimes \kappa(y)$, and $H^i$ is either the etale ($l$–adic, $l$ prime to $N(y)$)
or the crystalline cohomology tensored with $\mathbb{Q}$. (The etale and crystalline theories give the same $L$–functions by [18].)

2) (Artin situation) We assume $X/Y$ is a finite Galois cover of integral normal schemes, with Galois group $G$, and we assume we are given a finite-dimensional complex vector space $V$ and a representation $\rho : G \rightarrow GL(V)$ such that $\rho$ is integral over $K$ (i.e. the characteristic polynomials of the elements in its image have coefficients in the ring of integers $\mathcal{O}_K$). The matrices $\Gamma_y$ are defined as follows. For any closed point $y \in Y$ let $x \in X$ be a closed point above $y$, consider the $N(y)$–power Frobenius as an element in $G(k(x)/k(y))$, lift this element to an element $\sigma$ in the decomposition subgroup $G_x \subset G$ of $x$ (cf. [17], p. 15), map $\sigma$ into $GL(V)$ via $\rho$ and let $\Gamma_y$ be the matrix, with respect to some basis, of $\rho(\sigma)$ acting on the invariants $V^{\Gamma_y}$ of the inertia group of $x$.

To state our conjecture we need one more notation. For any scheme of finite type $Y$ over $\mathbb{Z}$ and any $R \in \text{Witt}_p$ we let $Y(R)_1$ denote the set of all $R$–points of $Y$ such that the image $g(P) \in Y$ of the closed point of $Spec R$ is a closed point in $Y$, and such that the residue field $k(y)$ equals the residue field $k = R/pR$.

Conjecture. Assume $X/Y$ is either in the Hasse-Weil situation or in the Artin situation. Then there exists an embedding $Y \subset \mathbb{A}^N$, there exists a square matrix $f$ with coefficients in $F$ and there exists $g \in F$ such that for any $p \notin S$ which splits completely in $K$ the following hold:

1) There exists $R \in \text{Witt}_p$ and $P \in Y(R)_1$ such that $g(P) \in R^\times$.
2) For any $R \in \text{Witt}_p$ and $P \in Y(R)_1$ such that $g(P) \in R^\times$, we have

$$L_{g(P)}(X/Y, s) = L_P(f/g, s).$$

In the above statement $L_P(f/g, s)$ is formed by identifying $Y(R)$ with a subset of $\mathbb{A}^N(R)$. Part 1) says, roughly speaking, that part 2) is a non-empty (and hence, in some sense, valid “generically”) statement. In order to check part 2) in the Hasse-Weil situation it is enough, by crystalline theory, to show that $\frac{L_P(f/g)}{\zeta(P)}$ coincides with the matrix, with respect to some basis, of the $p$–power Frobenius acting on the crystalline cohomology (tensored with $\mathbb{Q}$) group $H^i(X_{y(P)})$. In the Artin situation there is no general analogue of this crystalline picture, but an analogue of this exists in some interesting situations (e.g. in the “Kummer situation”, as we shall see presently). Also, the conjectural picture offered above should actually be extended to include Artin $L$–functions of Galois representations that are not necessarily integral over $K$.

As a matter of terminology, each time we will say that the Conjecture holds for some $X/Y$ it will be clear what situation (Hasse-Weil or Artin) we are placing ourselves in: if the fibers of $X/Y$ are connected we are placing ourselves in the Hasse-Weil situation while if the fibers of $X/Y$ are finite we are placing ourselves in the Artin situation.

Here are our main results for the Hasse-Weil situation. In the case of curves and Abelian varieties we prove the Conjecture holds “generically” on the moduli space:

**Theorem 2.2.** Let $K = \mathbb{Q}$. For each $g$ there exists a finite set of primes $S$ and a curve $X/Y$ of genus $g$ such that the classifying map from $Y$ to the moduli scheme of curves is etale, and such that the Conjecture holds for $X/Y$.

**Theorem 2.3.** Let $K = \mathbb{Q}$. For each natural number $m$ there exists a finite set of primes $S$ and a principally polarized Abelian scheme $X/Y$ of relative dimension...
Let the characters: however one can prove a separate result for CM elliptic curves/hecke
Conjecture holds for $X/Y$. then the Conjecture holds for $X/Y$.

The above theorem will not cover the case of CM elliptic curves: the Fermat
Kummer theory) $\mathbb{Z}$ over $\mathbb{Q}$ such that the Conjecture holds for $\mathbb{Q}$,
be the set of all primes dividing $n$. Let $X/Y$ be the multiplicative group $G_{m,\mathbb{Z}} = Spec \mathbb{Z}[\zeta]/t,t^{-1}$ over $\mathbb{Z}[\zeta]$, and letting $X$ be the elliptic curve

$$y^2z = x^3 + a_4xz^2 + a_6z^3,$$

In the Artin situation we can successfully deal with “power residue symbols”
(Kummer theory):

Theorem 2.6. Let $K = \mathbb{Q}(\zeta_n)$ and let $S$ be the set of all primes dividing $n$. Let $X/Y$ be the multiplication by $n$ isogeny of the multiplicative group

$$G_{m,\mathbb{Z}[\zeta,1/n]} \to G_{m,\mathbb{Z}[\zeta,1/n]}$$

over $\mathbb{Z}[\zeta,1/n]$. Consider the identification $\rho$ of the Galois group $G$ of $X/Y$ with the group of $n$–th roots of unity in $K^\times \subset \mathbb{C}^\times$. Then the Conjecture holds for $X/Y$.

Let us note that in the hypothesis of Theorem 2.6 the $L$–functions can be described as follows. If $R \in \text{Witt}_p$ and $P \in Y(R)$, corresponding to $a \in \mathbb{R}^\times$, then take any extension $R'$ of $R$ in $\text{Witt}_p$ containing an $n$–th root $a^{1/n}$ of $a$ and we will have

$$\Gamma_y(P) = \frac{\phi(a^{1/n})}{a^{1/n}},$$

where $p^d$ is the size of the residue field of $R$. Note that our Theorem 2.6 follows if we can find $f,g \in \mathcal{F}$ such that, for $p \equiv 1 \pmod{n}$, and $a \in \mathbb{R}^\times$, we have $g(a) \in \mathbb{R}^\times$ and

$$\frac{f(a)}{g(a)} = \frac{\phi(a^{1/n})}{a^{1/n}}.$$

Of course the right-hand side of the above equality, call it $\gamma$, is not a root of unity in general! One can characterize $\gamma$ as the unique element in $R$ whose $n$–th power is $\frac{\phi(a^{1/n})}{\phi(a)}$ and which is $\equiv \pmod{p}$ to $a^{\frac{n-1}{n}}$. 

2.5. **Elementary consequences of the axioms and further remarks.** In what follows we derive a number of completely elementary consequences of the axioms defining the ring $F$ and we also make a number of remarks. In particular, for a comparison with Ihara’s viewpoint on Fermat quotients [10] we refer to Remark 2.15 below. For remarks on why various naive approaches to generalizing (1.1) do not fit into our “Fermat paradigm”, and should be viewed as “non-geometric”, we refer to Remarks 2.20, 2.21, 2.22 below. For a comment on the relationship between Dwork’s approach [10] and ours we refer to Remark 2.23 below.

**Remark 2.7.** It will be useful to introduce the following notations:

$$P(n) := \mathbb{Z}[x_1, \ldots, x_n],$$

hence $P(n)^p = \mathbb{Z}_p[x_1, \ldots, x_n]^p$, and also

$$A(n) := \prod_{p \not\in S} P(n)^p,$$

$$F(n) := F \cap A(n).$$

In what follows we provide some evidence that our ring $F$ is “reasonably small”. Obviously, one can construct $F_0$ as an ascending union $\bigcup F_0^{(m)}$ where $F_0^{(0)} = P\{p\}$ and, for $m \geq 0$, each ring $F_0^{(m+1)}$ is generated by

$$F_0^{(m)}, \delta_p(F_0^{(m)}), \gamma_k(F_0^{(m)} \times F_0^{(m)}), \beta(F_0^{(m)}).$$

This description implies that $F_0$ is countable. Note also that

$$F_0 \subset \bigcup_{n} \prod_{p \not\in S} \mathbb{Z}(p)[x_1, \ldots, x_n].$$

Now for any $n$ and any $\nu$ there is a surjection

$$F_0(n) := F_0 \cap A(n) \rightarrow F(n)/P^\nu A(n) \cap F(n).$$

Since $F_0(n)$ is countable so is $F(n)/P^\nu A(n) \cap F(n)$. Since $A(n)\cap P^\nu A(n)$ is uncountable it follows, in particular, that $F(n) \neq A(n)$ for all $n$. This observation can be refined as follows. Let $g = (g_p) \in F(n)$ be such that $ord_p g_p = 0$ for infinitely many $p$’s. (Here $ord_p g_p$ is the supremum of the set of all integers $m$ such that $p^m$ divides $g_p$ in the ring $P(n)^p$.) We claim that $F(n)[g^{-1}] \neq A(n)[g^{-1}]$. Indeed, we have a surjective map

$$F_0(n)[g^{-1}] \rightarrow F(n)[g^{-1}]/P^\nu A(n)[g^{-1}] \cap F(n)[g^{-1}]$$

so if we assume $F(n)[g^{-1}] = A(n)[g^{-1}]$ we get that the map

$$F_0(n)[g^{-1}] \rightarrow (A(n)/P^\nu A(n))[g^{-1}]$$

is surjective hence $(A(n)/P^\nu A(n))[g^{-1}]$ is countable. Let $T$ be the set of all $p \not\in S$ such that $ord_p g_p = 0$ and let $U := \prod_{p \in T} (P(n)/pP(n))$. Then $U$ is uncountable and $U[g^{-1}]$ is countable, where $\tilde{g}$ is the image of $g$ in $U$. By our assumption, however, $\tilde{g}$ is a non-zero divisor in $U$ so $U$ embeds into $U[\tilde{g}^{-1}]$, a contradiction.

The following remark is in order. Let us say that an element $(g_p) \in A$ is **infinitely small** if $ord_p g_p \rightarrow \infty$ as $p \rightarrow \infty$. Let $A_\infty$ be the set of infinitely small elements of $A$; it is an ideal in $A$. We will see later that $A_\infty \subset F$. Then, clearly, for any
Remark 2.8. Using the construction of $\mathcal{F}_0$ as a union $\cup_{0}^{(m)}$ (cf. Remark 2.7), one can easily check that any element $(f_p) \in \mathcal{F}_0$ has the property that there exists an integer $\mu \geq 0$ such that, for all $p \notin S$, $f_p$ is a polynomial with $\mathbb{Z}_p$-coefficients, of degree $\leq p^\mu$. Consequently, any element $(f_p) \in \mathcal{F}(n)$ has the following property: for any integer $\nu \geq 0$ there exists an integer $\mu \geq 0$ such that, for all $p \notin S$, $f_p$ is congruent mod $p^\nu$ in $\mathcal{P}(n)^{p^\nu}$ to a polynomial with $\mathbb{Z}_p$-coefficients, of degree $\leq p^\nu$.

Remark 2.9. Let us note that the Composition axiom trivially implies that for any $(f_p) \in \mathcal{F}(n)$ and any $(g^p_0, ..., g^p_m) \in \mathcal{F}(m)$ we have $(f_p(g^p_0, ..., g^p_m)) \in \mathcal{F}(m)$. Now for any polynomial $u \in \mathcal{P}$, of degree $d$, in $x_1$ we define

$$q_u, r_u : \mathcal{P} \to \mathcal{P}$$

by letting $q_u(f), r_u(f)$ be the quotient and the remainder when $f$ is divided by $u$. In other words $q_u(f), r_u(f)$ are defined by the relations $f = uq_u(f) + r_u(f)$, $\deg r_u(f) < d$. By continuity, $q_u, r_u$ induce maps $q_u, r_u : \mathcal{A} \to \mathcal{A}$. We claim that $q_{x_1}, r_{x_1}$ send $\mathcal{F}$ into itself. By the Composition axiom it is enough to check this for $q_{x_1}$. Let $(f_p(x_1, ..., x_n)) \in \mathcal{F}(n), u \in \mathcal{P}(n)$. By the Composition axiom

$$(f_p(x_1, x_3, ..., x_{n+1})x_2) \in \mathcal{F}.$$ 

By the Principal part axiom

$$((f_p(x_1^{-1}, x_2, ..., x_n)x_1)^{-1}) \in \mathcal{F}.$$ 

But the latter family coincides with the family $(g_{x_1}(f_p))$ and we are done. An immediate consequence of this is that if $(f_p) \in \mathcal{F}(n), f_p = \sum a_{ip}x_i^n, \, a_{ip} \in \mathcal{P}(n-1)^{p^\nu}$, then, for all $i$, we have $(a_{ip}) \in \mathcal{F}(n-1)$.

Remark 2.10. Next, for $k \geq 1$, we consider the usual partial derivative operators

$$\delta_{x_k} : \mathcal{P} \to \mathcal{P}, \quad \delta_{x_k}f := \frac{\partial f}{\partial x_k}.$$ 

By continuity we have induced maps

$$\delta_{x_k} : \mathcal{A} \to \mathcal{A}.$$ 

We claim that each $\delta_{x_k}$ sends $\mathcal{F}$ into itself. (We call this the Differentiability axiom.) It is sufficient to check this for $k = 1$. Let $(f_p(x_1, ..., x_n)) \in \mathcal{F}$. Then by the Composition axiom

$$((f_p(x_3 + x_2, x_4, ..., x_{n+2}) - f_p(x_3, x_4, ..., x_{n+2}))x_1) \in \mathcal{F}.$$ 

By the Principal part axiom

$$(((f_p(x_2 + x_1, x_3, ..., x_{n+1}) - f_p(x_2, x_3, ..., x_{n+1}))x_1^{-1})^{-1}) \in \mathcal{F}.$$ 

But the latter equals

$$((\delta_{x_1}f_p)(x_2, x_3, ..., x_{n+1}))$$ 

and we conclude by the Composition axiom again.
Remark 2.11. For any $n$ set
\[ C_{p^n}(x_1, x_2) := \frac{x_1^{p^n} + x_2^{p^n} - (x_1 + x_2)^{p^n}}{p}. \]

Note that $(C_p(x_1, x_2)) \in \mathcal{F}$ because of the Fermat quotient axiom and the equality
\[ C_p(x_1, x_2) = \delta_p(x_1 + x_2). \]

It follows, by the Differentiability axiom (Remark 2.10 above), that
\[ (x_2^{p^n-1} - (x_2 + x_1)^{p^n-1}) = (\delta_{x_2}(C_p(x_2, x_1))) \in \mathcal{F}. \]

Setting $x_2 = 0$, by the Composition axiom, we get $(x_1^{p^n-1}) \in \mathcal{F}$, hence, in particular, $(x_1^{p^n}) \in \mathcal{F}$. By the Composition axiom we get $(x_1^{p^n}) \in \mathcal{F}$ for all $n$. Also, in particular, since $(x_1^{p^n}) \in \mathcal{F}$ we obtain, using the last property in Remark 2.11 that the adele which is 1 at one prime and 0 at all other primes belongs to $\mathcal{F}$. (Indeed, if $l$ is a fixed prime and $a_l$, is the coefficient of $x_1^{p^n}$, then $a_l$ is either 1 or 0 according as $p = l$ or $p \neq l$; on the other hand, by the last property in Remark 2.11, we have $a_l \in \mathcal{F}$.) In particular any element in $\mathcal{A}$ with finite support is in $\mathcal{F}$. This immediately implies that the ideal $\mathcal{A}_\infty$ of infinitely small adeles is contained in $\mathcal{F}$.

As a consequence we claim that $p\mathcal{A}(0) \cap \mathcal{F}(0) = p\mathcal{F}(0)$. Indeed, if $(f_p) \in \mathcal{A}(0)$ and $(p f_p) \in \mathcal{F}(0)$, then $(\delta_p(p f_p)) \in \mathcal{F}(0)$. But
\[ \delta_p(p f_p) = \frac{p f_p - p^p f_p}{p} = f_p - p^{p-1} f_p. \]

However $(p^{p-1} f_p)$ is infinitely small, so $(f_p) \in \mathcal{F}(0)$. As a consequence of the equality $p\mathcal{A}(0) \cap \mathcal{F}(0) = p\mathcal{F}(0)$ one gets that if $a \geq 0$ and $b \geq 1$ are integers such that $p^a/b \in \mathcal{Z}_{(p)}$ for all $p \notin S$, then $p^a/b \in \mathcal{F}$. In particular if $s := \prod_{q \in S} q$, then $\mathcal{Z}_s := \mathcal{Z}[s^{-1}] \subset \mathcal{F}$. Indeed we have $p^{a+b}/(a+b)! \in \mathcal{F}(0)$, hence $p^a/p^{a+b} = p^{a+b}/b \in \mathcal{F}(0)$. Since $p^a/b \in \mathcal{A}(0)$ we conclude that $p^a/b \in \mathcal{F}(0)$.

Remark 2.12. We claim that $(C_{p^n}(x_1, x_2)) \in \mathcal{F}$ for all $n$. Indeed this follows by induction from the formula
\[ C_{p^{n+1}}(x_1, x_2) = p^{n-1}(C_p(x_1, x_2))^{p^n} + C_{p^n}(x_1^p + x_2^p, -(x_1 + x_2)^p) + C_{p^n}(x_1^{p^n}, x_2^{p^n}) \]

together with Remark 2.11 above. As one more consequence note that
\[ \left( \sum_{i=0}^{p^n-1} x_1^i \right) \in \mathcal{F}. \]

Indeed, by the Composition axiom, it is enough to show that
\[ ((x_1 + 1)^{p^n} - 1)x_1^{-1}) \in \mathcal{F}. \]

The latter equals
\[ (q_{x_1}((x_1 + 1)^{p^n} - 1)) \]

and we conclude by Remarks 2.11 and 2.9.

Remark 2.13. Consider the multiplicative system $\Sigma(n) \subset \mathcal{P}(n)$ of all elements in $\mathcal{P}(n)$ which become invertible in the ring of Laurent series
\[ \mathcal{Z}[x_2, ..., x_n][(x_1)] := \mathcal{Z}[x_2, ..., x_n][[x_1]][x_1^{-1}]. \]

Also set $\Sigma := \bigcup \Sigma(n)$. Then the ring of fractions $\mathcal{R}(n) := \Sigma(n)^{-1}\mathcal{P}(n)$ is a subring of $\mathcal{Z}[x_2, ..., x_n][(x_1)]$. Similarly $\mathcal{R} := \Sigma^{-1}\mathcal{P}$ is a subring of $\bigcup \mathcal{Z}[x_2, ..., x_n][(x_1)]$. 
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Note that $\Sigma(n)$ is generated, as monoid, by $x_1, -1$, and all polynomials of the form $1 - x_1 Q$, with $Q \in \mathcal{P}(n)$. Consider the “principal part” operator $h \mapsto h^-$

$$\mathcal{R}(n) \to \mathcal{P}(n)$$

that maps any $h = \sum_{k=-d}^{\infty} a_k x_1^k \in \mathcal{R}(n)$, where $a_k \in \mathbb{Z}[x_2, \ldots, x_n]$ into

$$h^- := \sum_{k=0}^{d} a_{-k} x_1^k.$$

Then, for any integer $1 \leq k \leq n$, we have an induced “principal part” operator

$$\beta_k : \mathcal{P}(n) \times \mathcal{R}(n)^k \to \mathcal{P}(n),$$

$$\beta_k(f, r_1, \ldots, r_k) := (f(r_1, \ldots, r_k, x_{k+1}, \ldots, x_n))^\sim.$$

By continuity we get an operator

$$\beta_k : \mathcal{A} \times \mathcal{R}^k \to \mathcal{A}.$$

We claim that the following “Euclidean division axiom” is satisfied:

$$\text{We claim that the following “Euclidean division axiom” is satisfied:}$$

The right-hand side of the above equality equals, however,

$$\beta(f_n) = \prod_{j=0}^{p^\nu} (x_1 Q_i)^j$$

and we conclude by the Principal part axiom, plus the last part of Remark 2.12

**Remark 2.14.** Assume $u \in \mathcal{P}(n)$ is a monic polynomial, as in Remark 2.13. Note that we have the following link between $q_u : \mathcal{P}(n) \to \mathcal{P}(n)$ and the principal part operator $\beta_k$ from Remark 2.13. Let $u = x_1^{d_1} + a_1 x_1^{d_1} + \ldots + a_d, a_1, \ldots, a_d \in \mathbb{Z}[x_2, \ldots, x_n]$ and set $g = 1 + a_1 x_1 + \ldots + a_d x_1^d$. Let $f \in \mathcal{P}(n)$. Then we have

$$q_u(f) = \left( \frac{f(x_1^{-1}, x_2, \ldots, x_n)}{u(x_1^{-1}, x_2, \ldots, x_n)} \right)^\sim$$

$$= \left( \frac{f(x_1^{-1}, x_2, \ldots, x_n)x_1^d}{g} \right)^\sim = \beta_{n+2}(f(x_1, \ldots, x_n)x_{n+1}x_{n+2}, x_{n+1}^{-1}, x_2, \ldots, x_n, x_1^d, g^{-1}).$$

We claim that the following “Euclidean division axiom” is satisfied: $q_u(\mathcal{F}) \subset \mathcal{F}$ and $r_u(\mathcal{F}) \subset \mathcal{F}$. Indeed, if $(f_p) \in \mathcal{F}(n)$, then

$$(F_p) := (f_p(x_1, \ldots, x_n)x_{n+1}x_{n+2}) \in \mathcal{F}(n + 2).$$

By continuity we still have

$$q_u(f_p) = \beta_{n+2}(F_p, x_1^{-1}, x_2, \ldots, x_n, x_1^d, g^{-1})$$

and we conclude by the generalized Principal part axiom in Remark 2.13. This can be slightly generalized as follows. For any polynomial $u \in \mathbb{Z}[x_1, \ldots, x_n]$ monic in $x_1$ we denote by $q_u, r_u : \mathcal{A} \to \mathcal{A}$ the maps induced by taking the quotient and the
remainder in the division by \( u \). It is an easy consequence of the Composition axiom and the Euclidean division axiom above that if \((f_p) \in \mathcal{F}\), then \((g_u(f_p)), (r_u(f_p)) \in \mathcal{F}\). (A similar statement holds with \( u \) monic in any other variable.) Indeed the Euclidean division axiom says our claim is true for the “generic case” when all coefficients of \( u \) except the top one are indeterminates; then one specializes using the composition axiom.

**Remark 2.15.** Let \( \phi : \mathcal{A}(m) \to \mathcal{A}(2m) \) be the ring homomorphism such that \( \phi(x_k) = (x_k^p + px_k + m) \) for all \( k = 1, \ldots, m \). By the Composition axiom and Remark 2.11 \( \phi(\mathcal{F}) \subset \mathcal{F} \). We claim that for any \( n \)

\[
\left( \frac{\phi^n(x_1) - x_1^n}{p} \right) \in \mathcal{F}.
\]

For \( n = 1 \) this is trivial. In general we apply induction; if we apply \( \phi \) to the latter family we get

\[
\frac{\phi^{n+1}(x_1) - x_1^{n+1}}{p} + \frac{x_1^{p^{n+1}} - (x_1^p + px_2)^p}{p}.
\]

So it is enough, by the induction hypothesis and by the Composition axiom, to show that

\[
\left( \frac{x_1^n - (x_1 + px_2)^p}{p} \right) \in \mathcal{F}.
\]

But the latter equals

\[
C_p^n(x_1, px_2) - p^{n-1}x_2^n
\]

and we are done by Remarks 2.11 and 2.12.

**Remark 2.16.** Consider the operator

\[
\mathbb{Z}[x_1, x_1^{-1}, x_2, \ldots, x_{n-1}] \to \mathbb{Z}[x_1, x_2, \ldots, x_{n-1}], \quad h \mapsto h^+, \quad \sum_{k=-d}^{m} a_k x_1^k \mapsto \sum_{k=0}^{m} a_k x_1^k
\]

(where \( a_k \in \mathbb{Z}[x_2, \ldots, x_{n-1}] \)). By continuity we have an induced operator

\[
\mathbb{Z}_p[x_1, x_1^{-1}, x_2, \ldots, x_{n-1}]^p \to \mathbb{Z}_p[x_1, x_2, \ldots, x_{n-1}]^p, \quad h \mapsto h^+.
\]

We claim that if \((f_p(x_1, x_2, x_3, \ldots, x_n)) \) is Fermat, then \((f_p(x_1^{-1}, x_1, x_2, \ldots, x_{n-1}))^+\) is also Fermat. Indeed

\[
(f_p(x_1^{-1}, x_1, x_2, \ldots, x_{n-1}))^+ = (f_p(x_1, x_1^{-1}, x_2, \ldots, x_{n-1}))^-
\]

and we use the Principal part axiom.

Furthermore, assume \((f_p) \in \mathcal{F}(n)\). Then, we claim that for any positive integer \( \mu \),

\[
(x_1^{\mu} f_p(x_1, \ldots, x_{n-1}, x_n^{-1}))^+
\]

belongs to \( \mathcal{F}(n) \). Indeed, by the Composition axiom and Remark 2.11 we get

\[
(x_2^{\mu} f_p(x_3, \ldots, x_{n+1}, x_1)) \in \mathcal{F}(n + 1)
\]

and we conclude by applying the remark we just made and, again, the Composition axiom.
Remark 2.17. For any non-negative integer \( \mu \) let \( q_{x_1^{\mu}}, r_{x_1^{\mu}} : A \to A \) be the operators that send a family \( (f_p) \) into the family of quotients (respectively remainders) when \( f_p \) is divided by \( x_1^{p^\mu} \). We claim that these operators map \( \mathcal{F} \) into itself. By Remark 2.6 it is enough to check that this is so for the quotient operator \( q_{x_1^{\mu}} \). But if \( (f_p) \in \mathcal{F}(n) \), then, by Remark 2.11 \( (x_1^{p^\mu} f_p(x_2, x_3, ..., x_{n+1})) \in \mathcal{F} \). Now we are done by Remark 2.10 noting that

\[
q_{x_1^{\mu}}(f_p(x_1, ..., x_n)) = (x_1^{-p^\mu} f_p(x_1, ..., x_n))^+ = (g_p(x_1^{-1}, x_1, x_2, ..., x_n))^+, 
\]

where \( g_p(x_1, x_2, x_3, ..., x_{n+1}) := x_1^{p^\mu} f_p(x_2, x_3, ..., x_{n+1}) \).

In a similar way the corresponding operators \( q_{x_i^{\mu}}, r_{x_i^{\mu}} : A \to A \) map \( \mathcal{F} \) into \( \mathcal{F} \).

We claim now that, for any positive integers \( n \) and \( \mu \), and for any prime \( p \), one can find polynomials with integer coefficients \( A_1p, ..., A_{np} \) in the variables \( x_1, ..., x_n \) such that the families \( (A_1p), ..., (A_{np}) \) are Fermat, and such that

\[
(x_1 + ... + x_n)^{np^\mu} = A_1px_1^{p^\mu} + ... + A_{np}x_n^{p^\mu}. 
\]

Indeed, by Remark 2.11 \( ((x_1 + ... + x_n)^{np^\mu}) \) is a Fermat family; divide it by \( x_1^{p^\mu} \) with a remainder. Call the quotient \( A_1p \) and divide the remainder by \( x_2^{p^\mu} \). Continue in this way; after \( n \) divisions one gets a remainder which is homogeneous of degree \( np^\mu \) and has degree \( < p^\mu \) in each of the variables. So this remainder is zero and we are done.

Remark 2.18. We shall repeatedly need the following fact which is a trivial consequence of the \( p \)-adic closure axiom and of Remark 2.11 if \( 2 \in S \), then for any sequence \( (a_2p), (a_3p), ..., \in \mathcal{F}(m) \) we have

\[
\left( \sum_{n=2}^{\infty} a_{np} \frac{p^n-2}{n!} \right) \in \mathcal{F}(m).
\]

As one of the (many) applications of this, let \( \phi : A(m) \to A(2m) \) be as in Remark 2.13. We claim that for any \( (f_p) \in \mathcal{F}(m) \) we have

\[
\left( \frac{\phi(f_p) - f_p}{p} \right) \in \mathcal{F}.
\]

Indeed, if \( u \) is the \( m \)-tuple \( x_1, ..., x_m \) and \( y \) is the \( m \)-tuple \( x_{m+1}, ..., x_{2m} \), the \( p \)-th component of the above equals

\[
\frac{f_p(u^p + py) - f_p(u^p)}{p} = \delta_p f_p + \sum_{|I| \geq 1} \frac{p^{|I|-1}}{|I|!} \frac{\partial^{|I|} f_p}{\partial u^{|I|}}(u^p) y^I.
\]

Here \( I \) are \( m \)-tuples of natural numbers, \( |I| \) is the product of the factorials of the components of \( I \), and \( |I| \) is the sum of the components of \( I \). We conclude by the Fermat quotient axiom, the Differentiability axiom (Remark 2.10), the Composition axiom, and Remark 2.11.

Remark 2.19. One comment on the operator

\[
\delta_p : A(0) = \prod_{p \in S} \mathbb{Z}_p \to \prod_{p \in S} \mathbb{Z}_p, \ (a_p) \mapsto (\delta_p a_p), \ \delta_p a_p = \frac{a_p - a_p^p}{p}
\]
considered above is in order. Ihara [16] proposed to see the map
d: \mathbb{Z} \to \prod_{p \notin S} F_p, \ a \mapsto \left( \frac{a - a^p}{p} \mod p \right)
as an analogue of differentiation for integers and he proposed a series of conjectures concerning the “zeroes” of the differential of an integer; these conjectures are completely open. The main difference between Ihara’s viewpoint and ours is that we do not consider the reduction mod p of the Fermat quotients but the Fermat quotients themselves. This allows the possibility of iterating our \delta_p which leads to the possibility of considering higher order “differential equations”; and indeed the “differential equations” relevant to our theory will have order two! On the other hand Ihara’s operator \( d \) cannot be “a priori iterated”, at least if we accept a standard conjecture about Mersenne primes. Indeed Voloch proved [26] that if there are infinitely many Mersenne primes, then there is no operator \( D: \mathbb{Z} \to \mathbb{Z} \) which, composed with the canonical projection \( \mathbb{Z} \to \prod_{p \notin S} F_p \), yields Ihara’s operator \( d \).

**Remark 2.20.** The analogue, for elliptic curves, of Euler’s congruence
\begin{equation}
\left( \frac{a}{p} \right) \equiv a^{\frac{p-1}{2}} \mod (p)
\end{equation}
is the formula
\begin{equation}
N(p, a, b) \equiv -A_p(a, b) \mod (p),
\end{equation}
where \( N(p, a, b) \) is the number of \( F_p \)-points of the affine elliptic curve \( y^2 = x^3 + ax + b \) \( (a, b \in \mathbb{Z}) \) and \( A_p(a, b) \in \mathbb{Z} \) is the coefficient of \( x^{p-1} \) in \( (x^3 + ax + b)^{\frac{p-1}{2}} \).

Our main result on elliptic curves should be viewed as a lifting of congruence (2.2) to an equality in characteristic zero in same way in which our formula for the Legendre symbol (1.1) in the Introduction is a lifting of Euler’s congruence (2.1) to characteristic zero. Our formula for elliptic curves will be, however, far more complex and far less explicit. Note also that our formula will be “geometric” in the sense that it will hold for \( a, b \) integers in an arbitrary finite unramified extension of \( \mathbb{Z}_p \).

**Remark 2.21.** One could try, of course, a naive approach by first expressing \( N(p, a, b) \) in Remark 2.20 as
\begin{equation}
N(p, a, b) = p + 1 + \sum_{x=0}^{p-1} \left( \frac{x^3 + ax + b}{p} \right)
\end{equation}
and then expressing \( \left( \frac{x^3 + ax + b}{p} \right) \) with the help of (1.1) in the Introduction. The resulting expression for \( N(p, a, b) \) is not a priori a Fermat adele because, for instance, the summation “symbol” \( \sum_{x=0}^{p-1} \) is not allowed in our “Fermat adelic language” and, even “more importantly”, because formula (1.1) for \( \left( \frac{x^3 + ax + b}{p} \right) \) involves denominators which are powers of \( x^3 + ax + b \); for each \( a \) and \( b \), there will be infinitely many \( p \)'s such that these denominators will vanish for some \( x \) between 0 and \( p - 1 \). This is something that we do not allow in our theory, and also makes this naive approach “non-geometric”.
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Remark 2.22. Another naive approach to \( N(p, a, b) \) might be based on the formula

\[
N(p, a, b) = p + p^{-1} \sum_{t=1}^{p-1} \sum_{x,y=0}^{p-1} \zeta_p^{t(y^2-x^3-ax-b)},
\]

where \( \zeta_p \) is a primitive \( p \)-th root of unity. The right-hand side of this formula, again, is not a priori a Fermat adele; both the summation symbol and actually \( \zeta_p \) itself are not part of our “Fermat adelic language”, and, again, make this formula “non-geometric”.

Remark 2.23. It is interesting to compare our theory with Dwork’s [10]; a discussion on this subject is contained in the Appendix to [8]. One aspect, not mentioned in [8], is the following. Dwork’s \( p \)-adic analytic “formula” for the trace of Frobenius of an elliptic curve requires ordinary reduction; so if one keeps an elliptic curve over \( \mathbb{Q} \) fixed and one varies \( p \), then Dwork’s “formula” only makes sense outside the supersingular primes (which are infinitely many, by Elkies). On the contrary, our “Fermat formula” will make sense for all (but finitely many) \( p \)’s. This is an interesting contrast between Dwork’s theory and ours which deserves being understood. Another interesting contrast is provided by the fact that the Teichmuller lift map appearing in Dwork’s formula is a “differential operator of order one” on \( \mathbb{Z}_p \) (with respect to \( \delta_p \)), whereas our “Fermat formula” in Theorem 2.4 below will a priori have order two. On the other hand the Teichmuller lift operator, viewed as a map on the completion of the maximum unramified extension of \( \mathbb{Z}_p \), has “infinite order” (it is a “pseudo differential operator”) so it will “transcend” the “Fermat paradigm”.

Remark 2.24. Here is some preparation for the proof of Theorem 2.6. Let \( n \geq 2 \) be an integer, and let \( (c_p) \in \mathcal{A}(0) \), \( (F_p) \in \mathcal{A}(1) \) be defined as follows:

\[
c_p = \begin{cases} 
\frac{(p-1)!}{(p-n)!} & \text{if } p \equiv 1 \mod (n), \\
0 & \text{if } p \not\equiv 1 \mod (n),
\end{cases}
\]

\[
F_p = \begin{cases} 
\frac{c_p x_1^{p-n}}{x_1} & \text{if } p \equiv 1 \mod (n), \\
0 & \text{if } p \not\equiv 1 \mod (n).
\end{cases}
\]

We claim that \( (F_p) \) is Fermat (and, hence, \( (c_p) \) is also Fermat, by the Composition axiom). This can be seen as follows. Set

\[
c_{p,i} := (-1)^i \frac{(p-1)!}{i!(p-i)!} \quad 0 < i < p.
\]

Then

\[
\sum_{i=1}^{p-1} c_{p,i} (x_2 + x_1)^i x_1^{p-i} \in \mathcal{F}(2).
\]

Indeed the latter adele equals

\[
\left( \frac{(x_1 - (x_1 + x_2))^p - x_1^p + (x_2 + x_1)^p}{p} \right) = (-C_p(x_1, x_2))
\]

and the latter is in \( \mathcal{F}(2) \) by Remark 2.11. By Remark 2.9 one can divide by \( x_1 \) so

\[
\left( \sum_{i=1}^{p-1} c_{p,i} (x_2 + x_1)^i x_1^{p-1-i} \right) \in \mathcal{F}(2).
\]
By the Composition axiom, replacing \( x_2 \) by \( x_2^{-1}x_3 - x_1 \) we get
\[
\left( \sum_{i=1}^{n-1} c_{p,i} x_2^{i(n-1)} x_3^{i+1} \right) \in \mathcal{F}(3).
\]

By Remark 2.10, the adele obtained from the previous adele by substituting \( x_1 \mapsto x_1^{-1}, x_2 \mapsto x_1, x_3 \mapsto x_2 \), and dropping the monomials with negative exponents must be in \( \mathcal{F}(2) \); in other words
\[
\left( \sum_{i \geq p^{-1}} c_{p,i} x_1^{n-(p-1)} x_2^{i} \right) \in \mathcal{F}(2).
\]

Now by the Composition axiom we can set \( x_1 = 0 \) and then replace \( x_2 \) by \( x_1 \) to get \((F_p) \in \mathcal{F}(1)\).

**Proof of Theorem 2.6.** Let \( F_p \) and \( c_p \) be as in Remark 2.23 consider the standard embedding \( Y = \mathbb{G}_m \subset \mathbb{A}^2, a \mapsto (a, a^{-1}) \), let \( g = (g_p) = (c_p) \) and let \( f = (f_p) \in \mathcal{A}(3) \) be defined by
\[
f_p(x_1, x_2, x_3) = F_p(x_1) \left( 1 + \sum_{m=1}^{\infty} \frac{1}{m!} \frac{p^m}{x_2^{pn} x_3^{m}} \right),
\]
where \( \{x\}_m := x(x-1)...(x-m+1) \). By Remarks 2.24 and 2.11, we have \( f, g \in \mathcal{F} \) and clearly \( c_p \in \mathbb{Z}_p^p \) for all \( p \equiv 1 \text{ mod } (n) \). On the other hand, for any \( R \in \text{Witt}_p \) and any \( P \in R^\times \) with coordinates \((a, a^{-1})\) the quotient
\[
\frac{f_p(a, a^{-1}, \delta a)}{g_p}
\]
is \( \equiv \text{mod } (p) \) to \( a^{n-1} \) and the \( n \)-power of this quotient clearly equals \( \phi(a)/a \). This concludes our proof.

3. **Fermat structures: General theory**

3.1. A family of ring homomorphisms \((\mathcal{P}(n))^{p} \rightarrow \mathcal{P}(m))^{p}\), \( p \notin S \), will be called a **Fermat family** if the product map \( \mathcal{A}(n) \rightarrow \mathcal{A}(m) \) maps \( \mathcal{F}(n) \) into \( \mathcal{F}(m) \). In order for this to happen, it is enough (by the Composition axiom) that the variables \( x_1, ..., x_n \) be mapped into \( \mathcal{F}(m) \).

Assume we are given a family \((A_p)\) of rings, indexed by \( p \notin S \); by a **Fermat structure** on this family we shall understand a family of surjective ring homomorphisms \((\mathcal{P}(n))^{p} \rightarrow A_p) \) (where \( n \) does not vary with \( p \)). Here \( \mathcal{F} \) does not play any role but it is convenient, for simplicity, to still call this structure Fermat. If we are given a Fermat structure as above, then an element \((a_p) \in \prod_{p \notin S} A_p\) will be called a **Fermat family** if it lies in the image of
\[
\mathcal{F}(n) \subset \mathcal{A}(n) \rightarrow \prod_{p \notin S} A_p.
\]

Note that the image of the above ring homomorphism is not, a priori, \( p \)-adically closed. A family in \( \prod_{p \notin S} A_p\) will be called **formally Fermat** if it is a \( p \)-adic limit of Fermat families. Assume we are given two families of rings \((A_p)\) and \((B_p)\) each equipped with Fermat structures, say \((\mathcal{P}(n))^{p} \rightarrow A_p)\) and \((\mathcal{P}(m))^{p} \rightarrow B_p)\). A family of ring homomorphisms \((A_p \rightarrow B_p)\) will be called Fermat (with respect to our Fermat structures) if it is induced by a Fermat family of homomorphisms \((\mathcal{P}(n))^{p} \rightarrow \mathcal{P}(m))^{p}\).
\( \mathcal{P}(m)^p \). (An important remark is here in order: if \((A_p \to B_p)\) is Fermat, and, for each \(p\), \(A_p \to B_p\) is an isomorphism, it does not follow a priori that the family of the inverses \((B_p \to A_p)\) is Fermat.) Let \( \mathcal{F}\text{Alg} \) denote the category whose objects are families of rings \( (A_p) \) equipped with a Fermat structure and whose morphisms \( (A_p) \to (B_p) \) are the Fermat families \( (A_p \to B_p) \) of homomorphisms. Note that if \((A_p), (B_p)\) and \((C_p)\) have Fermat structures \( (\mathcal{P}(n)^p \to A_p), (\mathcal{P}(m)^p \to B_p), \) and \( (\mathcal{P}(r)^p \to C_p) \) respectively, and if \((C_p \to A_p), (C_p \to B_p)\) are Fermat families of homomorphisms, then \( (A_p \otimes C_p, B_p) \) has a naturally induced Fermat structure \( (\mathcal{P}(m + n)^p \to A_p \otimes C_p, B_p) \) called the product Fermat structure. Also if \((A_p \to A'_p), (B_p \to B'_p)\), and \((C_p \to C'_p)\) are Fermat families, so is \( (A_p \otimes C'_p, B_p \to A'_p \otimes C'_p, B'_p) \). A (trivial) example of objects of \( \mathcal{F}\text{Alg} \) is the following. Let \( \text{Alg} \) denote the category of finitely generated \( \mathbb{Z}_S \)-algebras. If \( A \) is an object of \( \text{Alg} \) and \( p \not\in S \), then we denote by \( A^p \) the \( p \)-adic completion of \( A \). For any \( A \) as above consider the family \( (A^p) \). Any surjective homomorphism \( \pi : \mathbb{Z}_S[x_1, \ldots , x_n] \to A \) induces, by passing to \( p \)-adic completions, a Fermat structure on \((A^p)\) hence an object of \( \mathcal{F}\text{Alg} \). Such a Fermat structure will be called \emph{standard}. If we replace \( \pi \) by another surjection, then we obtain another object of \( \mathcal{F}\text{Alg} \) isomorphic in \( \mathcal{F}\text{Alg} \) to the first one. (Note that if an element \((a_p) \in \prod_{p \not\in S} A^p \) is a Fermat family with respect to a standard Fermat structure, it is a Fermat family with respect to any other standard Fermat structure.) On the other hand if we fix, for each \( A \) in \( \text{Alg} \), a surjection \( \pi \) as above, then we get a functor \( \text{Alg} \to \mathcal{F}\text{Alg} \).

Non-trivial examples will appear when we consider \( p \)-jet spaces in the next section.

In what follows we want to globalize the above notions. One could do this in a “ringed space theoretic style” but this would introduce unnecessary complications; we prefer to present the theory in a more ad hoc manner, for this is enough for all applications we have in mind and is definitely more economical.

3.2. In what follows a formal scheme over \( \mathbb{Z}_p \) will always mean a formal scheme locally isomorphic to the \( p \)-adic completion of a scheme of finite type over \( \mathbb{Z}_p \). Let \((X_p)\) be a family indexed by \( p \not\in S \), where each \( X_p \) is a formal scheme over \( \mathbb{Z}_p \).

\text{Giving a Fermat structure on} \((X_p)\) \text{will mean, by definition, that:}

1) One is given a partially ordered set \((I, \leq)\).

2) For each \( p \not\in S \) one is given an affine open covering \((X_p^{(i)})_{i \in I}\) of \( X_p \), such that \( X_p^{(i)} \subset X_p^{(j)} \) whenever \( i \leq j \).

3) For each \( i \in I \) one is given a Fermat structure on the family \((\mathcal{O}(X_p^{(i)}))\), such that for all \( i \leq j \) the family of restriction maps \( (\mathcal{O}(X_p^{(i)}) \to \mathcal{O}(X_p^{(j)})) \) is Fermat (i.e. it is a morphism in \( \mathcal{F}\text{Alg} \)).

By abuse, we shall say that \((X_p^{(i)})_{i \in I}\) is a Fermat structure on \((X_p)\).

If \( I \) consists of one element only we say the Fermat structure is \emph{coarse}. A coarse structure can only exist, of course, if all the \( X_p \)'s are affine.

Assume now we are given two families of formal schemes \((X_p)\) and \((Y_p)\) with Fermat structures \((X_p^{(i)})_{i \in I}\) and \((Y_p^{(j)})_{j \in J}\), respectively. Let

\[ \{\pi_p : X_p \to Y_p\} \]

be a family of morphisms of formal schemes. We say that this family is a \emph{Fermat family} if for any \( j \in J \) there exists a subset \( I(j) \subset I \) with the property that for all
p we have
\[ \pi_p^{-1}(Y_p^{(j)}) = \bigcup_{i \in I(j)} X_p^{(i)} \]
and for all \( i \in I(j) \) the induced family of maps
\[ (\mathcal{O}(Y_p^{(j)}) \to \mathcal{O}(X_p^{(i)})) \]
is Fermat (i.e. it is a morphism in \( \mathcal{F}_{\text{Alg}} \)). A composition of two Fermat families of morphisms is Fermat. We shall denote by \( \mathcal{F}_{\text{Sch}} \) the category whose objects are families \((X_p)\) of formal schemes with Fermat structures and whose morphisms \((X_p \to Y_p)\) are Fermat families \((X_p \to Y_p)\) of morphisms.

Here are some (trivial but useful) examples/definitions. Non-trivial examples will appear when we consider \( p \)-jet spaces in the next section.

First, let \( \mathcal{F}_{\text{Sch}_{\text{coarse}}} \) be the full subcategory of \( \mathcal{F}_{\text{Sch}} \) whose objects are those with coarse Fermat structure. Then there is a functor \( \mathcal{F}_{\text{Alg}} \to \mathcal{F}_{\text{Sch}_{\text{coarse}}} \); it associates to any object \((A_p)\) in \( \mathcal{F}_{\text{Alg}} \) the family \((\text{Spf } A_p)\) with the coarse Fermat structure.

Another example can be constructed as follows. Let \( \text{Sch} \) denote the category of schemes of finite type over \( \mathbb{Z}_S \). Let \( X \) be an object of \( \text{Sch} \). On the family \((X^p)\) of the \( p \)-adic completions of \( X \) one can put the following Fermat structure called the full Fermat structure. We take the index set \( I \) to be in bijection with the set of all affine open subsets of \( X \) (for \( i \in I \) we denote by \( X_i \subset X \) the corresponding open set), we let \( i \leq j \) iff \( X_i \subset X_j \), we set \( X_p^{(i)} := X_i^p \), we choose isomorphisms \( \sigma_i : \mathbb{Z}_S[T]/(f) \cong \mathcal{O}(X_i) \) (where \( T \) is a tuple of indeterminates and \( f \) is a tuple of polynomials), and we put on \((\mathcal{O}(X_i^p)) = (\mathcal{O}(X_i)^p)\) the standard Fermat structure defined by the surjection \( \mathbb{Z}_S[T] \to \mathcal{O}(X_i) \). In this way \((X^p)\) becomes an object \((X_p)_{\text{full}}\) in \( \mathcal{F}_{\text{Sch}} \). If we change the collection of isomorphisms \((\sigma_i)\) the new object of \( \mathcal{F}_{\text{Sch}} \) will be isomorphic to the original one. On the other hand, if for any \( X \) we fix such a collection \((\sigma_i)\), then we obtain a functor \( \text{Sch} \to \mathcal{F}_{\text{Sch}} \).

(N.B. We have previously defined a functor \( \text{Alg} \to \mathcal{F}_{\text{Alg}} \) and we also have an obvious functor \( \text{Alg} \to \text{Sch} \); note however that the functor \( \text{Alg} \to \mathcal{F}_{\text{Alg}} \to \mathcal{F}_{\text{Sch}_{\text{coarse}}} \to \mathcal{F}_{\text{Sch}} \) is not isomorphic to \( \text{Alg} \to \text{Sch} \to \mathcal{F}_{\text{Sch}} \).

Finally, another more general example that will play a role later is obtained by considering an affine morphism of \( \mathbb{Z}_S \)-schemes of finite type \( \pi : X \to Y \); put on \((X^p)\) the Fermat structure whose index set is the set \( J \) of all affine open sets \( Y_j \) of \( Y \) and whose open sets are \( X_p^{(j)} := \pi^{-1}(Y_j)^p \), with standard Fermat structure on \((\mathcal{O}(\pi^{-1}(Y_j)^p))\). We get an object of \( \mathcal{F}_{\text{Sch}} \) denoted by \((X^p)_{\text{ind}}\) whose Fermat structure we call \textit{induced from} \( Y \) via \( \pi \).

3.3. Let \((Y_p)\) be an object of \( \mathcal{F}_{\text{Sch}} \), i.e. a family of formal schemes equipped with a Fermat structure \((Y_p^{(j)})_{j \in J}\); moreover, for each \( j \), let \((\mathcal{P}(n_j)^p \to \mathcal{O}(Y_p^{(j)}))\) be the defining Fermat structure on \((\mathcal{O}(Y_p^{(j)}))\). Now let \((X_p)\) be a family of formal schemes. We say that \((X_p)\) is \textit{closed} in \((Y_p)\) if each \( X_p \) is a closed formal subscheme of \( Y_p \). If this is the case, then we can define the \textit{deduced} Fermat structure on \((X_p)\) by taking the same index set \( J \) and setting \( X_p^{(j)} := Y_p^{(j)} \cap X_p \) with Fermat structure on \((\mathcal{O}(Y_p^{(j)} \cap X_p))\) defined by the surjections \( \mathcal{P}(n_j)^p \to \mathcal{O}(Y_p^{(j)}) \to \mathcal{O}(Y_p^{(j)} \cap X_p) \). Clearly, the family of embeddings \((X_p \to Y_p)\) is Fermat.
Proposition 3.1. Assume that \((Z_p)\) and \((Y_p)\) are objects of \(\mathcal{F}\text{Sch}\) and \((Z_p \to Y_p)\) is a morphism in \(\mathcal{F}\text{Sch}\). Assume that \((X_p)\) is closed in \((Y_p)\) and view \((X_p)\) with its deduced Fermat structure. Assume that for each \(p\) the morphism of formal schemes \(Z_p \to Y_p\) factors through a morphism of formal schemes \(Z_p \to X_p\). Then \((Z_p \to X_p)\) is a Fermat family.

Proof. A trivial exercise. \(\square\)

The next proposition deals with the “local character” of Fermat families.

Proposition 3.2. Let \(U\) be an integral affine scheme of finite type over \(\text{Spec} \, \mathbb{Z}_S\), with integral fibers, and dominating \(\text{Spec} \, \mathbb{Z}_S\), and let \((U_i)\) be an affine open covering of \(U\). Then there exists a finite set of places \(S'\) containing \(S\) satisfying the following property: if a family

\[
(a_p) \in \prod_{p \in S} \mathcal{O}(U_i^p)
\]

is such that for each \(i\) the image of \((a_p)\) in \(\prod_{p \in S} \mathcal{O}(U_i^p)\) is a formally Fermat family, then the image of \((a_p)\) in \(\prod_{p \in S} \mathcal{O}(U^p)\) is formally Fermat.

(Here \((\mathcal{O}(U_i^p))\) and \((\mathcal{O}(U^p))\) are viewed with their standard Fermat structure.) We stress the fact that \(S'\) depends only on \(U\) and \(U_i\) and not on \((a_p)\). It is not clear if in the above proposition we may replace “formally Fermat” by “Fermat”.

To prove Proposition 3.2 we need the following lemma in commutative algebra:

Lemma 3.3. Let \(A\) be an integral domain, let \(p \in A\) be a prime element, let \(I \subset A\) be a prime ideal, not containing \(p\), such that \((I,p)\) is also prime, and let \(g \in A, g \not\in (I,p)\). Then, for any positive integer \(n\), the map \(A/p^n A \to (A/p^n A)_g\) is injective and

\[
I(A/p^n A)_g \cap (A/p^n A) = I(A/p^n A).
\]

Proof. The injectivity of \(A/p^n A \to (A/p^n A)_g\) is trivial. Now assume \(a \in A\) is such that its image in \(A/p^n A\) belongs to \(I(A/p^n A)_g \cap (A/p^n A)\) and let us prove that the image of \(a\) in \(A/p^n A\) lies in \(I(A/p^n A)\). One can write

\[
ag^k = b + p^n c
\]

with \(b \in I, c \in A, k \geq 0\). In particular \(ag^k \in (I,p)\). Hence \(a \in (I,p)\). Write

\[
a = d + pa_1,
\]

\(d \in I, a_1 \in A\). We get \(pa_1 g^k = (b - dg^k) + p^n c\). It follows that \(p\) divides \(b - dg^k\) which is in \(I\). Since \(I\) is prime and does not contain \(p\) we have \(b - dg^k = pb_1\) with \(b_1 \in I\). Dividing by \(p\) we get

\[
a g^k = b_1 + p^{n-1} c.
\]

Now we can repeat the argument and find a sequence \(a_2, ..., a_n\) such that

\[
a_1 = d_1 + pa_2, ..., a_{n-1} = d_{n-1} + pa_n, \quad d_1, ..., d_{n-1} \in I.
\]

Hence we compute

\[
a = d + pd_1 + p^2 d_2 + ... + p^{n-1} d_{n-1} + p^n a_n \in (I,p^n)
\]

which closes the proof. \(\square\)
Proof of Proposition 3.2. Write $U = \text{Spec } \mathbb{Z}_S[x]/I$, $x$ a tuple of indeterminates; then $I$ is prime and for each $p \notin S$, we have $p \not\in I\mathbb{Z}_p[x]$, and $(I, p)\mathbb{Z}_p[x]$ is prime. Cover each $U_i$ by affine open sets $W$ which are principal in $U$; since the image of $(a_p)$ in $\prod_{p \in S} O(W^p)$ will be a formally Fermat family, we may assume that our covering $(U_i)$ is finite ($i \in \{1, \ldots, m\}$) and all $U_i$ are principal in $U$. So we can write $U_i = \text{Spec } (\mathbb{Z}_S[x]/I)_{g_i} = \mathbb{Z}_S[x, y_i]/(I, g_i y_i - 1)$, where $g_1, \ldots, g_m \in \mathbb{Z}_S[x]$ are such that $h_1 g_1 + \ldots + h_m g_m = 1 - b$ with $h_i \in \mathbb{Z}_S[x]$, $b \in I$. Set $g = g_1 \ldots g_m \in \mathbb{Z}_S[x]$. Let $S'$ be a finite set of primes such that $g \not\in (I, p)\mathbb{Z}_p[x]$ for all $p \notin S'$. At this point we may replace $S$ by $S'$.

Let $a_p$ be the image of some $F_p = F_p(x) \in \mathbb{Z}_p[x]^p$ and fix a positive integer $\nu$. By hypothesis there exist $F_{ip}, K_{ip} \in \mathbb{Z}_p[x, y_i]^p$ such that $(F_{ip})$ is a Fermat family for each $i$ and such that

$$F_p(x) - F_{ip}(x, g_i^{-1}) = \sum_j b_{ij} c_{ij} + (g_i y_i - 1) c_i + p^\nu K_{ip}(x, y_i)$$

in the ring $\mathbb{Z}_p[x, y_i]^p$, where $b_{ij} \in I$, $c_i, c_i \in \mathbb{Z}_p[x, y_i]^p$. Set $y_i \mapsto 1/g_i \in (\mathbb{Z}_p[x])^p$ in equation (3.1); we get an equality in the ring $(\mathbb{Z}_p[x])^p$.

$$F_p(x) - F_{ip}(x, g_i^{-1}) = \sum_j b_{ij} \hat{c}_{ij} + p^\nu K_{ip}(x, g_i^{-1}),$$

where $\hat{c}_{ij} \in (\mathbb{Z}_p[x])^p$. By Remark 2.8 there exists a positive integer $\mu$ such that each $F_{ip}$ is congruent modulo $p^\mu$ to a polynomial in $\mathbb{Z}_p[x, y_i]$ of degree $\leq p^\nu$. Hence we can write, in the ring $\mathbb{Z}_p[x, z, z^{-1}]^p$ (where $z$ is a variable),

$$z^\nu F_{ip}(x, z^{-1}) = z^{\nu \mu} \Phi_{ip}^{(\nu)}(x, z^{-1}) + p^\nu \Psi_{ip}^{(\nu)},$$

where $\Phi_{ip}^{(\nu)}$ is a polynomial of degree $\leq p^\mu$ in $\mathbb{Z}_p[x, z]$ and $\Psi_{ip}^{(\nu)} \in \mathbb{Z}_p[x, z, z^{-1}]^p$. Applying the operator $f \mapsto f^+$ “with respect to $z$” (cf. Remark 2.16) to equation (3.3) we get

$$(z^\nu F_{ip}(x, z^{-1}))^+ = z^{\nu \mu} \Phi_{ip}^{(\nu)}(x, z^{-1}) + p^\nu (\Psi_{ip}^{(\nu)})^+.$$ 

Set $\hat{F}_{ip}^{(\nu)} := (z^\nu F_{ip}(x, z^{-1}))^+$; by Remark 2.16 $\hat{F}_{ip}^{(\nu)}$ is a Fermat family. Subtracting equation (3.4) from equation (3.3) we get

$$z^\nu F_{ip}(x, z^{-1}) = \hat{F}_{ip}^{(\nu)} + p^\nu \tilde{\Psi}_{ip}^{(\nu)},$$

where $\tilde{\Psi}_{ip}^{(\nu)} \in \mathbb{Z}_p[x, z, z^{-1}]^p$. Setting $z \mapsto g_i$ in the last equality we get an equation

$$g_i^\nu F_{ip}(x, g_i^{-1}) = \hat{F}_{ip}^{(\nu)} + p^\nu \Psi_{ip}^{(\nu)}$$

in the ring $(\mathbb{Z}_p[x])^p$, where $\hat{F}_{ip}^{(\nu)} \in \mathbb{Z}_p[x]^p$, $(\hat{F}_{ip}^{(\nu)})$ is a Fermat family (by the Composition axiom), and $\Psi_{ip}^{(\nu)} \in (\mathbb{Z}_p[x])^p$. Combining equations (3.1) and (3.6) we get

$$g_i^\nu F_p = F_{ip}^{(\nu)} + p^\nu \Theta_{ip}^{(\nu)} + \sum_j b_{ij} c_{ij}^{(\nu)},$$

where $c_{ij}^{(\nu)}, \Theta_{ip}^{(\nu)} \in (\mathbb{Z}_p[x])^p$. Let $A_{1p}, \ldots, A_{np}$ be as in the Remark 2.11. In particular they are polynomials in $n$ variables with integer coefficients, they form Fermat
families, and

\[(1 - b)^{np''} = (\sum_{i=1}^{n} h_i g_i)^{np''} = \sum_{i=1}^{n} H_{ip} g_i^{p''}, \]

where \(H_{ip} := A_{ip}(h_1 g_1, \ldots, h_n g_n) h_i^{p''} \in Z_p[x].\) Clearly, \((H_{ip})\) are Fermat families. Multiplying equation (3.7) by \(H_{ip}\) and taking the sum over all \(i\) we get

\[F_p = F_p^{(v)} + p'' H_p^{(v)} + \sum_j b_j c_j^{(v)}, \]

where \(F_p^{(v)} \in Z_p[x]^{p}\) form a Fermat family, \(\Theta_p^{(v)} \in (Z_p[x]_g)^{p}, b_j \in I,\) and \(c_j^{(v)} \in (Z_p[x]_g)^{p}.\) Consider the image of equation (3.9) via the surjection

\[(Z_p[x]_g)^{p} \to (Z_p[x]_g)^{p}/(p') = \left(\frac{Z_p[x]}{p'Z_p[x]}\right)_g \]

denote by \(\bar{F}_p\) and \(\bar{F}_p^{(v)}\) the images of \(F_p\) and \(F_p^{(v)}\) via this surjection. By Lemma 3.3 applied to \(A = Z_p[x]\) we have

\[\frac{Z_p[x]}{p'Z_p[x]} \subset \left(\frac{Z_p[x]}{p'Z_p[x]}\right)_g,\]

\[\bar{F}_p - \bar{F}_p^{(v)} \in I \left(\frac{Z_p[x]}{p'Z_p[x]}\right)_g \cap \left(\frac{Z_p[x]}{p'Z_p[x]}\right)_g = I \left(\frac{Z_p[x]}{p'Z_p[x]}\right).\]

Consequently

\[F_p - F_p^{(v)} \in IZ_p[x]^{p} + p''Z_p[x]^{p}\]

and we are done since the image \(a_p^{(v)}\) of \(F_p^{(v)}\) in \(O(U^{p})\) is congruent modulo \(p''\) to \(a_p.\)

**Proposition 3.4.** Let \(u \in Z_S[x_1, \ldots, x_n]\) be a polynomial and let

\[U = \text{Spec } Z_S[x_1, \ldots, x_n]/(u)\]

be the “hypersurface defined by \(u\)”.

Then there exists a finite set of primes \(S'\), containing \(S\), such that any formally Fermat family in \(\prod_{p \in S'} O(U^{p})\) is Fermat.

**Proof.** After a linear change of variables and after enlarging \(S\) to some \(S'\) we may assume \(u\) is monic in \(x_n.\) Now let \((f_p) \in \prod_{p \in S'} O(U^{p})\) be a \(p\)-adic limit of Fermat families \((f_p^{(v)})\) in this ring. Let \((F_p), (F_p^{(v)}) \in \prod_{p \in S'} P(n)^{p}\) be liftings of \((f_p), (f_p^{(v)})\) with \((F_p^{(v)})\) Fermat. We may write

\[F_p = F_p^{(v)} + p'' H_p^{(v)} + uG_p^{(v)}\]

for some \(H_p^{(v)}, G_p^{(v)} \in P(n)^{p}.\) To conclude apply, to the above equality, the endomorphism \(r_u\) of \(P(n)^{p}\) that takes the remainder when a series is divided by \(u.\) By Remark 2.14 we get that \((r_u(F_p))\) is Fermat, hence \((f_p)\) is Fermat. \(\square\)

Next we will be concerned with residues of “Fermat” families of \(1\)-forms. We need some preparation.
3.4. Let $M$ be a Noetherian ring and let $C/M$ be a curve (by which we will mean here a smooth projective morphism $C \to B = \text{Spec} \, M$, of relative dimension one, with connected fibers). Let $\Gamma \subset C$ be a closed subscheme in $C$, and let $V \subset C$ be an affine open subset containing $\Gamma$. Then $V$ will be called a prepared neighborhood of $\Gamma$ if it has the form $V = \text{Spec}((M[x,y]/(g))_h)$, where $g \in M[x,y]$, $h \in M[x]$, such that, upon denoting $W := \text{Spec}(M[x]_h)$, the following conditions are satisfied:

1. $g$ is monic in $y$ (in particular $V$ is finite over $W$), and
2. $V$ is etale over $W$.

If $\Gamma = P$ above is the image of an $M$–point $P \in C(M)$ and if $O \in W(M)$ denotes the $M$–point of $W$ defined by $x \mapsto 0$, we may, and will, assume that, in the definition above, $P \mapsto O$ via $V(M) \to W(M)$ and $h(0) = 1$; indeed, if $P \mapsto O$, then $h(0)$ is automatically invertible in $M$.

**Lemma 3.5.** Let $C/M$ be a curve, where $M = k$ is a field of characteristic zero, let $\Gamma \subset C$ be a closed subscheme, and let $U \subset C$ be an affine neighborhood of $\Gamma$ in $C$. Then there exists a prepared neighborhood $V$ of $\Gamma$ contained in $U$.

**Proof.** This is a simple fact of projective geometry. Embed $k$ into an algebraic closure $\bar{k}$ of $k$ and replace all schemes with their sets of $\bar{k}$–rational points. Set $T = C \setminus U$. Embed $C$ into a projective space and let $\pi : C \to C' \subset \mathbb{P}^2$ be a succession of projections with centers $k$–rational points. Let $T'$ be the union of the singular locus of $C'$ with the singular locus of $\mathbb{P}^2$. Then, upon choosing the projection points suitably, we may assume that for any $P \in \Gamma$ we have $P := \pi(P) \notin T'$ and $C \to C'$ is birational. Choose projective coordinates $X, Y, Z$ in $\mathbb{P}^2$, defined over $k$, such that, denoting by $L_X, L_Y, L_Z$ the lines defined by the vanishing of the corresponding coordinates, we have $\pi(\Gamma) \cap L_Z = \emptyset$. Consider the affine coordinates $x = X/Z$, $y = Y/Z$, and let $g(x, y) = 0$ be the affine equation of $C'$ in these coordinates, with $g$ having coefficients in $k$. For $\lambda \in k$ set $X_1 = X - \lambda Y$, $x_1 = x - \lambda y$. Then we can write

$$g(x, y) = g(x_1 + \lambda y, y) = g_1(x_1, y)$$

where $g_1 \in k[x_1, y]$. Consider the projection $\varphi_{P'} : C' \to L_Z$ of center $P'$ and let $Q_\lambda = (\lambda : 1 : 0)$. Also, for any morphism $f$ between (possibly singular) curves denote by $\text{Ram}(f)$ the set of all $k$–rational points in the source curve where $f$ is not etale. Then for all except finitely many values of $\lambda$ the following conditions hold:

1) The polynomial $g_1$ is monic in $y$,
2) $\text{Ram}(\varphi) \cap \varphi_{P'}^{-1}(Q_\lambda) = \emptyset$, for any $P \in \Gamma$,
3) $Q_\lambda$ is not on the tangent to $C'$ at the point $P'$, for any $P \in \Gamma$,
4) $Q_\lambda$ is not on any of the lines $P'Q'$ for any $P \in \Gamma$, $Q' \subset T'$ and
5) $Q_\lambda$ is not on $C'$.

Now consider the projection $\psi : C' \to L_Y$ of center $Q_\lambda$. The above properties imply that:

a) $\psi^{-1}(\psi(P')) \cap T' = \emptyset$ for any $P \in \Gamma$, and
b) $\text{Ram}(\psi) \cap \psi^{-1}(\psi(P')) = \emptyset$ for any $P \in \Gamma$. 
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Define the following sets:
\[ T'' = \psi(Ram(\psi) \cup T') \cup \{(1 : 0 : 0)\} \subset L_Y, \]
\[ W = L_Y \setminus T'', \]
\[ V' = C' \setminus \psi^{-1}(T'') \subset C', \]
\[ V = \pi^{-1}(V'). \]

Note that the morphism \( V' \to W \) is finite and etale, while \( V \to V' \) is an isomorphism (because \( V' \) is non-singular). Finally note that \( \Gamma \subset V \subset U \). Now \( \psi \) is given in projective coordinates by \( (X, Y, Z) \mapsto (X - \lambda Y, Z) \) hence, in affine coordinates by \( (x, y) \mapsto x - \lambda y = x_1 \). Therefore \( V \approx V' \to W \) is given by taking the tensor product with \( \bar{k} \) of an inclusion of rings \( k[x_1]_h \to (k[x_1, y]/(g_1))_h \), where \( h \in k[x_1] \) is the polynomial whose roots in \( \bar{k} \) are the \( x_1 \)-coordinates of the points in \( T'' \). \( \square \)

**Corollary 3.6.** Let \( C/M \) be a curve, let \( \Gamma \subset C \) be a closed subscheme, and let \( U \) be an affine neighborhood of \( \Gamma \) in \( C \). Assume \( M \) is an integral domain of characteristic zero. Then, after replacing \( \text{Spec } M \) by a Zariski open set of it, one can find a prepared neighborhood of \( \Gamma \) contained in \( U \).

3.5. Let \( C/B \) be a curve, \( B = \text{Spec } M \), let \( P \in C(M) \) be an \( M \)-point on it, assume \( V \) is a prepared neighborhood of \( P \) and assume \( M \) is an integral domain of characteristic zero. Let \( \omega \in H^0(V, \Omega_{C/B}) \) and \( \eta \in \mathcal{O}(V \setminus P) \). Consider \( \text{Res}_P(\eta \omega) \), the residue of \( \eta \omega \) at \( P \), which is a priori an element of the fraction field of \( M \). It will be important later to compute this residue as follows. Let \( V = \text{Spec}((M[x, y]/(g))_h) \) and \( W := \text{Spec}(M[x]_h) \) be as in Section 3.4 above; hence \( V \setminus P = \text{Spec}(M[x, y]/(g))_{xh} \). Assume \( \eta \) is given as the image, modulo \( g \), of an element \( f \in (M[x]_{xh})[y] \). Since \( g \) is monic (say, of degree \( d \)) in \( y \) we can consider the remainder \( r_g(f) \) when \( f \) is divided by \( g \) and write it in the form
\[ r_g(f) = f_0 + f_1 y + \ldots + f_{d-1} y^{d-1}, \]
where \( f_i \in M[x]_{xh} \). Since \( V \to W \) is etale we may write \( \omega = u dx \), where \( u \in M[x]_h \).

Let \( \text{Tr} : (M[x, y]/(g))_{xh} \to M[x]_{xh} \) be the trace map. Then
\[ \text{Tr}(\eta \omega) = \text{Tr}(u \sum_{i=0}^{d-1} f_i y^i dx) = (u \sum_{i=0}^{d-1} f_i \text{Tr}(y^i)) dx \in M[x]_{xh} dx \subset M((x)) dx. \]

The coefficient of \( x^{-1} dx \) in the above expression equals the usual residue \( \text{Res}_O(\text{Tr}(\eta \omega)) \). Since \( \psi : V \to W \) is finite, by [9], p. 22, we have
\[ \text{Res}_O(\text{Tr}(\eta \omega)) = \sum_{\psi(Q) = O} \text{Res}_Q(\eta \omega), \]
where \( Q \) runs through the set of all \( \bar{k} \)-points of \( V \) mapped to \( O \) by \( \psi \), where \( \bar{k} \) is the algebraic closure of the fraction field \( k \) of \( M \). However, since \( \eta \omega \) is regular on \( V \setminus P \), the right-hand side of the above equality reduces to \( \text{Res}_P(\eta \omega) \). Consequently \( \text{Res}_P(\eta \omega) \) is simply the coefficient of \( x^{-1} \) in the sum
\[ u \sum_{i=0}^{d-1} f_i \text{Tr}(y^i) \in M[x]_{xh}. \]

Note in particular that \( \text{Res}_P(\eta \omega) \) belongs to \( M \) (and not merely to \( k \)).
The above discussion generalizes, in an obvious way, to the case when $M$ is a product of integral domains (rather than an integral domain). This is the case, for instance, when $M$ is a smooth $\mathbb{Z}$–algebra or some $p$–adic completion of a smooth $\mathbb{Z}$–algebra.

The construction above allows one to define $\text{Res}_p(\hat{\eta}_\omega) \in M^p$ for any $\hat{\eta} \in \mathcal{O}(V \setminus P)^p$. (Here “$p$” denotes, as usual, the $p$–adic completion, and note that such an $\hat{\eta}$ can have an “essential singularity” at $P$.) Indeed one takes a sequence $\eta^{(\nu)} \in \mathcal{O}(V \setminus P)$ converging $p$–adically to $\eta$ and one defines $\text{Res}_p(\hat{\eta}_\omega)$ as the $p$–adic limit of the $\text{Res}_p(\eta^{(\nu)}_\omega)$’s. This definition is, of course, independent of the choice of $V$.

**Lemma 3.7.** Assume $M$ is a smooth $\mathbb{Z}$–algebra, $S$ is a finite set of primes, $C/M$ is a curve, $P \in C(M)$ is a point, $V$ is a prepared neighborhood of $P$ in $C$, $\omega \in H^0(V, \Omega_{C/M})$ is a regular $1$–form on $V$ and

$$(\hat{\eta}_p) \in \prod_{p \notin S} \mathcal{O}(V \setminus P)^p$$

is a formally Fermat family outside $S$ (with respect to the standard structure). Then the family of residues

$$\text{Res}_p(\hat{\eta}_p\omega) \in \prod_{p \notin S} M^p$$

is formally Fermat outside $S$.

**Proof.** Represent $M$ as $\mathbb{Z}[t]/(v)$, where $t$ is a tuple of indeterminates and $v$ is a tuple of polynomials. Also, let us borrow our notations from Section 3.5 above. By hypothesis there exists a sequence of Fermat families

$$(F^{(\nu)}_p) \in \prod_{p \notin S} \mathbb{Z}_p[t, x, y, z]^p$$

whose image in $\prod_{p \notin S} \mathcal{O}(V \setminus P)^p$ (via the map $z \mapsto (xh)^{-1}$) converges $p$–adically to $(\hat{\eta}_p)$. Let $\hat{\eta}^{(\nu)}_p \in \mathcal{O}(V \setminus P)^p$ be the image of $F^{(\nu)}_p$. Let $r_g: \mathbb{Z}_p[t, x, y, z]^p \to \mathbb{Z}_p[t, x, y, z]^p$ be the operator that takes the remainder in the division by $g$ (where polynomials are viewed in the variable $y$). By Remark 2.14, the family $(r_g(F^{(\nu)}_p))$ is Fermat. Write

$$r_g(F^{(\nu)}_p) = \sum_{i=0}^{d-1} F^{(\nu)}_{ip} y^i,$$

where $F^{(\nu)}_{ip} \in \mathbb{Z}_p[t, x, z]^p$. By Remark 2.13, the families $(F^{(\nu)}_{ip})$ are Fermat. Write $\omega = udx$, with $u$ the image of some $U \in \mathbb{Z}[t, x, w]$ via $w \mapsto h^{-1}$. Also let $Tr(y^i) \in M[x]_h$ be images of $\Theta_i \in \mathbb{Z}[t, x, w]$. Then, for each $\nu$, the family

$$(G^{(\nu)}_p(t, x, z, w)) := (U(t, x, w) \sum_{i=0}^{d-1} F^{(\nu)}_{ip}(t, x, z) \Theta_i) \in \prod_{p \notin S} \mathbb{Z}_p[t, x, z, w]^p$$

is Fermat. Let $H \in \mathbb{Z}[t, x]$ be a lifting of $h$ with $H(t, 0) = 1$. Then, by Remarks 2.13 and 2.13, the coefficient of $x^{-1}$ in $(G^{(\nu)}_p(t, x, (xH)^{-1}, H^{-1}))$ is a Fermat family in $\prod_{p \notin S} \mathbb{Z}_p[t]^p$. By Section 3.5 above the latter family projects into $(\text{Res}_p(\hat{\eta}_p\omega)) \in \prod_{p \notin S} M^p$, hence this latter family is Fermat. It follows that $(\text{Res}_p(\hat{\eta}_p\omega)) \in \prod_{p \notin S} M^p$ is formally Fermat and our lemma is proved. $\square$
3.6. Let $M$ be a Noetherian ring, let $C/M$ be a curve, and let $\mathcal{U} = (U_i)_{i \in I}$ be an affine open covering. We say that $\mathcal{U}$ is prepared if:

1) For each $i \in I$ the open set $C\setminus U_i$ is the union of the images of a finite set $Z_i \subset C(M)$ of $M$–points of $C$ and the points in $Z := \bigcup Z_i$ are disjoint.

2) For any $P \in Z$ there exists a prepared neighborhood $V_P$ of $P$ contained in $(C\setminus Z) \cup \{P\}$.

In 1) above by the points of $Z$ being disjoint we mean, of course, that the images of the corresponding maps $\text{Spec } M \to C$ are disjoint. This being the case, $(C\setminus Z) \cup \{P\} = C\setminus (Z\setminus \{P\})$ is then an open set containing $P$. Corollary 3.6 implies the following:

**Corollary 3.8.** Let $C/M$ be a curve where $M$ is an integral domain of characteristic zero, and let $\mathcal{U}$ be an affine open covering of $C$. Then, after replacing $\text{Spec } M$ by a dense étale open set of it, $\mathcal{U}$ becomes prepared.

3.7. Let $M$ be a smooth $\mathbb{Z}$–algebra, let $C/M$ be a curve, let $\mathcal{U}$ be an affine open covering of $C$, and let $\omega \in H^1(C, \Omega_{C/M})$ be a global $1$–form. We need to review the construction of the map

$$
\langle \cdot, \omega \rangle : H^1(C \otimes M^p, \mathcal{O}_{C\otimes M^p}) \to M^p
$$

induced by Serre duality and to consider a similar map

$$
\langle \cdot, \omega \rangle : H^1(\mathcal{U}, \mathcal{O}_{C^\nu}) \to M^p
$$

in case we have a prepared covering $\mathcal{U} = (U_i)$ of $C$ (which we also view as a covering of $C \otimes M^p$ and of $C^p$). Let $Z$ and $V_P$ be as in Section 3.6 above. Let us fix an index $j_0$. Moreover, for any point $P \in Z$ choose an index $i_P$ such that $P \in U_{i_P}$.

For any cocycle $(\eta_{ij}) \in Z^1(\mathcal{U}, \mathcal{O}_{C^\nu})$, $\eta_{ij} \in \mathcal{O}(U_{i_j}) \otimes M^p$, representing a class $\eta \in H^1(C \otimes M^p, \mathcal{O}_{C\otimes M^p})$ one defines the Serre pairing

$$
\langle \eta, \omega \rangle = \sum_{P \in Z} \text{Res}_P(\eta_{i_P j_0}, \omega) \in M^p.
$$

Of course, changing $j_0$, as well as changing the choice $P \mapsto i_P$, does not change the value of the above expression.

Similarly assume $(\tilde{\eta}_{ij}) \in Z^1(\mathcal{U}, \mathcal{O}_{C^\nu})$ is a cocycle, $\tilde{\eta}_{ij} \in \mathcal{O}(U_{ij})^p$; we define, using Section 3.5,

$$
\langle (\tilde{\eta}_{ij}), \omega \rangle = \sum_{P \in Z} \text{Res}_P(\tilde{\eta}_{i_P j_0}, \omega) \in M^p.
$$

We claim that the two definitions are compatible in the following sense. First there is a canonical homomorphism

$$
Z^1(\mathcal{U}, \mathcal{O}_{C^\nu}) \to H^1(C \otimes M^p, \mathcal{O}_{C\otimes M^p})
$$

which can be described as follows. If $(\eta_{ij}) \in Z^1(\mathcal{U}, \mathcal{O}_{C^\nu})$, then $(\tilde{\eta}_{ij})$ induces a compatible system of cocycles in $Z^1(\mathcal{U}, \mathcal{O}_{C\otimes M^p})$, hence a compatible system of classes in $H^1(C \otimes M^p, \mathcal{O})$, hence, a class $\eta \in H^1(C \otimes M^p, \mathcal{O})$. Our claim is that

$$
\langle \eta, \omega \rangle = \langle (\tilde{\eta}_{ij}), \omega \rangle.
$$

Indeed, if $\eta$ is represented by $\eta_{ij} \in Z^1(\mathcal{U}, \mathcal{O}_{C\otimes M^p})$, then for all $\nu$ we must have

$$
\tilde{\eta}_{ij} - \eta_{ij} = f_i^{(\nu)} - f_j^{(\nu)} + p^\nu g_{ij}^{(\nu)}
$$
in $\mathcal{O}(U_{ij})^p$, where $f_i^{(\nu)} \in \mathcal{O}(U_i)$ and $g_j^{(\nu)} \in \mathcal{O}(U_{ij})^p$. We conclude that
\[
\langle \eta, \omega \rangle - \langle (\hat{\eta}_j), \omega \rangle \in p^r M^p
\]
for all $\nu$ and our claim is checked. By the way, the kernel of the homomorphism
\[
(*) \quad r_g(F_p^{(\nu)}) - r_g(F_p) = r_g(K_p^{(\nu)})(wh - 1) + p^r r_g(L_p^{(\nu)}).
\]
By Remark 2.14 \((r_g(F_p^{(\nu)}))\) is still Fermat. Write
\[ r_g(F_p^{(\nu)}) = \sum_{i=0}^{d-1} a_{i\nu p}(x, w, t) y^i, \quad r_g(F_p) = \sum_{i=0}^{d-1} a_{i p}(x, w, t) y^i. \]

By Remark 2.14 again, we get that, for each \(i\), the family \((a_{i\nu p}(x, w, t))\) is Fermat. Picking out coefficients of \(y^i\) in \((*)\) and then setting \(w \mapsto 1/h\) we get that the family \((a_{ip}(x, 1/h, t))\) is formally Fermat, hence Fermat. We conclude that \(f_p = \sum_{i=0}^{d-1} a_{ip}(x, 1/h, t) y^i \in \prod_{\nu \in \mathbb{N}}(\mathbb{Z}[x, y, t]/(g))^{\ast}\) is Fermat and we are done.

Case 2: \(V\) arbitrary. We may assume \(U = \text{Spec } M, V = \text{Spec } N, N := M[z]/(f), \) where \(f \in M[z] \) is a monic polynomial of degree \(d\) in one variable \(z\).

Write \(M = \mathbb{Z}[s]/I, N = \mathbb{Z}[s, z]/(I, F), \) where \(s\) is a tuple of variables, \(I\) is some ideal, and \(F\) is a monic polynomial in \(z\) of degree \(d\) mapping to \(f\). Let \((f_p)\) be as in the statement of the proposition. We will show that \((f_p)\) is a formally Fermat family in \(\prod_{\nu \in \mathbb{N}} M[t]^{\ast}\); in view of Case 1 in our proof this will close the proof of our proposition. Now we know that \((f_p)\) is a \(p\)-adic limit of families \((f_p^{(\nu)}),\)

\[ f_p^{(\nu)} \in N[t]^{\ast} \]

with \(f_p^{(\nu)}\) the image of some \(F_p^{(\nu)} \in \mathbb{Z}_p[s, z, t]^{\ast}\), such that \((F_p^{(\nu)})\) is a Fermat family. By Remark 2.14 we may assume \(F_p^{(\nu)} = \sum_{i=0}^{d-1} F_{p, i}^{(\nu)} z^i, \)

where \(F_{p, i}^{(\nu)} \in \mathbb{Z}_p[s, t]^{\ast}\). By Remark 2.13 the families \((F_{p, i}^{(\nu)})\) are Fermat, for all \(i\) and \(\nu\). Let \(f_{p, i}^{(\nu)} \in M[t]^{\ast}\) be the image of \(F_{p, i}^{(\nu)}\). We claim that, for each \(\nu, (f_{p, 0}^{(\nu)})\) converge \(p\)-adically to \((f_p)\) and this will close our proof. To check our claim note that

\[ f_p^{(\nu)} = \sum_{i=0}^{d-1} f_{p, i}^{(\nu)} z^i. \]

Since

\[ (f_{p}^{(\nu)} - f_p) = (f_{p, 0}^{(\nu)} - f_p) + \sum_{i=1}^{d-1} f_{p, i}^{(\nu)} z^i \]

converges \(p\)-adically to \((0)\) and \(N[t]^{\ast}\) is a free \(M[t]^{\ast}\)-module with basis \(1, z, \ldots, z^{d-1}\), it follows that \((f_{p, 0}^{(\nu)} - f_p)\) converges \(p\)-adically to \((0)\). \(\square\)

4. Fermat structure on families of \(p\)-jet spaces

4.1. Let us quickly review the theory of \(p\)-jet spaces, as developed in [5], [8]. In what follows \(p\) is any prime integer. By a \(p\)-derivation \(\delta : A \to B\) from a ring \(A\) into an \(A\)-algebra \(B\) we understand a map satisfying

\[ \delta(x + y) = \delta x + \delta y + C_p(x, y), \]

\[ \delta(xy) = x^p \delta y + y^p \delta x + p \delta x \delta y, \]

where \(C_p(X, Y) := (X^p + Y^p - (X + Y)^p)/p \in \mathbb{Z}[X, Y]\). If \(\delta\) is a \(p\)-derivation, then the map \(\phi : A \to B, \phi(x) := x^p + p \delta x\) is a ring homomorphism. By a prolongation sequence we understand a sequence of rings \(M^n, n = 1, 2, 3, \ldots, \) such that each \(M^{n+1}\) is a \(M^n\)-algebra and such that one is given \(p\)-derivations \(\delta_n : M^n \to M^{n+1}\), each \(\delta_n\) prolonging the previous \(\delta_{n-1}\). (By abuse we denote all \(\delta_n\) by \(\delta\).) Prolongation sequences form, in an obvious way, a category. Denote by \(\text{Prol}_p\) the full subcategory whose objects are the prolongation sequences \(M^\ast\) for which \(M^n\) are Noetherian, \(p\)-adically complete, and flat over \(\mathbb{Z}_p\). An example of an object in \(\text{Prol}_p\) that will play a key role later is the following.
Recall that for any prime \( p \) we denoted by \( \text{Witt}_p \) the class of all complete discrete valuation rings whose maximal ideal is generated by \( p \) and whose residue field is perfect; for any \( R \in \text{Witt}_p \) we denoted by \( \phi : R \to R \) the unique lifting of the \( p \)-power Frobenius on the residue field and we defined \( \delta : R \to R \) by the formula \( \delta x := (\phi(x) - x^p)/p, \) \( x \in R. \) The sequence \( R^* \) with \( R^n := R \) and \( p \)-derivations as above is a prolongation sequence \( R^* \in \text{Prol}_p. \)

For any \( p \)-adically complete ring \( M^0 \) let \( \text{FSch}_{M^0} \) be the full subcategory of the category of formal schemes over \( \text{Spf} M^0 \) whose objects are the formal schemes which are locally \( p \)-adic completions of schemes of finite type over \( M^0 \). Given any \( M^* \in \text{Prol}_p \), the theory in [5, 8] provides functors

\[
\text{FSch}_{M^0} \to \text{FSch}_{M^r}, \quad X \mapsto J^r(X, M^r),
\]

where \( J^r(X, M^*) \) is the \( "p\)-jet space of \( X \) of order \( r \) relative to \( M^* \). Let us briefly recall their construction. First, if \( T \) is the set of variables \( T_1, \ldots, T_N, \) and \( T', T'', \ldots, T^{(r)}, \ldots \) are new sets of \( N \) variables, one defines operators

\[
\phi, \delta : M'[T, T', \ldots, T^{(r)}]^p \to M'^{r+1}[T, T', \ldots, T^{(r+1)}]^p
\]

by the formulae

\[
\phi(f) = f^p(T^p + pT', T'^p + pT'', \ldots, T^{(r)}p + pT^{(r+1)}),
\]

\[
\delta f = \frac{\phi(f) - f^p}{p},
\]

where \( f^p \) is obtained from \( f \) by acting with \( \phi \) on the coefficients. (N.B. If \( M^0 = \mathbb{Z}_p \), then this \( \delta \) is entirely different from the \( \delta_p \) defined in Section 2.2; on the other hand \( \delta \) can be expressed in terms of \( \delta_p, \delta_{T_1}, \delta_{T_1'}, \delta_{T_2'}, \ldots \) as in Remark 2.18.)

Now if \( X \) is affine, equal, say, to \( \text{Spf} M^0[T]^p/(f) \) for some tuple \( f \) of elements of \( M^0[T]^p \), then one sets

\[
J^r(X, M^*) := \text{Spf} M^0[T, T', \ldots, T^{(r)}]^p/(f, \delta f, \ldots, \delta^r f).
\]

The latter affine formal scheme depends “functorially” on \( X \) and the construction \( X \mapsto J^r(X, M^*) \), for affine \( X \), behaves “well” under localization to the effect that this construction extends to a functor \( \text{FSch}_{M^0} \to \text{FSch}_{M^r} \). This functor commutes (in the obvious sense) with open immersions and products. If \( r = 0 \) this functor is the identity.

A special case of this construction is the following. We let \( R \in \text{Witt}_p \), let \( R^* \in \text{Prol}_p \) be the associated prolongation sequence, let \( B \) be a smooth affine scheme over \( R \), and let \( M^* := \mathcal{O}(J^r(\hat{B})). \) Then \( M^* \) has a natural structure of prolongation sequence in \( \text{Prol}_p \) and, for any smooth scheme \( X/B \), we have natural identifications

\[
J^r(\hat{X}, M^*) \simeq J^r(\hat{X}, R^*).
\]

Also, if \( X = X_R \) is an object in \( \text{FSch}_R \) we simply write \( J^r(X_R) \) instead of \( J^r(X_R, R^*). \)

Finally, note that for any morphism \( R \to R' \) in \( \text{Witt}_p \), any \( X_R \in \text{FSch}_R \) and any morphism \( P : \text{Spf} R' \to X_R \) over \( R \), there are natural liftings \( P^t : \text{Spf} R' \to J^r(X_R) \); in affine coordinates, if \( P \) is defined by \( T_i \mapsto a_i \), then \( P^t \) will be defined by \( T_i^{(j)} \mapsto \delta^t a_i \).
4.2. For a quick, but systematic, discussion of the functorial aspects of Section 4.1 above we refer to the first section of [8]. (It is shown there that all constructed objects represent appropriate functors.) All we need to know here is that if we have a morphism

$$\tilde{X} = \text{Spf } M^0[\tilde{T}]^p/ (\tilde{f}) \to X = \text{Spf } M^0[T]^p/ (f)$$

sending the tuple $T \mod (f)$ into a tuple $\tilde{T} \mod (\tilde{f})$, where $\tilde{T}$ is a tuple of elements in $M^0[\tilde{T}]^p$, then the induced map $J^r(\tilde{X}) \to J^r(X)$ sends the tuples

$$T', ..., T^{(r)} \mod (f)$$

into the tuples

$$\delta \tilde{T}, ..., \delta^r \tilde{T} \mod (\tilde{f}, \delta \tilde{f}, ..., \delta^r \tilde{f}).$$

In particular we have the following specialization principle. Let $R \to R'$ be a morphism in Witt$_p$ and let $f : X_R \to Y_R$ be a morphisms in FSch$_R$ and $P : \text{Spf } R' \to Y_R$ be a point; let $Z_{R'} := X_R \times_{Y_R} \text{Spf } R'$ be the pull back of $X_R$ via $P$, let $P_r : \text{Spf } R' \to J^r(Y_R)$ be the natural lifting of $P$, and let $f_r : J^{r}(X_R) \to J^{r}(Y_R)$ be the map induced by $f$. Then $J^{r}(Z_{R'})$ is isomorphic to the pull back of $J^{r}(X_R)$ via $P_r$.

From now on, until the end of the paper, we shall assume that $S$ is a finite set of primes containing 2. In Section 6 we shall actually strengthen this condition by insisting that $S$ also contains 3.

4.3. Let $X$ be any scheme of finite type over $\mathbb{Z}_S$, i.e. an object of Sch. We can consider the family of its $p$–jet spaces of a given order $(J^r(\mathbb{X}_p))$. We put on this family a Fermat structure, called the full Fermat structure, as follows. First we let the index set $I$ be in bijection with the set of all affine open subsets of $X$ (as before, for $i \in I$, we denote by $X_i \subset X$ the corresponding open set and we let $i \leq j$ iff $X_i \subset X_j$). Then, for each $p$, we set $J^r(\mathbb{X}_p)^{(i)} := J^r(X_i)^p$ (by compatibility of $p$–jets with open immersions, the latter is simply the pull-back of $X_i^p$ via the projection $J^r(X^p) \to \mathbb{X}_p^p$). Finally, for each $i$, we choose an isomorphism $\sigma_i : \mathbb{Z}_S[T]/ (f) \cong \mathcal{O}(X_i)$ (where $T$ is an $N$–tuple of indeterminates and $f$ is a tuple of polynomials), and we put on $(\mathcal{O}(J^r(X_i^p)))$ the Fermat structure defined by the surjections

$$P(N(r+1))^p \cong \mathbb{Z}_p[T, T', ..., T^{(r)}]^p \to \mathcal{O}(J^r(X_i^p))$$

induced from Section 4.1. We get in this way an object of $\mathcal{F}$Sch. If one changes the collection of isomorphisms $(\sigma_i)$ one obtains a new object of $\mathcal{F}$Sch, isomorphic to the original one.

Note that by Remark 4.13 (here we are using the fact that $2 \in S$) and by the Composition axiom, if $(f_p) \in \mathcal{F}(N(r+1))$, then $(\delta f_p) \in \mathcal{F}(N(r+2))$ and so we also have $(\phi f_p) \in \mathcal{F}(N(r+2))$.

If we are given a morphism of $\mathbb{Z}_S$–schemes of finite type $X \to Y$, then one checks immediately, using Section 4.2, that the induced family

$$(J^r(\mathbb{X}_p) \to J^r(\mathbb{Y}_p))$$

is a Fermat family, hence it gives a morphism in $\mathcal{F}$Sch. Note also that the natural families of projections $(J^{r+1}(X_p) \to J^r(X_p))$ are morphisms in $\mathcal{F}$Sch.

Once we fix, for each $X$ in Sch, a collection of isomorphisms $(\sigma_i)$ as above one gets a functor

$$\text{Sch} \to \mathcal{F}$Sch, \quad X \mapsto (J^r(X^p))_{\text{full}}.$$
For \( r = 0 \) this is the functor in Section 3.2. The index full indicates that we are considering the full Fermat structures. On the other hand if \( X \) is affine, then the construction above gives a Fermat structure on \( \mathcal{O}(J^r(\mathcal{O}^p)) \), hence an object \((J^r(\mathcal{O}^p))_{\text{coarse}}\) of \( \mathcal{F\text{Sch}}_{\text{coarse}} \).

We will often consider the following situation. Let \( X \to B \) be a morphism in \( \text{Sch} \) with \( B \) affine. Then, on the family \((Y_p = X^p \times_{B^p} J^r(B^p))\) we may consider the following Fermat structure (called induced from \( X \) and denoted by \((Y_p)_{\text{ind}, X}\)). The index set \( I \) is in bijection with the set of all open affine subsets \( X_i \) of \( X \), and for all \( i \in I \) we let \( Y^{(i)}_p = X^{(i)}_p \times_{B^p} J^r(B^p) \) have its ring of functions be equipped with the product Fermat structure. (Of course, if \( B = \text{Spec} \, \mathcal{O}_S \), then \( Y_p = X^p \).

More generally, in a similar way, if \( Z \) is an affine scheme in \( \text{Sch} \) one can consider the Fermat structure \((Y_p \times Z^p)_{\text{ind}, X} \) induced from \( X \).

Recall from [5] that for any \( r \) and any formal scheme \( X_R \), smooth over \( R \in \text{Witt}_p \), the projection \( J^r(X_R) \to X_R \) is locally, in the Zariski topology, a trivial bundle with fiber \((\mathbb{A}^n)^p\), the completion of the affine space of dimension \( nr \), where \( n \) is the relative dimension of \( X_R/R \). (Here a formal scheme over \( R \) is called smooth if it is locally obtained by \( p \)-adically completing a smooth scheme over \( R \). More generally a morphism of formal schemes will be called smooth if it is the \( p \)-adic completion of a smooth morphism of schemes of finite type over \( R \).) Moreover these bundles for various \( r \)'s are compatible with each other in the obvious sense.

The following more precise statement follows from [5], p. 317, and will be needed. Assume \( M^r \in \text{Pro} \mathcal{O}_p \) and let \( U \) be a smooth scheme over \( M^0 \). By etale coordinates on \( U/M^0 \) we understand here an \( m \)-tuple of elements of \( \mathcal{O}(U) \) such that the induced map \( U \to \mathbb{A}^m_{M^0} \) is etale. Then the following holds: if \( U/M^0 \) admits etale coordinates \( y \), then \( J^r(U, M^*) \) is naturally isomorphic to \( U \times_{\text{Spf} \, M^0} \text{Spf} \, M^r \times \mathbb{A}^m \) such that the coordinates on \( \mathbb{A}^m \) are given by \( \delta y, \ldots, \delta^r y \).

In what follows we want to show that the above “local trivialisations” can be made “Fermat”.

Let \( U \to B \) be a smooth morphism of smooth affine schemes over \( \mathcal{O}_S \). We say that \( U/B \) has special etale coordinates if

\[
\mathcal{O}(B) = \mathcal{O}_S[T_1, \ldots, T_m]/(g),
\]
\[
\mathcal{O}(U) = (\mathcal{O}_S[T_1, \ldots, T_{m+1}]/(g, f))_{\partial f/\partial T_{m+1} = 0},
\]

where \( g \) is a tuple of polynomials in \( \mathcal{O}_S[T_1, \ldots, T_m] \), and \( f, G \) are polynomials in \( \mathcal{O}_S[T_1, \ldots, T_n] \). The images of \( T_{m+1}, \ldots, T_n \) in the ring above will be called the special etale coordinates in this representation. (Our special etale coordinates are, of course, directly related to the special affine varieties of Monski-Washnitzer [21].)

If \( B \) is integral and \( X/B \) is any smooth scheme over \( B \), then, after replacing \( B \) by a non-empty affine open set of it, \( X \) can be covered with affine open sets \( X_i \) such that, for each \( i \), \( X_i/B \) has special etale coordinates. (This follows, for instance, by combining the various results in [4], Chapter 2.)

We will prove the following:

**Proposition 4.1.** Let \( U/B \) have special etale coordinates as above. Let \( Y_p = U^p \times_{B^p} J^r(B^p) \). Then we have the following isomorphisms in \( \mathcal{F\text{Sch}} \):

1. \( (J^r(U^p))_{\text{full}} \cong (Y_p \times (\mathbb{A}^{(n-m)})^p)_{\text{ind}, U} \) over \( (Y_p)_{\text{ind}, U} \).
2. \( (J^r(U^p))_{\text{coarse}} \cong (Y_p \times (\mathbb{A}^{(n-m)})^p)_{\text{coarse}} \) over \( (Y_p)_{\text{coarse}} \).
To prove the proposition we need some preparation.

**Lemma 4.2.** Let \( x_0, ..., x_d, u, w, v \) be indeterminates and consider the polynomial
\[
\Phi(x, u, v) = x_0 + x_1u + vx_2u^2 + ... + vx_du^d \in \mathbb{Z}[x, u, v],
\]
where \( x \) is the \( d+1 \)-tuple \( x_0, ..., x_d \). Then there exists a power series \( \Psi_d := \Psi(x, w, v) \in \mathbb{Z}[x, w][[v]] \) such that
\[
\Phi(x, \Psi(x, x^{-1}, v), v) = 0
\]
in the ring \( \mathbb{Z}[x, x^{-1}][[v]] \).

**Proof.** Standard, in the style of Hensel’s Lemma. \( \square \)

**Lemma 4.3.** For any \( f \in \mathbb{Z}_p[T] \), where \( T \) is a tuple of variables \( (T_i) \), the following formula holds in the ring \( \mathbb{Z}_p[T, T', ..., T^{(r)}] \):
\[
\frac{\partial (\delta^r f)}{\partial T_i^{(r)}} = \phi^r \left( \frac{\partial f}{\partial T_i} \right).
\]

**Proof.** An easy exercise; or use Lemma 2.3 in [6], p.361, plus induction. \( \square \)

**Proof of Proposition 4.1.** Write
\[
\mathcal{O}(U) = \mathbb{Z}_{S}[T_1, ..., T_{n+1}, T_{n+2}]/(g, f, 1 - T_{n+2}G(\partial f/\partial T_{n+1}))(\text{cf. the paragraph before the statement of Proposition 4.1}).
\]
Let \( t \) denote the tuple \( T_1, ..., T_n \). Then, for \( i \geq 1 \), one can check by induction that one can write
\[
\delta^i f = \sum_{j=0}^{d} a_{ijp} T_{i+n+1}^{(j)} \quad a_{ijp} \in \mathbb{Z}_p[t, t', ..., T^{(i)}_{i+n+1}, T'_{i+n+1}, ..., T^{(i-1)}_{i+n+1}]^p,
\]
where \( d \) is the degree of \( f \) in \( T_{n+1} \). Since, for each \( i \), \( (\delta^i f) \) is a Fermat family, it follows that for each \( i \), \( (a_{ijp}) \) is a Fermat family. By Lemma 4.3 we have
\[
a_{i1p} = \phi^i \left( \frac{\partial f}{\partial T_{i+n+1}} \right) |_{T_{i+n+1} = 0}.
\]
On the other hand we claim that we have
\[
\phi^i \left( \frac{\partial f}{\partial T_{i+n+1}} \right) = \left( \frac{\partial f}{\partial T_{i+n+1}} \right)^{p^i} + pD_{ip},
\]
where \( (D_{ip}) \) is a Fermat family. Indeed, it follows from Remark 2.15 that we can write an equation as above where \( D_{ip} \) is obtained from a Fermat family in \( \mathcal{F} \) by substituting the variables by
\[
\frac{\partial f}{\partial T_{i+n+1}}, \delta \left( \frac{\partial f}{\partial T_{i+n+1}} \right), ..., \delta^i \left( \frac{\partial f}{\partial T_{i+n+1}} \right);
\]
this proves our claim. Setting \( T_{i+n+1} = 0 \) in the last equation and using the Composition axiom we get that
\[
a_{i1p} = \left( \frac{\partial f}{\partial T_{i+n+1}} \right)^{p^i} + pd_{ip}
\]
with \( (d_{ip}) \) a Fermat family. On the other hand one sees by induction on \( i \) that for all \( i \geq 1 \) and all \( j \geq 2 \) we have that \( a_{ijp} = pb_{ijp} \) with \( (b_{ijp}) \) a Fermat family.
The same arguments as above applied to \(1 - T_{n+2}(df/\partial T_{n+1})G\) in place of \(f\) and \(T_{n+2}\) in place of \(T_{n+1}\) show that
\[
\delta^i(1 - T_{n+2}(\partial f/\partial T_{n+1})G) = \alpha_{ip} + [(\partial f/\partial T_{n+1})^p G^p + p\beta_{ip}]T_{n+2}^{(i)},
\]
where \(\alpha_{ip}, \beta_{ip}\) do not depend on \(T_{n+2}\) and form Fermat families.

Let \(T\) denote the tuple \(T_1, ..., T_{n+1}\) and \(\hat{T}\) denote the tuple \(\hat{T}_1, ..., \hat{T}_{n+2}\). We shall define a Fermat family of isomorphisms between the family of rings

\[
(*)_G \quad \mathbb{Z}_p[\hat{T}, ..., \hat{T}^{(r)}]/(\delta^i g, \delta^i f, \delta^i(1 - T_{n+2}(\partial f/\partial T_{n+1})G))
\]

and the family of rings

\[
(**)_G \quad \mathbb{Z}_p[\hat{T}, t', ..., t^{(r)}]/(\delta^i g, f, 1 - T_{n+2}(\partial f/\partial T_{n+1})G),
\]

where \(i\) above runs through 0, ..., \(r\). This will, of course, close the proof of statement 2) in the proposition.

There is an obvious Fermat family of morphisms \((**)_G \rightarrow (*)_G\) given by \(\hat{T} \mapsto \hat{T}\), \(t^{(i)} \mapsto t^{(i)}\) and it is easy to see that these are ring isomorphisms. What is not clear a priori is that the inverse morphisms \((*)_G \rightarrow (**)_G\) form a Fermat family. We shall explicitly provide a Fermat inverse. Let \(\Psi\) be the series in Lemma 4.2. Then we define morphisms from \((*)_G \rightarrow (**)_G\) by sending \(\hat{T} \mapsto T\), \(T_{n+2} \mapsto T_{n+2}\) and, for \(i \geq 1:\)

\[
T_{n+2}^{(i)} \mapsto -\alpha_{ip} \sum_{j=0}^{\infty} (-1)^j p^j \beta_{ip} T_{n+2}^{(j+1)},
\]

\[
T_{n+1}^{(i)} \mapsto \Psi(a_{ip}, b_{ip}, \eta_{ip}, p),
\]

where

\[
\eta_{ip} := \sum_{j=0}^{\infty} (-1)^j p^j \beta_{ip} T_{n+2}^{(j+1)}.
\]

(Of course these formulae are obtained by “solving the equations \(\delta^i f = 0\) and \(\delta^i(1 - T_{n+2}(\partial f/\partial T_{n+1})G) = 0\) for the variables \(T_{n+1}^{(i)}\) and \(T_{n+2}^{(i)}\), respectively.) Obviously the homomorphisms we defined form Fermat families, and our proof of assertion 2) in Proposition 4.1 is concluded.

To check assertion 1) in Proposition 4.1 we need to prove that the induced family of morphisms \((J^r(U^{-p})) \rightarrow (Y_p \times (A^{r(n-m)})^{-p})\) as well as their inverses are Fermat families, when one considers the full Fermat structures. It is enough to check that for any \(H \in \mathbb{Z}_S[\hat{T}]\) we have an isomorphism between the corresponding rings \((*)_{GH}\) and \((**)_GH\) compatible with \((*)_G \simeq (**)_G\). Since \(G\) in our discussion was completely arbitrary we could replace \(G\) by \(GH\) everywhere and get the desired isomorphism. Compatibility with \((*)_G \simeq (**)_G\) is also clear. This closes the proof of Proposition 4.1.

4.4. As the proof of Proposition 4.1 shows, if \(\tau = (T_{m+1}, ..., T_n)\) give special etale coordinates on \(U\) in some representation, then the isomorphism \((*)_G\) in Proposition 4.1 can be arranged to send \(\tau', ..., \tau^{(r)}\) into the coordinate functions on \((A^{r(n-m)})^{-p}\). There is, of course, only one family of isomorphisms as in Proposition 4.1 satisfying this additional property; we call this unique family the canonical trivialisation of \((J^r(U^{-p}))\) attached to the special etale coordinates on \(U\). On the other hand the isomorphisms in Proposition 4.1 constructed for various \(r\)'s will be compatible with each other in the obvious sense.
The statement of Proposition 4.1 immediately suggests the following general questions. First: does an isomorphism in $\mathcal{FSch}$ between objects with full Fermat structures imply (under certain conditions) an isomorphism for coarse Fermat structures? Second: is the converse (sometimes) true? Proposition 3.2 should be viewed as dealing, in a quite special case, with the first question, for Proposition 3.2 is really about Fermat families of morphisms to $((\mathbb{A}^1)^p)$. As to the second question one can also prove results in special cases which will play a role later; this will be explained in what follows.

Let $U = \text{Spec } A$ be an affine scheme of finite type over $\mathbb{Z}$ and assume we are given a morphism $(\pi_p) : (X_p) \to (U^p)$ in $\mathcal{FSch}$ where all $X_p$ are affine and $(U^p)$ is viewed with its full Fermat structure. We say that $(X_p)$ is affine over $(U^p)$ if the index set for $(X_p)$ coincides as an ordered set with the index set $I$ for $(U^p)$ (i.e. with the set of affine open sets of $U$), and for any affine open set $U_i \subset U$ we have $X_p^{(i)} = \pi_p^{-1}(U_i^p)$. Note that if this is the case, then $(\mathcal{O}(X_p))$ comes with a Fermat structure, so we can also equip $(X_p)$ with a coarse Fermat structure to get an object $(X_p)_{\text{coarse}}$ in $\mathcal{FSch}_{\text{coarse}}$.

Now assume $(X_p)$ is affine over $(U^p)$. Then for any principal open set $U_i = \text{Spec } A_f$ of $U$ we have a natural isomorphism

$$\mathcal{O}(X_p^{(i)}) = \mathcal{O}(\pi_p^{-1}(U_i^p)) \to (\mathcal{O}(X_p)_f)^{p}.$$  

Now $(\mathcal{O}(X_p^{(i)}))$ comes with a Fermat structure (by the definition of a Fermat structure on $(X_p)$). On the other hand, $((\mathcal{O}(X_p)_f)^{p})$ has a Fermat structure naturally induced from the Fermat structure

$$\mathcal{P}(n)^{p} \to \mathcal{O}(X_p)$$

by considering the lifting of $(\dagger)$ to surjections

$$\mathcal{P}(n+1)^{p} \to (\mathcal{O}(X_p)_f)^{p}, \ x_{n+1} \mapsto 1/f.$$  

We will say that $(X_p)$ is principal over $(U^p)$ if (it is affine over $(U^p)$ and) the family of isomorphisms $(\dagger)$ as well as the family of their inverses are Fermat (with respect to the two Fermat structures described above).

Note that if $X \to U$ is an affine morphism in $\mathcal{Sch}$, then $(X^p)_{\text{ind}}$ (where ind means “Fermat structure induced from $U$”) is principal over $(U^p)$.

**Proposition 4.4.** Assume $U \to V$ is a morphism in $\mathcal{Sch}$. Assume $(X_p)$ and $(Y_p)$ are principal over $(U^p)$ and $(V^p)$, respectively, and assume we have a morphism

$$(X_p)_{\text{coarse}} \to (Y_p)_{\text{coarse}}$$

in $\mathcal{FSch}_{\text{coarse}}$, compatible with $U \to V$. Then we have induced morphisms

$$(X_p^{(i)})_{\text{coarse}} \to (Y_p^{(i)})_{\text{coarse}}$$

in $\mathcal{FSch}_{\text{coarse}}$ for all principal open subsets $U_i \subset U$, $V_j \subset V$ such that $U_i$ is mapped into $V_j$. Consequently we have an induced morphism in $\mathcal{FSch}$

$$(X_p) \to (Y_p).$$

**Proof.** A trivial exercise. \qed

**Proposition 4.5.** 1) Let $U$ be an affine scheme of finite type over $\mathbb{Z}$. Then $(J^p(U^p))$ is principal over $(U^p)$.
2) Let \( U \to B \) be a morphism of affine schemes in \( \textbf{Sch} \). Then
\[
(U^p \times B^p \times J^r (B^p))_{\text{ind}, U}
\]
is principal over \( (U^p)^r \).

**Proof.** Assertion 2) is trivial. To prove assertion 1 write \( U = \text{Spec} \ Z_S[T]/(f) \), where \( T = \{ T_1, ..., T_N \} \) is an \( N \)-tuple of variables and \( f \) is a tuple of polynomials. Let \( U_i \) be the principal open set of \( U \) defined by some \( G \in Z_S[T] \), hence
\[
\mathcal{O}(U_i) = Z_S[T, T_{N+1}]/(f, T_{N+1}G - 1).
\]
We must prove that there is a Fermat family of isomorphisms \( (\sigma_p) \) from
\[
\mathbb{Z}_p[T, ..., T^{(r)}, T_{N+1}, ..., T_{N+1}^{(r)}]/(\delta^i f, \delta^i (T_{N+1}G - 1); 0 \leq i \leq r)
\]
to
\[
\mathbb{Z}_p[T, ..., T^{(r)}, T_{N+1}]/(\delta^i f, T_{N+1}G - 1; 0 \leq i \leq r)
\]
with respect to the Fermat structures obtained by mapping the numerators of the rings above into those rings such that the family \( (\sigma_p^{-1}) \) is also Fermat. This can be done by looking back at the proof of Proposition 4.1 were the necessary Fermat families of series were actually already constructed. \( \square \)

By the last two propositions we get:

**Corollary 4.6.** Let \( U \to B \) be a morphism of affine schemes in \( \textbf{Sch} \) and assume one has a section
\[
(U^p \times B^p \times J^r (B^p))_{\text{coarse}} \to (J^r (U^p))_{\text{coarse}}
\]
in \( \mathcal{F} \text{Sch}_{\text{coarse}} \) of the natural projection. Then there is an induced morphism
\[
(U^p \times B^p \times J^r (B^p))_{\text{ind}, U} \to (J^r (U^p))_{\text{full}}
\]
in \( \mathcal{F} \text{Sch} \) and also morphisms
\[
(U^p \times B^p \times J^r (B^p))_{\text{coarse}} \to (J^r (U^p))_{\text{coarse}}
\]
in \( \mathcal{F} \text{Sch}_{\text{coarse}} \) for all affine principal open sets \( U_i \subset U \).

4.5. Here is a consequence of Corollary 4.6. Let \( U \to B \) be as in Corollary 4.6 and let
\[
(\alpha_p), (\beta_p) : (U^p \times B^p \times J^r (B^p))_{\text{coarse}} \to (J^r (U^p))_{\text{coarse}}
\]
be sections in \( \mathcal{F} \text{Sch} \) “over \( B \).” Then, by the discussion in Section 3.1 about tensor products, there is an induced morphism
\[
(\alpha_p \times \beta_p) : (U^p \times B^p \times U^p \times B^p \times J^r (B^p))_{\text{coarse}} \to (J^r (U^p) \times J^r (B^p) \times J^r (U^p))_{\text{coarse}}.
\]
Since \( J^r (U^p) \times J^r (B^p) \times J^r (U^p) = J^r ((U \times B) U^p) \), it follows from Corollary 4.6 that we get an induced morphism
\[
((U \times B) U^p \times B^p \times J^r (B^p))_{\text{ind}, U \times B \text{U}} \to ((U \times B) U^p)_{\text{full}}.
\]
We will need the following variant of Proposition 4.1:

**Proposition 4.7.** Let \( M \) be a finitely generated \( \mathbb{Z}_S \)-algebra and
\[\]
\[
B = \text{Spec} \ M, \quad U = \text{Spec} \ M[x, y]/(f),
\]
where \( f \) is a polynomial in two variables, of degree \( d \), such that
\[
\left( f, \frac{\partial f}{\partial x} \frac{\partial f}{\partial y} \right) = (1).
\]
Then, for any \( r \), there is a section in \( J^{\text{Sch}} \)

\[
(U^p \times_{B^p} J^p(B^p))_{\text{coarse}} \rightarrow (J^p(U^p))_{\text{coarse}}
\]

of the natural projection.

Note that, unlike in Proposition 4.1, we do not assume there are special etale coordinates on \( U \). The existence, for each \( p \), of a section was noted by Hurlburt [15]; what Proposition 4.7 says is that one can choose these sections to form “Fermat families”. We need the following:

**Lemma 4.8.** Let \( x_0, x_1, x_2, x_{ij}, u_1, u_2, s_1, s_2, w, v \) be indeterminates (where \( 2 \leq i + j \leq d, i, j \geq 0 \)) and consider the polynomial

\[
\Phi(x, u, v) = x_0 + x_1 u_1 + x_2 u_2 + v \sum_{i+j=0}^d x_{ij} u_1^i u_2^j \in \mathbb{Z}[x, u, v]
\]

(where \( x \) is the tuple \((x_0, x_1, x_2, x_{ij})\) and \( u = (u_1, u_2) \)). Then there exists a pair \( \Psi = (\Psi_{id}, \Psi_{2d}) \) of series

\[
\Psi_{id} = \Psi_{id}(x, s_1, s_2, w, v) \in \mathbb{Z}[x, s_1, s_2, w][[[v]], \quad i = 1, 2,
\]

such that

\[
\Phi(x, \Psi(x, s_1, s_2, (s_1 x_1 + s_2 x_2)^{-1}, v), v) = 0
\]

in the ring \( \mathbb{Z}[x, s_1, s_2, (s_1 x_1 + s_2 x_2)^{-1}][[v]] \).

**Proof.** Standard, in the style of Hensel’s lemma. \( \square \)

**Proof of Proposition 4.7.** Let \( M = \mathbb{Z}_p[t]/(g) \), where \( t \) is a tuple of variables and \( g \) is a tuple of polynomials. If \( d \) is the degree of \( f \), then, as in the proof of Proposition 4.1, one can write, for all \( k \leq r \),

\[
\delta^k f = a_{0kp} + a_{1kp} x^{(k)} + a_{2kp} y^{(k)} + p \sum_{i+j=2}^d \alpha_{ijkp} (x^{(k)})^i (y^{(k)})^j
\]

with \( a_{0kp}, a_{1kp}, a_{2kp}, \alpha_{ijkp} \in \mathbb{Z}_p[t, x, y, \ldots, t^{(k-1)}, x^{(k-1)}, y^{(k-1)}, t^{(k)}]^p \) forming, as \( p \) varies, Fermat families. As in Proposition 4.1 one finds that

\[
a_{1kp} = \left( \frac{\partial f}{\partial x} \right)^{p^k} + pd_{1kp},
\]

\[
a_{2kp} = \left( \frac{\partial f}{\partial y} \right)^{p^k} + pd_{2kp},
\]

where \( (d_{1kp}) \) and \( (d_{2kp}) \) are Fermat families. Write

\[
h_1 \frac{\partial f}{\partial x} + h_2 \frac{\partial f}{\partial y} + hf = 1
\]

with \( h_1, h_2, h \in \mathbb{Z}_p[t, x, y] \). By Remark 2.17 there exist Fermat families \((A_{1kp})\) and \((A_{2kp})\) of polynomials in \( x_1, x_2 \) with \( \mathbb{Z} \)–coefficients such that

\[
(x_1 + x_2)^{2p^k} = A_{1kp} x_1^{p^k} + A_{2kp} x_2^{p^k}.
\]

We then have

\[
(1 - hf)^{2p^k} = H_{1kp} \left( \frac{\partial f}{\partial x} \right)^{p^k} + H_{2kp} \left( \frac{\partial f}{\partial y} \right)^{p^k},
\]
where
\[ H_{ikp} = A_{ikp}(h_1 \frac{\partial f}{\partial x}, h_2 \frac{\partial f}{\partial y})h_i^k, \quad i = 1, 2, \]
are obviously Fermat families. Denote by \( a_{kp} \) the tuple
\[(a_{0kp}, a_{1kp}, a_{2kp}, a_{ijkp}).\]

Let \( \Psi_i \) be the series defined in Lemma 4.8. Then we may consider the Fermat family of ring homomorphisms
\[ \mathbb{Z}_p[t, x, y, \ldots, t^{(r)}, x^{(r)}, y^{(r)}]/(g, \delta g, \ldots, \delta^r g, f, \delta f, \ldots, \delta^r f) \]
\[ \to \mathbb{Z}_p[t, x, y, \ldots, t^{(r)}]/(g, \delta g, \ldots, \delta^r g, f) \]
defined by \( t^{(i)} \to t^{(i)}, x \to x, y \to y \) and
\[ x^{(k)} \to \Psi_{1d}(a_{kp}, H_{1kp}, H_{2kp}, \theta_{kp}, p), \]
\[ y^{(k)} \to \Psi_{2d}(a_{kp}, H_{1kp}, H_{2kp}, \theta_{kp}, p), \]
where
\[ \theta_{kp} := \sum_{n=0}^{\infty} (-1)^n p^n (H_{1kp}d_{1kp} + H_{2kp}d_{2kp})^n, \]
and we are done.

5. Fermat families arising from formal groups

5.1. Let \( B = \text{Spec} \, M \), where \( M \) is either a smooth \( \mathbb{Z}_S \)-algebra, where \( S \) is a finite set of primes, or \( M \) is any Noetherian, flat \( \mathbb{Z}_p \)-algebra. In the first situation we say we are in the global case whereas in the second situation we say we are in the local case. We will later need to consider both cases. Let \( z \) be a \( g \)-tuple of variables and consider \( g \)-tuples of variables \( z', z'', \ldots, z^{(r)}, \ldots \), where in the global case set \( M_p^* = \mathcal{O}(J^*(B^r)) \) (where \( p \) varies outside \( S \)); so, for each \( p \), \( M_p^* \in \text{Prol}_p \). In the local case assume we are given a prolongation sequence \( M_p^* \in \text{Prol}_p \) such that \( M_p^0 = M \). There are unique ring homomorphisms
\[ M_p^0[[z]] \overset{\delta}{\to} M_p^1[[z, z']] \overset{\delta}{\to} M_p^2[[z, z', z'']] \overset{\delta}{\to} \ldots \]
such that \( \phi(t) = t^p + pt^d \) for \( t \in M_p^r \) and such that \( \phi(z^{(r)}) = (z^{(r)})^p + p(z^{(r+1)}) \). As a notational rule, if \( f \in M_p^r[[z, z', \ldots, z^{(r)}]] \), then \( f^{\phi^i} \) will mean the series obtained from \( f \) by “acting its coefficients with \( \phi^i \).” Now define maps
\[ M_p^0[[z]] \overset{\delta}{\to} M_p^1[[z, z']] \overset{\delta}{\to} M_p^2[[z, z', z'']] \overset{\delta}{\to} \ldots \]
by the formula \( \delta(f) := (\phi(f) - f^p)/p \). Note that \( \phi \) and \( \delta \) commute.

Here is one more useful notation: if \( F, g_0, \ldots, g_r \in (M_p^r[[z, z', \ldots, z^{(r)}]]) \) are \( g \)-tuples of series and either \( F \in (M_p^r[[z, z', \ldots, z^{(r)}]])^g \) or all \( g_i \in (z, \ldots, z^{(r)})^g \), then we denote by \( [F] \circ [g_0, \ldots, g_r] \in (M_p^r[[z, z', \ldots, z^{(r)}]])^g \) the result obtained by replacing \( z, z', \ldots, z^{(r)} \) in \( F \) by \( g_0, \ldots, g_r \); in other words \( [F] \circ [g_0, \ldots, g_r] := F(g_0, \ldots, g_r) \). With this convention it is trivial to check, by induction, that for any \( G \in M[[z]] \) we have
\[ (\phi^r(z)) \circ [G, \delta G, \ldots, \delta^r G] = \phi^r(G). \]
Also, by induction, one sees that the components of the vector \( \phi^r(z) - z^p - p(z') p^{r-1} \) belong to the ideal \((p^2, p^3)\); consequently we have

\[
\begin{align*}
(\ast \ast) \quad [\phi^r(z)] \circ [0, z', ..., z^{(r)}] & \equiv 0 \quad \text{mod} \quad (p), \\
\frac{1}{p}[\phi^r(z)] \circ [0, z', ..., z^{(r)}] & \equiv (z')^{p^{r-1}} \quad \text{mod} \quad (p).
\end{align*}
\]

Next we claim that if \( F \in M[[z]]^g, F(0) = 0, \) then

\[
(\ast \ast \ast) \quad [\delta^r F] \circ [0, z', ..., z^{(r)}] \in (M_p^g[z', ..., z^{(r)}])^g
\]

i.e. the components of the above vector are restricted power series (rather than merely formal power series). Indeed (as one can check by induction) the \( i \)-th component of \( p^r \delta^r F \) belongs to the ring generated by the \( i \)-th components of \( F, \phi(F), ..., \phi^r(F) \) so it is enough to check that the components of

\[
[\phi^r(F)] \circ [0, z', ..., z^{(r)}]
\]

are restricted power series. But

\[
[\phi^r(F)] \circ [0, z', ..., z^{(r)}] = [F^{\phi^r}] \circ [\phi^r(z)] \circ [0, z', ..., z^{(r)}]
\]

and we are done by \((\ast \ast)\) above.

We will also need the following formula, valid for any invertible element \( \lambda \in M^\times\):

\[
(\ast \ast \ast \ast) \quad [\phi^r(z)] \circ [0, z', ..., z^{(r)}] \circ [\delta(\lambda^{-1} z), ..., \delta^r(\lambda^{-1} z)] \circ [0, z', ..., z^{(r)}] = [\phi^r(\lambda^{-1}) \phi^r(z)] \circ [0, z', ..., z^{(r)}].
\]

Indeed, the left-hand side of the above equation equals

\[
[\phi^r(z)] \circ [0, \delta(\lambda^{-1} z), ..., \delta^r(\lambda^{-1} z)] \circ [0, z', ..., z^{(r)}] = [\phi^r(z)] \circ [\lambda^{-1} z, \delta(\lambda^{-1} z), ..., \delta^r(\lambda^{-1} z)] \circ [0, z', ..., z^{(r)}].
\]

By \((\ast)\) above the latter equals

\[
[\phi^r(\lambda^{-1} z)] \circ [0, z', ..., z^{(r)}] = \phi^r(\lambda^{-1}) [\phi^r(z)] \circ [0, z', ..., z^{(r)}].
\]

5.2. Let \( \Phi(z_1, z_2) \in (M[[z_1, z_2]])^g \) be a commutative formal group in \( g \) variables (so here \( z_1, z_2 \) are \( g \)-tuples of variables) and consider the associated logarithm

\[
l(z) = \sum_{|\mathbf{n}| \geq 1} a_{\mathbf{n}} z^\mathbf{n},
\]

where \( \mathbf{n} \) are \( g \)-tuples of non-negative integers with sum \(|\mathbf{n}|\), and \( a_{\mathbf{n}} \in (M \otimes \mathbf{Q})^g \) are viewed as column vectors. We then have

\[
\Phi(z_1, z_2) = e(l(z_1) + l(z_2)),
\]

where \( e(z) \in ((\mathbf{Q} \otimes M)[[z]])^g \) is the exponential, i.e. the compositional inverse of \( l(z) \). Then the \((r+1)g\)-tuple of formal series \( (\Phi, \delta \Phi, ..., \delta^r \Phi) \) in the variables \( z = (z_1, z_2), z' = (z'_1, z'_2), ..., z^{(r)} = (z^{(r)}_1, z^{(r)}_2) \) is a (commutative) formal group law in \((r+1)g\) variables. Let us set \( z = 0 \) in this tuple, in other words consider the \( rg\)-tuple

\[
([\delta \Phi] \circ [0, z', ..., z^{(r)}], ..., [\delta^r \Phi] \circ [0, z', ..., z^{(r)}]).
\]

By \((\ast \ast \ast)\) in Section 5.1 the components of the latter tuple are restricted power series (rather than mere formal power series) i.e. belong to \( M_p^g[z', ..., z^{(r)}]^g \). In particular this \( rg\)-tuple makes the completed affine space \( (\mathbf{A}^{(g)})^g \) into a group.
object in the category $\text{FSch}_{M_p}$. Denote by $[+]$ the addition on this completed affine space.

Now define, for each $p$, and each $r \geq 1$, the following $g$–tuple of series

$$L_p^r = L_p^r(z', \ldots, z^{(r)}) := \frac{1}{p} [\phi^r(z)] \circ [0, z', \ldots, z^{(r)}].$$

(Division by $p$ in unambiguous because $M_p^r$ is flat over $\mathbb{Z}_p$.) By (***) in Section 5.1 the components of this tuple belong to $M_p^r[z', \ldots, z^{(r)}]^{-p}$.\n
**Proposition 5.1.** In the global case ($L_p^r$) are Fermat. Also, in both the global and the local case, $L_p^r \equiv (z')^{p^r - 1} \mod (p)$, in particular $L_p^r \equiv (L_p^r)^{p^r - 1} \mod (p)$.

Here a family of vectors is called Fermat if, for each index $i$, the family of the $i$–th components is Fermat.

**Proof.** Since

$$\frac{1}{p} [\phi^r(z)] \circ [0, z', \ldots, z^{(r)}] = \left[ \frac{\phi^r(z) - z^{p^r}}{p} \right] \circ [0, z', \ldots, z^{(r)}]$$

and since, by Remark 2.18 plus the Composition axiom, the right-hand side of the above equality is, in the global case, Fermat, it follows that so is the left-hand side. Call this left-hand side $G_p^r$. Then we have

$$L_p^r = \sum_{|n| \geq 1} \phi^r(a_n) p^{|n| - 1} (G_p^r)^n.$$

By [14], p. 64, (11.1.3) and (11.1.4), we can write

$$a_n = \sum_{t \geq 1} \sum_{p_1 \ldots p_t \mid |n|} \frac{A_{p_1 \ldots p_t}}{p_1 \ldots p_t},$$

where $A_{p_1 \ldots p_t} \in M^g$ and $p_1, \ldots, p_t$ run through the set of all (not necessarily distinct) primes such that the product $p_1 \ldots p_t$ divides $|n|$. Let $v_p$ be the valuation at $p \neq 2$ on the rationals. We have

$$\mu_p(n, p_1, \ldots, p_r) := v_p \left( \frac{p^{|n| - 1}}{p_1 \ldots p_t} \right) \geq |n| - 1 - t',$$

where $t' = t - 1$ if at least one of the $p_i$’s equals 2 and $t' = t$ if no $p_i$ equals 2. In the first case $t \leq \frac{\log |n|}{\log 2}$ and in the second case $t \leq \frac{\log |n|}{\log 3}$. So in both cases $|n| - 1 - t'$ is $\geq 0$, and it is $\geq 1$ for $|n| \geq 2$. Moreover, in both cases $|n| - 1 - t' \geq |n| - 1 - \frac{\log |n|}{\log 2} \to \infty$ as $|n| \to \infty$ so, by Remark 2.11 and the $p$–adic closure axiom, $(L_p^r)$ is Fermat. Also note that, since $l^{p^r}(z) \equiv z \mod (z)^2$, we get that $L_p^r \equiv (z')^{p^r - 1} \mod (p)$.$\square$

**Proposition 5.2.** In both the global and the local case, the $g$–tuple $L_p^r$ defines a group homomorphism

$$((\mathbb{A}^g)^P, [+]) \to ((\mathbb{A})^g)^P, +);$$

in other words, the following formula holds:

$$L_p^r((z_1', \ldots, z_1^{(r)})[+] (z_2', \ldots, z_2^{(r)})) = L_p^r(z_1', \ldots, z_1^{(r)}) + L_p^r(z_2', \ldots, z_2^{(r)}).$$
Proof:

\[ L_p^r((z_1', ..., z_1^{(r)} ) \oplus (z_2', ..., z_2^{(r)} )) = L_p^r([\delta \Phi] \circ [0, z', ..., z^{(r)}], ..., [\delta^r \Phi] \circ [0, z', ..., z^{(r)}]) = \frac{1}{p} [l^\phi \circ [\phi^r(z)] \circ [\Phi, \delta \Phi, ..., \delta^r \Phi] \circ [0, z', ..., z^{(r)}] = \frac{1}{p} [l^\phi] \circ [\phi^r(\Phi)] \circ [0, z', ..., z^{(r)}] = \frac{1}{p} \prod (l^\phi) \circ [\phi^r(z)] \circ [\Phi, \delta \Phi, ..., \delta^r \Phi] \circ [0, z', ..., z^{(r)}] = \frac{1}{p} [z_1 + z_2] \circ [l^\phi] \circ [\phi^r(z)] \circ [0, z', ..., z^{(r)}] = L_p^r(z_1', ..., z_1^{(r)}) + L_p^r(z_2', ..., z_2^{(r)}).\]

5.3. Here is one more remark that will be useful later. Assume we are in the global case. Let \( \Phi, l, \) and \( e \) be a commutative formal group law over \( M \) in \( g \) variables, its logarithm, and its exponential, respectively. We claim that, for each \( p \not\in S \), \( p^{-1} e(pz) \) belongs to \( (M[z]^{-p})^g \) and that

\[(p^{-1} e(pz)) \in \prod_{p \not\in S} (M[z]^{-p})^g \]

are Fermat with respect to the standard Fermat structure. Indeed, by the proof of Proposition 5.1, we can write

\[ p^{-1} l(pz) = z + ph_p(z), \]

where

\[(h_p(z)) \in \prod_{p \not\in S} (M[z]^{-p})^g \]

are Fermat. Now \( p^{-1} e(pz) \) is the \( p \)-adic limit of the sequence

\[(e_p^{(\nu)}(z)) \in \prod_{p \not\in S} (M[z]^{-p})^g \]

defined inductively by \( e_p^{(0)}(z) := z \) and

\[ e_p^{(\nu+1)}(z) := z - h_p(e_p^{(\nu)}(z)) \]

which immediately implies our claim.

6. Differential characters and differential modular forms

The plan of this section is the following. We will first review some of the results in [5, 7] on differential characters, and results in [8, 1, 2] on (Siegel) differential modular forms. Next we will give two constructions, a crystalline one and a \( p \)-jet theoretical one of Siegel differential modular forms which we call \( f_{\text{cris}, p}^n \) and \( f_{\text{jet}, p}^n \), respectively. Due to a “multiplicity one theorem” in [2] which we shall recall here these forms are “proportional”. On the other hand it turns out (easy) that \( f_{\text{cris}, p}^n \) for \( n = 1, 2 \) contain all relevant information as to the crystalline cohomology of our
Abelian schemes while (and this is harder to see) $f_{jet,p}^{n}$ form Fermat families. The above facts can then be easily combined to conclude the proof of the conjecture for curves and Abelian varieties. Note that we will defer to Section 7 the verification of the fact that the construction we give here for $f_{jet,p}^{n}$ indeed leads to a Siegel differential modular form with the desired properties for each fixed $p$. The verification that $f_{jet,p}^{n}$, as $p$ varies, form a Fermat family will be deferred to Section 8.

6.1. $\delta$-characters ([5, 7]). Start with a prime integer $p \neq 2, 3$ and let $R \in \text{Witt}_{p}$ have an algebraically closed field. Recall that there is a canonical operator $\delta : R \rightarrow R$ defined by the formula $\delta x := (\phi(x) - x^{p})/p$, $x \in R$, and call $\delta x, \delta^{2} x, \ldots$ the $p$–derivatives of order $1, 2$, ... of $x$. Let $G_{R}$ be a smooth commutative group scheme over $R$. In [5] we introduced the notion of $\delta$–character of $G_{R}$ of order $\leq r$; by definition this means a group homomorphism $\psi : G_{R}(R) \rightarrow R$ that can be represented, on each of the sets of an affine open Zariski cover, as a $p$–adic limit of polynomials with $R$–coefficients in the affine coordinates and their $p$–derivatives up to order $r$.

Any such $\delta$–character is induced by a unique homomorphism $J^r(G_{R})^{p} \rightarrow G_{a,R}^{p}$ in $\text{FSch}_{R}$, where $G_{a,R}^{p} := \text{Spf } R[x]^{p}$ is the $p$–adic completion of the additive group over $R$. By abuse we also write $\psi : G_{R} \rightarrow G_{a}$.

Let us assume now $G_{R} = E_{R}$ is an elliptic curve (i.e. an Abelian scheme of relative dimension one) over $R$.

By [5], Proposition (3.2), there exists a non-zero $\delta$–character $\psi : E_{R} \rightarrow G_{a}$ of order $\leq 2$; moreover there exists a $\delta$–character of order 1 if and only if the $p$–th power Frobenius of the closed fiber $E_{k}$ lifts to a $\phi$–linear endomorphism of $E_{R}$.

Assume $\psi$ above has minimum possible order. Then by [5], (2.10), $\psi$ is uniquely determined up to multiplication by an element in the quotient field of $R$. Let $\omega$ be a generator of the $R$–module of invariant 1–forms on $E_{R}$. Then by [5], (2.9), we have the following local expression for $\psi$ around the origin:

\begin{equation}
\psi(P) = \Lambda_{\psi}(p^{-1} \cdot \log_{\omega} P), \quad P \in E_{R}(pR),
\end{equation}

for a unique $\Lambda_{\psi} = \lambda_{0} \phi^{2} + \lambda_{1} \phi + \lambda_{0} \in R[\phi]$, where $E_{R}(pR)$ is the kernel of the reduction map $E_{R}(R) \rightarrow E_{k}(k)$ and $\log_{\omega} : E_{R}(pR) \rightarrow pR$ is the formal logarithm map associated to $\omega$. In [3] $\Lambda_{\psi}$ was called the Picard-Fuchs operator associated to $\psi$. Actually by [5], (3.2), (3.3), (4.5), one can choose $\psi$ such that either $\lambda_{1} = 1$, or $\lambda_{1} = 0$ and $\lambda_{0} \neq 0$. If this holds, then we shall say $\psi$ is normalized with respect to $\omega$. Such a normalized $\psi$ is uniquely determined by the pair $(E_{R}, \omega)$.

More generally, if $G_{R} = E_{R}$ is an Abelian scheme of relative dimension $g \geq 1$ over $R$, $\psi$ is a $g$–tuple of $\delta$–characters $E_{R} \rightarrow G_{a}$ of order $\leq 2$ and $\omega$ is an $R$–basis for the module of 1–forms on $E_{R}$, then, by the theory in [5], the formula (6.1) holds again for a unique operator

$$
\Lambda_{\psi} = \lambda_{0} \phi^{2} + \lambda_{1} \phi + \lambda_{0}, \quad \lambda_{0}, \lambda_{1}, \lambda_{2} \in gl_{g}(R).
$$

(Here, for any ring $A$ we denote by $gl_{g}(A)$ the set of all $g \times g$ matrices with coefficients in $A$.) The operator $\Lambda_{\psi}$ will be called, again, the Picard-Fuchs operator associated to $\psi$.

Going back to the one-dimensional case define the following set:

$$
\mathcal{M}(R) = \{(a, b) \in R^{2}; \Delta(a, b) \in R^{\times}\},
$$

where $\Delta(a, b) := 4a^{3} + 27b^{2}$. 
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Assume \( E_R = E_{a,b} \) is an elliptic curve in Weierstrass form \( y^2 = x^3 + ax + b \) with \((a, b) \in M(R)\). Then we set \( \Lambda_{a,b} := \Lambda_\psi \), where \( \psi \) is the unique normalized \( \delta \)-character associated to the pair \((E, dx/y)\).

The following was proved in [1], Theorem (1.10), and will be used later:

**Theorem 6.1** \((\mathbf{[2]})\). Assume \( a, b \in \mathbb{Z}_p \) and let \( E_{Z_p} \) be the elliptic curve over \( \mathbb{Z}_p \) corresponding to \((a, b)\). Assume the \( p \)-power Frobenius on \( E_{Z_p} \otimes \mathbb{F}_p \) does not lift to an endomorphism of \( E_{Z_p} \). Then \( \Lambda_{a,b} = \phi^2 - \tau \phi + p \), where \( \tau \) is the trace of the \( p \)-power Frobenius on \( E_{Z_p} \otimes \mathbb{F}_p \).

We need the following complement to the above theorem.

**Theorem 6.2.** Assume \( R \in \text{Witt}_p \) has finite residue field \( k \) of size \( p^d \) and let \((a, b) \in M(R)\) be such that the elliptic curve \( E_R \) corresponding to \((a, b)\) has ordinary reduction. Assume the \( p \)-power Frobenius on \( E_k := E_R \otimes k \) lifts to an endomorphism of \( E_R \). Then \( \Lambda_{a,b} = \phi - pu, u \in R \), and the characteristic polynomial of the \( p^d \) power Frobenius acting on \( E_k \) coincides with the characteristic polynomial of the matrix \( \phi^{d-1} \gamma \cdots \phi \gamma \cdot \gamma \), where

\[
\gamma = \begin{bmatrix} 1/u & 0 \\ 0 & pu \end{bmatrix}.
\]

**Proof.** The case \( d = 1 \) was proved in [2]. The general case can be proved in a similar way. Indeed, if \( l(z) \in R[1/p][[z]] \) is the logarithm of the formal group of \( E_R \), then, exactly as in [2], we get

\[
l^0(z^p) - pu \cdot l(z) \in pR[[z]].
\]

By induction one gets, for all \( i \),

\[
l^i(z^p^i) - p^i \phi^{i-1} u \cdots \phi u \cdot u \cdot l(z) \in pR[[z]].
\]

In particular, for \( i = d \) we have \( l^d(z) = l(z) \) and \( v := \phi^{d-1} u \cdots \phi u \cdot u \in \mathbb{Z}_p \).

As in [2] we obtain that the \( p^d \) power Frobenius of the formal group of \( E_R \) is just the multiplication \([p^d v] \) on the Formal group. But on the other hand the \( p^d \) power Frobenius on the formal group must be a root of \( x^2 - \tau x + p^d \), where \( \tau \) is the trace of the \( p^d \) power Frobenius on \( E_k \). In particular \( p^d v \) and \( v^{-1} \) are the roots of the above quadratic polynomial and the conclusion follows.

### 6.2. Siegel \( \delta \)-modular forms (2)

For any Noetherian ring \( S \) we let \( M_g(S) \) denote the set of all triples \((E, \theta, \omega)\), where \( E/S \) is an Abelian scheme of relative dimension \( g \), \( \theta : E \to \hat{E} \) is a principal polarization, and \( \omega = (\omega_1, \ldots, \omega_g)^t \) is a column vector whose entries are a basis of the \( S \)-module of \( 1 \)-forms \( H^0(E, \Omega^1_{E/S}) \); so the latter is supposed, by our very definition, to be free. (Also \( M_1(R) \) coincides with the set \( M(R) \) defined previously.)

By a **Siegel \( \delta \)-modular function** of genus \( g \), size \( m \), and order \( \leq n \) we understand a rule, call it \( f \), that associates to any prolongation sequence \( S^* \in \text{Prol}_p \) and to any triple \((E, \theta, \omega) \in M_g(S^0) \) an \( m \times m \) matrix

\[
f(E, \theta, \omega, S^*) \in gl_m(S^n)
\]

satisfying the following properties:

#### 6.2.1. \( f(E, \theta, \omega, S^*) \) depends on \( S^* \) and the isomorphism class of \((E, \theta, \omega)\) only.
6.2.2. The formation of \( f(E, \theta, \omega, S^*) \) is functorial in \( S^* \) in the sense that if \( \pi : S^* \to \tilde{S}^* \) is a morphism of prolongation sequences in \( \text{Prol}_p \) and \( \pi^* \) denotes “pull back via \( \pi^* \), then

\[
\pi^* f(\pi^* E, \pi^* \theta, \pi^* \omega, \tilde{S}^*) = \pi(f(E, \theta, \omega, S^*)).
\]

Sometimes, when no confusion arises, we will write \( f(E, \theta, \omega) \) in place of \( f(E, \theta, \omega, S^*) \).

Let \( G \) and \( G' \) be group schemes over \( \mathbb{Z}_p \). By a \( \delta \)-homomorphism \( \chi : G \to G' \) of order \( \leq n \) we mean a rule that associates to any prolongation sequence \( S^* \in \text{Prol}_p \) a group homomorphism

\[
\chi : G(S^0) \to G'(S^n)
\]

which is “functorial in \( S^* \)” in the obvious sense. By a Siegel \( \delta \)-weight of genus \( g \), size \( m \), and order \( \leq n \) we mean a pair \( (\chi_l, \chi_r) \) of \( \delta \)-homomorphisms of order \( \leq n \):

\[
\chi_l, \chi_r : \text{GL}_g \to \text{GL}_m,
\]

each of them commuting with transposition of matrices \( \gamma \mapsto \gamma^t \). (The indices \( l \) and \( r \) stand here for “left” and “right”.) Examples of Siegel \( \delta \)-weights of size \( g \) that will play a role later are pairs \((\phi^\delta, \phi^\beta)\), where

\[
\phi^\delta : \text{GL}_g(S^0) \to \text{GL}_g(S^0)
\]

are induced by the iterates \( a \) times of the ring homomorphisms \( \phi : S^i \to S^{i+1} \), \( \phi(x) = a^p + px \). A Siegel \( \delta \)-modular function \( f \) as above will be called a Siegel \( \delta \)-modular form of Siegel \( \delta \)-weight \((\chi_l, \chi_r)\) if the following condition is satisfied:

6.2.3. The formation of \( f(E, \theta, \omega, S^*) \) has the following covariance with respect to \( \omega \); if \( (E, \theta, \omega) \in \text{M}_g(S^0) \) and \( \lambda \in \text{GL}_g(S^0) \), then

\[
f(E, \theta, \lambda \omega, S^*) = \chi_l(\lambda) \cdot f(E, \theta, \omega, S^*) \cdot \chi_r(\lambda^t).
\]

To introduce our next concept we need more notation. Let

\[
(E_1, \theta_1, \omega_1), (E_2, \theta_2, \omega_2) \in \text{M}_g(S)
\]

and let \( u : E_1 \to E_2 \) be an isogeny (which is not assumed to be compatible with the forms or the polarizations). We let

\[
u^t := \theta_1^{-1} \circ \hat{u} \circ \theta_2 : E_2 \to \hat{E}_2 \to \hat{E}_1 \to E_1
\]

denote its transpose and we let \([u] \) be the unique \( g \times g \) matrix with \( S \)-coefficients such that \( u^* \omega_2 = [u] \cdot \omega_1 \). (Recall that \( u^t = u \). Also recall that \([u] \neq [u]^t \) in general. Moreover, it is easy to check that \( \text{deg}(u)^2 = \text{det}([u \circ u^t]^2) = \text{det}([u]^2) \cdot \text{det}([u^t]^2) \).

Hence, if \( S \) is a \( \mathbb{Z}_p \)-algebra, then \( \text{deg}(u) \) is prime to \( p \) if and only if \( u \) and \( \hat{u} \) are etale; in this case, \([u], [u]^t \in \text{GL}_g(S) \).)

A Siegel \( \delta \)-modular form of weight \((\chi_l, \chi_r)\) will be called isogeny covariant if the following condition holds:

6.2.4. For any prolongation sequence \( S^* \in \text{Prol}_p \), any \((E_1, \theta_1, \omega_1), (E_2, \theta_2, \omega_2) \in \text{M}_g(S^0) \), and any isogeny \( u : E_1 \to E_2 \), of degree prime to \( p \), such that \([u] \) is the identity (i.e. such that \( u^* \omega_2 = \omega_1 \)), the following equality holds:

\[
f(E_1, \theta_1, \omega_1, S^*) = f(E_2, \theta_2, \omega_2, S^*) \cdot \chi_r([u]^t).
\]

We denote by \( \mathcal{I}^\delta_g(\chi_l, \chi_r) \) the space of all isogeny covariant Siegel \( \delta \)-modular forms of Siegel \( \delta \)-weight \((\chi_l, \chi_r)\). Our definition of Siegel \( \delta \)-modular forms here
agrees with the one for \( g = 1 \) given in [3], [2]. Note that a Siegel \( \delta \)-modular form of genus \( g = 1 \), size \( m = 1 \), order \( \leq r \) and Siegel \( \delta \)-weight \( (\chi_l, \chi_r) \) in the sense of the present paper is the same as a \( \delta \)-modular form of weight \( \chi_1^{-1}\chi_r^{-1} : \lambda \mapsto \chi_l(\lambda)^{-1}\chi_r(\lambda)^{-1} \) in the sense of [3]. (Note the exponent \(-1\)) However the definition of isogeny covariance in the present paper is slightly different from that given in [3]: instead of asking, as here, that the isogenies under consideration have order prime to \( p \), we only asked in [3] that these isogenies be etale. Nevertheless all results stated in [3] continue to hold true, with identical proofs, if the definition of isogeny covariance given there is replaced by the definition given here.

We will need the following result proved in [2]:

**Theorem 6.3 ([2]).** The \( \mathbb{Z}_p \)-module \( I^g_\phi(\phi^*, \phi^s) \) has rank one if \( n \geq r, n \geq s, r \neq s \), and has rank zero in all other cases.

It is also useful to keep in mind that, in case \( g = 1 \), a (Siegel) \( \delta \)-modular function (of size one) is simply an element \( f \) of the ring

\[
\mathbb{Z}_p[a_4, a_6, a_4', a_6', ..., a_4^{(r)}, a_6^{(r)}, \Delta^{-1}]^p,
\]

where \( a_4, a_6, a_4', a_6', ..., a_4^{(r)}, a_6^{(r)} \) are variables and \( \Delta = 4a_4^3 + 27a_6^2 \); for \( (a, b) \in M(R) \) we shall use the notation

\[
f(a, b) = f(a, b, \delta a, \delta b, ..., \delta^r a, \delta^r b, \Delta^{-1}).
\]

Let us end the discussion here by introducing more notations that will be needed later. Assume we are given \( M^* \in \text{Prol}_p \), and \( (E, \theta, \omega) \in M_g(B) \), where \( B = \text{Spec} M^0 \). Then we let \( \bar{B} = B \otimes (R/pR) \), \( M^0 = \mathcal{O}(B) \), \( M^r = M^r/pM^r \), \( \bar{E} = E \otimes_B \bar{B} \), and for a Siegel \( \delta \)-modular form \( f \) of size \( g \) we let \( f(E, \theta, \omega, M^*) \in gl_g(M^r) \) be the image of \( f(E, \theta, \omega, M^*) \). Now, the polarization \( \theta : E \to \bar{E} \) induces an isomorphism \( \theta_* : H^0(E, T_{E/B}) \to H^1(E, \mathcal{O}) \) at the level of Lie algebras, so if \( v \) is the basis of \( H^0(E, T_{E/B}) \) dual to \( \omega \) (we view \( v \) as a column vector), then \( u = \theta_* v \) is a basis of \( H^1(E, \mathcal{O}) \). We get an induced basis \( \bar{u} \) of \( H^1(\bar{E}, \mathcal{O}) \). Then we can consider the Hasse-Witt matrix \( \bar{H} \in gl_g(M^0) \) of \( \bar{E}/\bar{B} \) corresponding to the basis \( \bar{u} \); by definition this is the matrix, with respect to \( \bar{u} \), of the semilinear map induced by the \( p \)-power Frobenius

\[
F^* : H^1(\bar{E}, \mathcal{O}) \to H^1(\bar{E}, \mathcal{O});
\]

i.e. \( F^* \bar{u} = \bar{H} \cdot \bar{u} \). Note that \( \bar{H} = H(\bar{E}, \bar{\theta}, \bar{\omega}) \) is naturally associated to the reduction mod \( p \) of \( (E, \theta, \omega) \).

**6.3. Crystalline construction.** Let us recall from [2] how, for each \( p \), one can construct, using crystalline cohomology, a sequence of non-zero Siegel \( \delta \)-modular forms \( j^{\text{cryst}}_{g, p} \in I^g_\phi(\phi^*, \phi^0), n \geq 1 \). The construction is done for any \( g \) and will be compatible, in the obvious sense, with products of principally polarized schemes. Let \( S^* \in \text{Prol}_p \), \( (A, \theta, \omega) \in M_g(S^0) \), and let \( H := H^1_{DR}(E/S^0) \) be the first DeRham module of \( E/S^0 \). Crystalline theory provides \( \phi \)-linear maps:

\[
\Phi : H \otimes S^* \to H \otimes S^{l+1}
\]

(tensor products being taken over \( S^0 \)). We also have a canonical exact sequence

\[
0 \to H^0(E, \Omega^1_{E/S^0}) \xrightarrow{\alpha} H^1_{DR}(E/S^0) \xrightarrow{\beta} H^1(E, \mathcal{O}) \to 0
\]
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inducing analogue exact sequences over any $S^i$; we shall still denote by $\alpha, \beta$ the corresponding morphisms; we shall view all morphisms $\alpha$ as inclusions. We have
$$\Phi H^0(E, \Omega^1_{E/S^0}) \subset p \cdot H \otimes S^1.$$ We may consider the elements
$$p^{-1}\Phi^n \omega_i \in H \otimes S^n,$$
and their projections
$$\beta p^{-1}\Phi^n \omega_i \in H^1(E, \mathcal{O}) \otimes S^n.$$ The principal polarization $\theta : E \to \check{E}$ induces an $S^0$–linear isomorphism at the level of Lie algebras
$$\theta_* : H^0(E, T_{E/S^0}) \to H^1(E, \mathcal{O}).$$ We shall still denote by $\theta_*$ the tensor product $\theta_* \otimes S^n$. Then we can consider the inverse image
$$\theta_*^{-1}\beta p^{-1}\Phi^n \omega_i \in H^0(E, T_{E/S^0}) \otimes S^n$$
and pair it with $\omega_j$ (under the natural pairing between the tangent sheaf $T$ and the cotangent sheaf $\Omega^1$) to get a $g \times g$ matrix with entries
$$\langle \theta_*^{-1}\beta p^{-1}\Phi^n \omega_i, \omega_j \rangle \in S^n.$$ This matrix is, by definition, our
$$f_{\text{cryst}, p}(E, \theta, \omega, S^*) \in gl_g(S^n).$$ It is easy to check that $f_{\text{cryst}}$ is indeed an element of $I^n_g(\phi^n, \phi^0)$.

Another way to express the definition of $f_{\text{cryst}}$ is the following. Let $\check{H} := H^1_{DR}(\check{E}/S^0)$. By [12], p. 81, there is a canonical bilinear pairing
$$\langle \cdot, \cdot \rangle : \check{H} \times H \to S^0$$
induced by the Poincare bundle. Now $\theta$ defines an isomorphism $\theta_{DR} : \check{H} \to H$. Define
$$\langle \cdot, \cdot \rangle_\theta : H \times H \to S^0$$
by the equation
$$\langle \eta_1, \eta_2 \rangle_\theta := (\theta_{DR}^{-1} \eta_1, \eta_2).$$ The pairing $\langle \cdot, \cdot \rangle_\theta$ is perfect, antisymmetric, and $H^0(E, \Omega^1)$ is an isotropic subspace. It induces a pairing, still denoted by
$$\langle \cdot, \cdot \rangle_\theta : (H \otimes S^n) \times (H \otimes S^n) \to S^n.$$ One immediately checks that
$$f_{\text{cryst}, p}(E, \theta, \omega, S^*) = p^{-1}(\Phi^n \omega, \omega^1)_\theta.$$ By the way, if $E = Jac(X)$ is the Jacobian of a (smooth projective) curve $X/S^0$, $S^0$ an integral domain, and $\theta$ is induced by the theta divisor, then, under the identification $H \simeq H^1_{DR}(X/S^0)$ given by the Abel-Jacobi map, the pairing $\langle \cdot, \cdot \rangle_\theta : H \times H \to S^0$ corresponds to the Poincare duality pairing
$$\langle \cdot, \cdot \rangle : H^1_{DR}(X/S^0) \times H^1_{DR}(X/S^0) \to S^0;$$ one can see this, for instance using the analytic picture in [12], pp. 326-328. So if $E = Jac(X)$, $\theta$ is the polarization induced from the theta divisor, and $S^*$ is the
prolongation sequence associated to $R \in \text{Witt}_p$, then we have
\begin{equation}
\langle \Phi \eta', \Phi \eta'' \rangle_\theta = p \cdot \phi(\langle \eta', \eta'' \rangle_\theta)
\end{equation}
for all $\eta', \eta'' \in H^1_{DR}(E/R)$; this is because the same holds for the Poincare duality on $X$ \cite{11}, p. 118. More generally, let us say that a principally polarized Abelian scheme $(E, \theta)$ over a ring $S$ is complementable if there exists a principally polarized Abelian scheme $(E', \theta')$ over $S$ and an isogeny of degree prime to $p$ from $E \times E'$ into a Jacobian of a curve over $S$. The isogeny is assumed, as usual, to be defined over $S$ and, as usual, is not required to preserve polarizations. Then it is trivial to check, using the information on Jacobians, that (6.2) holds for all $\eta', \eta'' \in H^1_{DR}(E/R)$ whenever $(E, \theta)$ is complementable.

Finally, let us record the following easy fact that will play a key role later.

**Lemma 6.4.** Let $R \in \text{Witt}_p$, let $(E, \theta, \omega) \in \text{M}_g(R)$, and assume $(E, \theta)$ is complementable. Set $f_{\text{cris}}^i := f_{\text{cris}}^i (E, \theta, \omega) \in R$, $i = 1, 2$, and assume $\det f_{\text{cris}}^1 \in R^\times$. Then $(\omega^i, \Phi \omega^i)$ is a basis for $H = H^1_{DR}(E/R)$ and the matrix of $\Phi : H \to H$ with respect to this basis is
\begin{equation}
\begin{bmatrix}
0 & I \\
M & N
\end{bmatrix},
\end{equation}
where
\begin{equation}
M = \phi(f_{\text{cris}}^1) \cdot ((f_{\text{cris}}^1)^{-1}), \quad N = f_{\text{cris}}^2 \cdot (f_{\text{cris}}^1)^{-1}.
\end{equation}

**Proof.** The matrix of $\Phi : H \to H$ has the form (6.3) with $M, N$ satisfying
\begin{equation}
\Phi^2 \omega = M \cdot \omega + N \cdot \Phi \omega.
\end{equation}
Taking $\langle , \omega^i \rangle_\theta$ and $\langle , \Phi \omega \rangle_\theta$ in (6.4) and using the antisymmetry of $\langle , \rangle_\theta$ as well as its compatibility with $\Phi$ we derive the desired expressions for $M$ and $N$. \qed

### 6.4. Jet construction

In this section we construct, for any $R \in \text{Witt}_p$, a sequence of maps
\begin{equation}
f_{\text{jet},p}^r : \text{M}_g(R) \to R.
\end{equation}

Theorem 6.6 below will say, in particular, that these maps “extend” (uniquely) to Siegel $\delta$–modular forms $f_{\text{jet},p}^r \in I^r(\phi^\infty, \phi^0)$.

Let $(E, \theta, \omega) \in \text{M}_g(R)$. Consider the projection $\pi : J^r(E^p) \to E^p$ and let $N_\rho$ be the kernel of $\pi$. Then $N_\rho$ can be identified with the (p–adic completion of the) affine space of dimension $rg$ over $R$. Now $\pi$ locally has sections so it induces a $1$–cocycle on $E^p$ with values in the sheaf of $N_\rho$–valued functions. We can consider the group homomorphism $N_\rho \to (G^p_\rho)^p$ induced by the series $L_\rho'$ constructed in Section 5; the image of our cocycle via this homomorphism defines a vector of cohomology classes in $H^1(E, \mathcal{O})$. Using the polarization $\theta$ one can pull back these classes to the Lie algebra $H^0(E, T_{E/R})$ and one can pair the result with $\omega$ to get a matrix $f_{\text{jet},p}^r (E, \theta, \omega) \in g_{\phi}(R)$. (More details on this construction will be given in Section 7.)

For $g = 1$ it is known from \cite{8} that the maps (6.3) extend to $\delta$–modular forms $f_{\text{jet},p}^r \in I^r(\phi^\infty, \phi^0)$: if we view $f_{\text{jet},p}^1$ as an element of $\mathbb{Z}_p[a_4, a_6, a'_4, a'_6, \Delta^{-1}]^p$, then its reduction mod $p$, viewed as an element $f_{\text{jet},p}^1 \in \mathbb{F}_p[a_4, a_6, a'_4, a'_6, \Delta^{-1}]$, was computed explicitly by C. Hurlburt \cite{15} in the following theorem.
Theorem 6.5. \( f^*_r \in I^*_{g}(\phi^*, \phi^0) \) satisfying the following properties:

1. For each \( r \) and variable \( g \), the forms \( f^*_r \) are compatible with products of principally polarized Abelian schemes.

2. If \( R \in \text{Witt}_p \) and \( (E, \theta, \omega) \in M_g(R) \), then \( f^*_r(E, \theta, \omega) = 0 \) if and only if the \( p \)-power Frobenius of \( E \otimes (R/pR) \) lifts to \( E \). (By a lifting to \( E \) we mean, of course, a \( \phi \)-linear lifting.)

3. If \( R \in \text{Witt}_p \) and \( (E, \theta, \omega) \in M_g(R) \) is such that

\[
\det(f^*_r(E, \theta, \omega)) \in R^x,
\]

then there exists a (unique) \( g \)-tuple of \( \delta \)-characters of \( E \) of order \( \leq 2 \) whose Picard-Fuchs operator has the form

\[
\phi^2 - f^*_r(E, \theta, \omega)(f^*_r(E, \theta, \omega))^{-1} \phi + h
\]

for some \( h \in gl_g(R) \).

4. Let \( M^* \in \text{Prol}_p \), \( B = \text{Spec} M^0 \), \( (E, \theta, \omega) \in M_g(B) \) and let \( \hat{H} = \hat{H}(E, \theta, \omega) \) be the associated Hasse-Witt matrix. Then

\[
f^*_r(E, \theta, \omega, M^*) = \left( f^*_r(E, \theta, \omega, M^*) \right)^{p^{r-1}} \cdot \hat{H}^{p^{r-2}} \cdots \hat{H}^p \cdot \hat{H}.
\]

The upper \( F \) here means, of course, the image under the \( p \)-power Frobenius.

A by-product of our theory will be the following strengthening of one of our main results in [5]: the theorem below plays a key role in our paper [9] where we prove what we call an “infinitesimal Lang-Mordell” theorem.

Theorem 6.6. Let \( R \in \text{Witt}_p \) and let \( (E, \theta, \omega) \in M_g(R) \), \( E/R \) with ordinary reduction mod \( p \). Let \( q_{ij}(E) \in 1 + pR \) be the Serre-Tate parameters of \( E \), \( 1 \leq i, j \leq g \), and assume \( \det((q_{ij}(E) - 1)/p) \in R^x \). Then \( \det f^*_r(E, \theta, \omega) \in R^x \). Moreover there exists a \( g \)-tuple of \( \delta \)-characters of \( E \) of order \( \leq 2 \) whose Picard-Fuchs operator has the form \( \phi^2 + \lambda_1 \phi + \lambda_0 \), with \( \det \lambda_1 \in R^x \).

This will be used in conjunction to the following easy lemma which was proved in [9].

Lemma 6.8. Let \( W \in \text{Witt}_p \) have an algebraically closed residue field \( k \) and set \( R_2 = R/p^2R \). Assume \( C_k/k \) is an ordinary, non-hyperelliptic curve of genus \( g \) and let \( \text{Def}(C_k, R_2) \) be the set of isomorphism classes of liftings of \( C_k \) to \( R_2 \) (the latter has a structure of affine space over \( k \)). Then there exists a dense Zariski open set \( V \subset \text{Def}(C_k, R_2) \) such that any curve \( C/R \) whose reduction mod \( p^2 \) belongs to \( V \) has the property that its Jacobian has Serre-Tate parameters \( q_{ij} \in 1 + pR \) with

\[
\det((q_{ij} - 1)/p) \in R^x.
\]
One more notation is needed for the statement of the following theorem. Assume
\( B = \text{Spec} \ M \) is a smooth affine scheme over \( \mathbb{Z} \). Let \( M_p^* := \mathcal{O}(J^*(B^p)) \); so in particular \( M^0_p = M^p \). For each \( p \) we have a prolongation sequence \( M_p^* \in \text{Prol}_p \). Then for any \( (E, \theta, \omega) \in M_g(B) \) and any prime \( p \), which is not invertible on \( B \), we denote by \( f_{jet,p}(E, \theta, \omega) \) the matrix
\[
(f_{jet,p}(E \otimes M^0_p, \theta \otimes M^0_p, \omega \otimes M^0_p, M^*_p))^p \in \text{gl}_m(\mathcal{O}(J^*(B^p))).
\]

The following theorem will be proved in Section 8:

**Theorem 6.9.** The forms \( f_{jet,p} \) in Theorem 6.6 have, in addition, the following property. For any smooth affine scheme \( B/\mathbb{Z} \) and any \( (E, \theta, \omega) \in M_g(B) \) there exists a finite set of primes \( S \) and a dense affine Zariski open set \( B' \) of \( B \) such that the image of the family
\[
(f_{jet,p}(E, \theta, \omega)) \in \prod_{p \notin S} \text{gl}_g(\mathcal{O}(J^*(B^{p^p})))
\]
in the product
\[
\prod_{p \notin S} \text{gl}_g(\mathcal{O}(J^*(B'^p)))
\]
is Fermat.

**Remark 6.10.** In order to prove Theorem 6.9 it is enough to prove a weaker version of it obtained by replacing, in its statement, the words “Zariski open set” by “etale open set” and the word “Fermat” by the words “formally Fermat”. Indeed assume we have proved this weaker version. By Proposition 4.1 we may assume that we have an isomorphism of families with Fermat structure \( (\mathcal{O}(J^*(B^{p^p}))) \cong (\mathcal{O}(B)[t]^{p^p}) \) and \( (\mathcal{O}(J^*(B'^p))) \cong (\mathcal{O}(B')[[t]]^{p^p}) \) for some indeterminates \( t \). But then Theorem 6.9 follows from its weaker version via Proposition 3.10.

In case \( g = 1 \) we will prove a more precise statement:

**Theorem 6.11.** Assume that \( g = 1 \). Then there exists a finite set of primes \( S \) such that if \( N \) is the product of the primes in \( S \), \( B = \mathbb{Z}[1/N][a_4, a_6, \Delta^{-1}] \), and \( (E, \theta, \omega) \) is the standard elliptic curve in Weierstrass form over \( B \), then the family
\[
(f_{jet,p}(E, \theta, \omega)) \in \prod_{p \notin S} \mathbb{Z}_p[a_4, a_6, a'_4, a'_6, a^{(r)}_4, a^{(r)}_6, \Delta^{-1}]^{p^p}
\]
is Fermat.

For the Conjecture in the CM case we will need:

**Theorem 6.12.** There exists a finite set of primes \( S \) and a Fermat family
\[
k = (k_p) \in \prod_{p \notin S} \mathbb{Z}_p[a_4, a_6, a'_4, a'_6, \Delta^{-1}]^{p^p}
\]
such that for any \( R \in \text{Witt}_p \) and any \( (a, b) \in M(R) \) the following holds:
\[
\text{if } f_{jet}^1(a, b) = 0, \text{ then } \Lambda_{a,b} = \phi = pk(a, b).
\]
6.5. Proof of Theorems

6.5.1. Let us start by proving Theorem 2.5.

Proof. Let \( j_0 \) be the \( j \)-invariant of the geometric generic fiber of \( X/Y \). This fiber has complex multiplication by \( \mathcal{O}_{K_0} \) (i.e. its endomorphism ring is \( \mathcal{O}_{K_0} \); for the terminology of complex multiplication we are using, we refer to [23]). In particular \( j_0 \in \mathbb{Q} \). By [25], p. 122, we must have \( K_0 \not\subset \mathbb{Q}(j_0) \). Note that, due to the presence of the invertible 1-form on \( X \), we can write a Weierstrass equation for \( X \) with coefficients in \( \mathcal{O}(Y) \). In particular \( j_0 \in \mathcal{O}(Y) \). Now let \( \mathcal{E} \) be an elliptic curve over \( \mathbb{Q}(j_0) \) with \( j \)-invariant \( j_0 \). Then \( \mathcal{E} \) has complex multiplication by \( \mathcal{O}_{K_0} \) (i.e. its endomorphism ring over \( \mathbb{Q} \) is \( \mathcal{O}_{K_0} \)). By [23], p. 184, for any place of \( \mathbb{Q}(j_0) \) that splits in \( K = K_0(j_0) \), the reduction of \( \mathcal{E} \) at that place is ordinary. In particular there is a finite set \( S \) of primes such that:

Fact 1. If \( p \not\in S \) splits completely in \( K \), then the reduction of \( \mathcal{E} \) at any place above \( p \) is ordinary.

Upon enlarging \( S \) we claim the following is true:

Fact 2. For any a closed point \( y \in Y \) of characteristic \( p \) with \( p \) splitting completely in \( K \), the reduced elliptic curve \( X_y \) is ordinary.

Indeed, if \( v \) is the place of \( \mathcal{O}_{\mathbb{Q}(j_0)} \) corresponding to the map

\[
\mathcal{O}_{\mathbb{Q}(j_0)} \subset \mathcal{O}(Y) \to \kappa(y),
\]

then, by Fact 1, the image of \( j_0 \) in \( \mathcal{O}(Y) \) at \( v \) is an ordinary \( j \)-invariant. But then \( X_y \), having the same \( j \)-invariant, is ordinary.

Next let \( R \in \text{Witt}_p \) and \( P \in Y(R) \) be such that \( p \) splits completely in \( K \) and let \( X_P \) be the elliptic curve over \( R \), pull back of \( X \) via \( P \). Let \( k = R/pR \) and \( X_k = X_P \otimes k \). Then, by Fact 2 above, \( X_k = X_\mu(p) \) is ordinary, hence its endomorphism ring \( \text{End}_k(X_k) \) is an order in the ring of integers of an imaginary quadratic extension of the rationals [24], p. 102 and p. 137. Then the composition

\[
\mathcal{O}_{K_0} \to \text{End}_R(X_R) \to \text{End}_k(X_k)
\]

must be an isomorphism. In particular the second arrow above is an isomorphism. Since \( k \) is finite, by [19], pp. 177-178, it follows that the \( p \)-power Frobenius on \( X_k \) lifts to \( X_R \). By assertion 2) in Theorem 6.6 \( f_{jet}^1(P) = 0 \). (Here we take for coordinates of \( P \) the corresponding coefficients of the Weierstrass equation). By Theorems 6.2 and 6.12 the characteristic polynomial of the \( N(y) \)-power Frobenius on \( X_y \) coincides with the characteristic polynomial of the matrix \( \phi^{d-1} \gamma \cdots \phi \gamma \cdot \gamma \) where

\[
\gamma = \begin{bmatrix} 1/k<P> & 0 \\ 0 & p \cdot k<P> \end{bmatrix},
\]

where \( k \) is the Fermat adele in Theorem 6.12. This concludes the proof of part 2) of the Conjecture in the case of Theorem 2.5. Part 1) of the Conjecture follows immediately. \( \square \)

6.6. To prove the rest of the theorems we proceed by proving a series of lemmas.

Lemma 6.13. For any \( p \) there exists a pair \( (a, b) \in M(\mathbb{Z}_p) \) such that

\[
f_{jet}^1(a, b) \in \mathbb{Z}_p^\times.
\]
Proof. This follows immediately, for instance, from Hurlburt’s formula (Theorem 6.10): if one takes two pairs \((a, b)\) and \((\alpha, \beta)\) of integers such that \(\alpha = a + pn\) and \(\beta = b + pm\), then the difference

\[ f_{\text{jet}}(\alpha, \beta) - f_{\text{jet}}(a, b) \]

divided out by \(\bar{c}\) equals the reduction mod \(p\) of

\[ E_{p-1}(a, b)\Delta(a, b)^{p-1}(2am - 3bn). \]

We conclude by choosing \((a, b)\) such that \(E_{a, b}\) is ordinary, and varying \(m, n\). \(\square\)

Lemma 6.14. For each \(p\) there exists \(c_p \in \mathbb{Z}_p^\times\), such that

\[ f^i_{\text{cris}, p} = c_p \cdot f^i_{\text{jet}, p} \in I^i_g(\phi^i, \phi^0) \]

for \(i = 1, 2\).

Proof. By Theorem 6.3 there exist \(c_1^p, c_2^p \in \mathbb{Z}_p\) such that

\[ f^i_{\text{cris}, p} = c_i^p \cdot f^i_{\text{jet}, p} \in I^i_g(\phi^i, \phi^0) \]

for \(i = 1, 2\). So it is enough to show that \(c_1^p \in \mathbb{Z}_p^\times\) and \(c_2^p = c_1^p\). Indeed we cannot have \(c_1^p \in p\mathbb{Z}_p\), because then \(f^i_{\text{cris}, p}\) evaluated on any \(g\)-fold product of an elliptic curve over \(R\) would be divisible by \(p\) which is not the case; cf., for instance, [8], p. 139. To check the equality \(c_1^p = c_2^p\) we proceed as follows. Evaluating on \(g\)-fold products of elliptic curves we may assume that \(g = 1\). Pick any pair \((a, b) \in \mathbf{M}(R)\) such that \(f^2_{\text{jet}}(a, b) \in \mathbb{Z}_p^\times\); cf. Lemma 6.14. Hence we also have \(f^2_{\text{cris}, p}(a, b) \in R^\times\). By Theorem 6.1 and by assertions 2) and 3) in Theorem 6.6 we have that

\[ \tau_{a, b} = \frac{f^2_{\text{jet}}(a, b)}{f^1_{\text{jet}}(a, b)}, \]

where \(\tau_{a, b}\) is the trace of the \(p\)-power Frobenius on \(E_{a, b} \otimes \mathbb{F}_p\). By Lemma 6.4

\[ \tau_{a, b} = \frac{f^2_{\text{cris}}(a, b)}{f^1_{\text{cris}}(a, b)}. \]

Equations (6.7), (6.8), (6.6) imply that \(c_1^p = c_2^p\) and we are done. \(\square\)

Lemma 6.15. Let \(R \in \text{Witt}_p\), let \((E, \theta, \omega) \in \mathbf{M}_g(R)\), and assume \((E, \theta)\) is complementable. Set \(f^i_{\text{jet}} := f^i_{\text{jet}, p}(E, \theta, \omega) \in R, i = 1, 2\), and assume \(\det f^i_{\text{jet}} \in R^\times\). Then \((\omega^i, \Phi \omega^i)\) is a basis for \(H = H^1_{DR}(E/R)\) and the matrix of \(\Phi : H \rightarrow H\) with respect to this basis is

\[ \begin{bmatrix} 0 & I \\ M & N \end{bmatrix}, \]

where

\[ M = \phi(f^1_{\text{jet}}) \cdot ((f^1_{\text{jet}})^{-1})^{-1}, \quad N = f^2_{\text{jet}} \cdot (f^1_{\text{jet}})^{-1}. \]

Proof. By Lemma 6.14 \(\det f^1_{\text{cris}, p}(E, \theta, \omega) \in R^\times\). Now we conclude by combining Lemmas 6.14 and 6.14 \(\square\)

6.6.1. At this point note that Theorem 6.1 on elliptic curves follows by simply putting together Theorem 6.11, Lemma 6.15 and Lemma 6.13.
6.6.2. Let us prove Theorem 2.2.

Proof. Let \( B/\mathbb{Z} \) be a smooth affine scheme and let \( X/B \) be any curve of genus \( g \). We will show that, after replacing \( B \) by an etale open set of it, part 2) of the Conjecture holds for \( X/B \). We will then show that part 1) of the Conjecture holds too if we choose \( B \) carefully.

For part 2) of the Conjecture we allow ourselves to freely replace \( B \) by (non-empty) etale open sets of it. We may consider \( (E,\theta,\omega) \in \mathcal{M}_g(B) \), with \( (E,\theta) \) the Jacobian of \( X/B \). By Theorem 6.9 we may assume the family

\[
(f_{jet,p}(E/B,\theta,\omega)) \in \prod_{p \notin S} gl_g(\mathcal{O}(J^*(B^p)))
\]

is Fermat. Then Lemma 6.15 directly implies that part 2) of the Conjecture holds for \( E/B \) (hence for \( X/B \)), with \( f = (f_p) \) constructed, in the obvious way, from \( f_{jet,p} \), and with \( g = (g_p) \) constructed from \( det f_{jet,p} \).

For part 1) of the Conjecture let us assume the classifying map \( B \to \mathcal{M}_g \) to the moduli scheme of curves (over \( \mathbb{Z} \)) is etale. Assume in what follows \( g \geq 3 \) (the case \( g = 2 \) follows, for instance, from the proof of Theorem 2.3 below). We may assume \( B \) is an open cover of a Zariski open set of \( \mathcal{M}_g \) whose completion at each closed point gives formal moduli. Let \( U \subset B \) be any non-empty open set. To conclude the proof it is enough to find \( R \in Witt_p \) and \( P \in U(R) \) such that

\[
det f_{jet}^1(E,\theta,\omega) \in R^\times,
\]

where \( (E,\theta) \) is the Jacobian of the curve corresponding to \( P \). By Artin approximation \([4], p. 91\), it is enough to find an \( R \in Witt_p \) with algebraically closed residue field and \( P \in U(R) \) such that (6.10) holds. Fix an \( R \in Witt_p \) with algebraically closed residue field \( k \). Since \( \mathcal{M}_g \otimes k \) is irreducible and the ordinary locus in it is open and dense \([20]\) it follows that, with exception of finitely many characteristics (which we can always discard by enlarging \( S \)), the ordinary locus in \( U \otimes k \) is non-empty. Pick a \( k \)-point in \( U \otimes k \), and let \( C_k/k \) be fiber of \( X/B \) at that point. By Lemma 6.8 and by smoothness of \( U/\mathbb{Z} \) one can lift the \( k \)-point defining \( C_k/k \) to an \( R \)-point \( P \in U(R) \) such that the corresponding curve \( C/R \) has a Jacobian with Serre-Tate parameters \( q_{ij} \in 1+pR \) satisfying \( det((q_{ij}−1)/p) \in R^\times \). We conclude by Theorem 6.7.

\[\square\]

6.6.3. Let us prove Theorem 2.3.

Proof. Let \( B/\mathbb{Z} \) be a smooth affine scheme and \( (E,\theta,\omega) \in \mathcal{M}_g(B) \). As in the preceding proof we will show that, after replacing \( B \) by an etale open set of it, part 2) of the Conjecture holds for \( E/B \). We will then show that part 1) of the conjecture holds too if \( B \) is chosen carefully.

To check part 2) of the Conjecture we allow ourselves to freely replace \( B \) by etale open sets of it. By Theorem 6.9 we may assume

\[
(f_{jet,p}(E/B,\theta,\omega)) \in \prod_{p \notin S} gl_g(\mathcal{O}(J^*(B^p)))
\]

is Fermat. By further shrinking \( B \) in the etale topology we may also assume that \( (E,\theta) \) is complementable. Then we can conclude part 2) of the Conjecture for \( E/B \) by using Lemma 6.15.

To check part 1) of the Conjecture consider the moduli scheme \( \mathcal{A}_{g,N} \) of principally polarized Abelian schemes of dimension \( g \) with simplectic level \( N \geq 3 \) structure; this
can be viewed as a smooth scheme over $\text{Spec } \mathbb{Z}[1/N]$ that has irreducible geometric fibers [12], p. 364, [22], p. 60. We will show that part 1) of the Conjecture holds for an etale open set of $A_{g,N}$ and for the universal Abelian scheme over it. Note that $\det f_{\text{jet},p}^r$ induces a section $\sigma$ over an appropriate line bundle over $J^1(A_{g,N},p)$. (Cf. [2] for more details on this.) Hence, over the Zariski open sets $\tilde{V}$ of a cover of $A_{g,N}$, $\sigma$ defines functions $\sigma_{V,R} : V(R) \to R$. Let $R \in \text{Witt}_k$ be fixed, with algebraically closed residue field $k$. As in the previous proof, it is enough, by Artin approximation, to show that any open set $U \subset A_{g,N}$ contains a point $P \in U(R)$ such that $\det f_{\text{jet}}^r(P) \in R^\times$. Assume there is a $U$ for which this is false. Since we assumed $\sigma_{U,R} : U(R) \to R$ takes values in $pR$ it follows easily (using, say, (2.7) and (2.12) in [3]) that the section $\sigma$ restricted to $J^1(U,p)$ must be $p$ times another section over $J^1(U,p)$. Since $A_{g,N} \otimes k$ is irreducible and reduced it follows that the section $\sigma$, viewed as a section over the whole of $J^1(A_{g,N},p)$, is $p$ times another section over $J^1(A_{g,N},p)$. In particular $\det f_{\text{jet}}^r(E, \theta, \omega) \in pR$ for any $(E, \theta, \omega) \in M_g(R)$. But this clearly contradicts Lemma 6.13. This concludes our proof.

7. Differential modular forms from $p$-jets: Fixed $p$

7.1. The aim of this section is to prove Theorem 6.6 and, as a by-product, Theorem 6.7. So in this section $p$ is a fixed prime. Let $M^* \in \text{Prol}_p$, $B = \text{Spec } M^0$, and let $(E, \theta, \omega) \in M_g(B)$. Our aim is to construct a matrix

$$f_{\text{jet}}^r : M^* \to gl_g(M^r)$$

and show that the rule $f_{p}^r := f_{\text{jet},p}^r$ satisfies the conclusions of Theorems 6.6 and 6.7.

Set $B = \text{Spec } M^0$, $B^r = \text{Spec } M^r$; so $B^0 = B^r$. Now if $(B_i)$ is an affine covering of $B$ and if we can perform our construction for each $B_i$, it will be clear from our construction that the resulting matrices will glue together to give a matrix “over $B^r$” as desired. We claim that, after replacing $B$ with each of the open sets of a suitable open covering, we may assume there exists an affine open covering $\mathcal{U} = (U_i)$ of $E$ such that, for each $i$, the following conditions hold:

1) There is an index $i_0$ such that the image $Z = e(B)$ of the zero section $e : B \to E$ is entirely contained in $U_{i_0}$.

2) For each $i$ one can choose etale coordinates on $U_i/B$, in the sense of Section 4.3.

3) The subscheme of $U_{i_0}$ defined by the vanishing of its etale coordinates coincides with $Z$.

Our claim is clearly true if we only want to satisfy conditions 1) and 2). Assume that, after changing $B$ as explained above, we found a covering $(U_i)$ satisfying conditions 1) and 2) and let $z$ be etale coordinates on $U_{i_0}$, so that the map $z : U_{i_0} \to A_B^g$ is etale. The composition $z \circ e$ is a $B$-point of $A_B^g$ which we may, of course, assume to be the point $o : B \to A_B^g$ of coordinates $(0,...,0)$. Then the morphism $z^{-1}(o(B)) \to o(B) \simeq B$ is etale and has a section, induced by $e$. It follows that $Z$ is open and closed in $z^{-1}(o(B))$. We can cover $U_{i_0}$ with affine open sets each of which does not meet both $Z$ and $z^{-1}(o(B)) \setminus Z$. Replacing $B$, again, by the open sets of a suitable affine cover of it we reach a situation where all 3 conditions above are satisfied.

In what follows we choose our etale coordinates $z$ on $U_{i_0}$ such that they satisfy $\omega \equiv dz \mod (z)^2$. 
Now the sequence \( z \) of etale coordinates on \( U_{i_0} \) is trivially seen to be a regular sequence in \( \mathcal{O}(U_{i_0}) \), hence the graded ring associated to the ideal \( (z) \) in \( \mathcal{O}(U_{i_0}) \) is isomorphic to a ring of polynomials over \( M^0 \). This immediately implies that the \((z)\)-adic completion of \( \mathcal{O}(U_{i_0}) \) is naturally isomorphic to \( M^0[[z]] \). Taking completions along the zero sections of \( E \times_B E \) and \( E \), and the morphism between them induced by the group law we get, by the above remarks, a formal group law in \( \Phi(z_1, z_2) \in M^0[[z_1, z_2]]^g \), attached to \( E \). This will play a role later.

7.2. By the discussion in Section 4.3, for each \( i \), the projection \( J' \left( U_i^{-p}, M^* \right) \to U_i^{-p} \times B^0 B^r \) has a section \( s_i \). Let \( N_p = N_p^r \) be the kernel of \( J' \left( E^p, M^* \right) \to E^p \times B^0 B^r \). For any \( i, j \) we may consider the difference, in \( E \), of the sections \( s_i, s_j \); it induces morphisms

\[
\phi_{ij} = s_i - s_j : U_{ij}^{-p} \times B^0 B^r \to N_p,
\]

where \( U_{ij} := U_i \cap U_j \).

7.3. Let
\[
l(z) = \sum_{n \geq 1} a_n z^n
\]
be the logarithm of the formal group law \( \Phi \) attached to \( E \) and let \( e \) be the exponential. On the other hand, note that by Section 4.3, \( N_p \) identifies, as a formal scheme, with the \((p)-adic completion of the) affine space \(( \mathbb{A}^{r^g}_M, \Phi \)) with coordinates \( z' = \delta z, z'' = \delta^2 z, ..., z^{(r)} = \delta^r z \). Via this identification, the group law on \( N_p \) induces a group law on \( (\mathbb{A}^{r^g}_M, \Phi) \). This group law can be explicitly computed in terms of the formal group law \( \Phi \) as follows. As for \( E/B \), one can attach to \( J' \left( E^p \right) \) a formal group law over the ring \( M^r \); it will be given by the tuple of formal series \((\Phi, \delta \Phi, ..., \delta^r \Phi) \) in the variables \( z = (z_1, z_2) \), \( z' = (z'_1, z'_2) \), \( z'' = (z''_1, z''_2) \), ..., \( z^{(r)} = (z^{(r)}_1, z^{(r)}_2) \). The formal group law of \( N_p \) is given, then, by the tuple
\[
(\Phi \circ [0, z', ..., z^{(r)}], ..., \delta^r \Phi \circ [0, z', ..., z^{(r)}]).
\]

As noted in Section 5.2, however, these are restricted power series (rather than mere formal power series), so the addition \([+]) \) on \( (\mathbb{A}^{r^g}_M, \Phi) \) induced by that on \( N_p \) is given by precisely this tuple. Let us consider, following Section 5.2, the series
\[
L_p^s = L_p^s(z', ..., z^{(s)}) := \frac{1}{p} [\phi^s(z)] \circ [0, z', ..., z^{(s)}] \in M^r[z', ..., z^{(s)}]^{p^s}
\]
for \( 1 \leq s \leq r \). By Proposition 5.1, \( L_p^s \equiv (z')^{p^s-1} \mod (p) \), and so \( L_p^s \equiv (L_p^1)^{p^{s-1}} \mod (p) \). Also, by Proposition 5.2, the following formula holds:
\[
L_p^s((z'_1, ..., z^{(s)}_1) + (z''_1, ..., z^{(s)}_2)) = L_p^s(z'_1, ..., z^{(s)}_1) + L_p^s(z''_1, ..., z^{(s)}_2).
\]

The pull-back via the map \((*)\) in Section 7.2 of the coordinates \( z', ..., z^{(r)} \) on \( \mathbb{A}^{r^g} \) gives rise to column vectors
\[
\alpha_{ijp}^1, ..., \alpha_{ijp}^r \in \mathcal{O}(U_{ij}^{-p} \times B^0 B^r)^g.
\]

Define, for \( 1 \leq s \leq r \),
\[
\varphi_{ijp}^s := L_p^s(\alpha_{ijp}^1, ..., \alpha_{ijp}^r) \in \mathcal{O}(U_{ij}^{-p} \times B^0 B^r)^g.
\]

These are cocycles that define (column vectors of) cohomology classes
\[
\varphi_p^s \in H^1((E \otimes M_p^r)^g, \mathcal{O}(E \otimes M_p^r)^g)^g = H^1(E \otimes M_p^g, \mathcal{O}_{E \otimes M_p^g})^g.
\]
Now the isomorphism \( \theta_* : H^0(E, T_{E/B}) \to H^1(E, \mathcal{O}) \) induced by \( \theta \) at the level of Lie algebras induces an isomorphism still denoted by

\[
\theta_* : H^0(E \otimes M^*_p, T_{E \otimes M^*_p/M^*_p}) \to H^1(E \otimes M^*_p, \mathcal{O}_{E \otimes M^*_p}).
\]

We can define

\[
f^s_p = f^s_p(E, \theta, \omega, M^*) := (\theta_*^{-1} \varphi^s_p, \omega^s) \in gl_s(M^*_p),
\]

where \( \langle \ , \ \rangle \) is the natural pairing between sections of the tangent sheaf \( T \) and sections of the cotangent sheaf \( \Omega^1 \). If, in all these definitions we keep \( s \) fixed and we increase \( r \), then, of course, \( f^s_p \) does not change. Note that, as it stands, the definition of \( f^s_p \) depends a priori on the choice of the etale coordinates \( z \).

**Lemma 7.1.** \( f^s_p \) depends on \( M^* \) and on the isomorphism class of \((E, \theta, \omega)\) only (but not on the choice of \( z \)).

**Proof.** We will show that \( \varphi^s_{i\!j\!p} \) depend on \((E, \theta, \omega)\) only, but not on \( z \). Start by noting that

\[
\omega(z) = d(l(z)) = \frac{\partial l}{\partial z}(z) dz.
\]

On the other hand, if \( \tilde{z} = u(z) \in M^0[[z]]^g \), \( u(0) = 0 \),

\[
det \left( \frac{\partial u}{\partial z}(0) \right) \in (M^0)^\times
\]

and \( \tilde{l} \) is the logarithm with respect to \( \tilde{z} \), then we have

\[
\tilde{l}(u(z)) = \frac{\partial u}{\partial z}(0) \cdot l(z).
\]

If we assume, in addition, that \( \omega = d\tilde{z} \mod (z) \), then it follows that \( \frac{\partial u}{\partial z}(0) \) is the identity matrix hence \( \tilde{l}(u(z)) = l(z) \), in other words \( [\tilde{l}] \circ [u(0)] = [l] \). It follows that \( [\tilde{l}^0] \circ [u^0(z)] = [l^0] \). Let \( \tilde{L}^s_p, \tilde{\alpha}^s_{i\!j\!p}, \) and \( \tilde{\varphi}^s_{i\!j\!p} \) be the corresponding quantities constructed starting with the parameters \( \tilde{z} \). We have

\[
\tilde{\varphi}^s_{i\!j\!p} := \tilde{L}^s_p(\tilde{\alpha}^1_{i\!j\!p}, ..., \tilde{\alpha}^s_{i\!j\!p})
\]

\[
= \frac{1}{p} [\tilde{l}^0] \circ [\tilde{\phi}^s(z)] \circ [0, \tilde{\alpha}^1_{i\!j\!p}, ..., \tilde{\alpha}^s_{i\!j\!p}]
\]

\[
= \frac{1}{p} [\tilde{l}^0] \circ [\tilde{\phi}^s(z)] \circ [u, \delta u, ..., \delta^s u] \circ [0, z', ..., z^{(s)}] \circ [\alpha^1_{i\!j\!p}, ..., \alpha^s_{i\!j\!p}]
\]

\[
= \frac{1}{p} [\tilde{l}^0] \circ [\tilde{u}^0(z)] \circ [\tilde{\phi}^s(z)] \circ [0, z', ..., z^{(s)}] \circ [\alpha^1_{i\!j\!p}, ..., \alpha^s_{i\!j\!p}]
\]

\[
= \frac{1}{p} [\tilde{l}^0] \circ [\tilde{\phi}^s(z)] \circ [0, z', ..., z^{(s)}] \circ [\alpha^1_{i\!j\!p}, ..., \alpha^s_{i\!j\!p}]
\]

and our lemma follows. \( \square \)
7.4. A computation similar to the one above shows that if \( \tilde{\omega} = \lambda \omega \), where \( \lambda \in GL_2(M^0) \), and if \( \tilde{f}_p^* \) is the matrix attached to \( (E, \theta, \tilde{\omega}) \), then we have

\[
\tilde{f}_p^* = \lambda^{\tilde{\phi}^*} \cdot \varphi_p^*.
\]

Then we have the following computation, showing that \( f_p^* \) defines a Siegel \( \delta \)-modular form:

\[
f_p^*(E, \theta, \lambda \omega, M^*) = (\theta_2^{-1} \lambda \varphi_p^*, (\lambda \omega)^t) = \lambda^{\tilde{\phi}^*} (\theta_2^{-1} \varphi_p^*, \omega^t) \lambda^t = \lambda^{\tilde{\phi}^*} \cdot f_p^*(E, \theta, \omega, M^*) \cdot \lambda^t.
\]

7.5. The following computation shows that \( f_p^* \) is isogeny covariant. Let \( (E_1, \theta_1, \omega_1), (E_2, \theta_2, \omega_2) \in \mathcal{M}_g(S) \), and let \( u : A_1 \to A_2 \) be an isogeny of degree prime to \( p \) such that \( u^* \omega_2 = \omega_1 \). Note that the isomorphism

\[
\gamma = u \circ u^t : E_2 \xrightarrow{\theta_2} \tilde{E}_2 \xrightarrow{\tilde{\varepsilon}} E_1 \xrightarrow{\theta_1} E_2
\]

induces an isomorphism at the level of Lie algebras

\[
\gamma_* : H^0(E_2, T_{E_2/B}) \xrightarrow{\theta_2} H^1(E_2, \mathcal{O}) \xrightarrow{\tilde{\varepsilon}^* u^* u^t} H^1(E_1, \mathcal{O}) \xrightarrow{\theta_1^*} H^0(E_1, T_{E_1/B}).
\]

Then \( \gamma_* \) above is dual to \( \gamma^* : H^0(E_2, \Omega) \to H^0(E_2, \Omega) \). Note that \( \gamma^* \omega_2 = [u^t] \cdot \omega_2 \).

Also let \( u^* : H^0(E_2, \Omega^1) \to H^0(E_1, \Omega^1) \) be the pull back induced by \( u^* \); it is dual to the Lie algebra map \( u_* \) above. If \( \varphi_{ip}^* \) corresponds to \( (E_i, \theta_i, \omega_i) \), then our construction implies that \( \varphi_{ip}^* = u^* \varphi_{ip}^* = \tilde{u}^* \varphi_{ip}^* \). Hence we have

\[
f_p^*(E_1, \theta_1, \omega_1, M^*) = \langle (\theta_1)^* \varphi_{ip}^*, \omega_1^* \rangle
\]

\[
= \langle (\theta_1)^*-1 u_* \varphi_{2p}, u^* \omega_2^* \rangle
\]

\[
= \langle u_* (\theta_1)^{-1} \varphi_{2p}, \omega_2^* \rangle
\]

\[
= \langle (\theta_2)^*-1 \varphi_{2p}, \omega_2^* \rangle
\]

\[
= \langle (\theta_2)^*-1 \varphi_{2p}, \gamma^* \omega_2^* \rangle
\]

\[
= \langle (\theta_2)^*-1 \varphi_{2p}, \omega_2^* \rangle \cdot [u^t]^t
\]

\[
= f_p^*(E_2, \theta_2, \omega_2, M^*) \cdot [u^t]^t.
\]

This concludes the proof of isogeny covariance.

7.6. Let us check assertion 4 in Theorem 6.4 so let \( \tilde{v}, \widetilde{H} \) be as in the discussion before Theorem 6.6. It follows from Proposition 5.1 that \( \tilde{\varphi}_p^* \equiv (\tilde{\varphi}_1^*)^{p^{r-1}} \mod p \), where the upper bar denotes, as usual, the reduction mod \( p \). Write \( \varphi_1^* = \mu \cdot \theta_* v \) for some \( \mu \in gl_g(M) \). We have

\[
\tilde{f}_p^* = \langle \tilde{\varphi}_p^*, \tilde{\omega}^t \rangle = \langle \tilde{\varphi}_p^*, \tilde{\mu}^t \tilde{v}, \tilde{\omega}^t \rangle = \tilde{\mu}(\tilde{v}, \tilde{\omega}^t) = \mu.
\]

Since \( \tilde{f}^* (\tilde{\varphi}_p^*) = \tilde{H} \cdot \tilde{\theta}_* \tilde{v} \) it follows that

\[
(F^*)^k (\tilde{\mu}^k \tilde{v}, \tilde{\omega}^t) = \tilde{\mu}^{k} \cdot \tilde{H}^{n-1} \cdots \tilde{H} F \cdot \tilde{H} \cdot \tilde{\theta}_* \tilde{v}.
\]
We then have
\[ f_p^r = (\bar{\theta}_s^{-1} \varphi_p^r, \bar{\omega}^r) = (\bar{\theta}_s^{-1}(F^*)^{-1} \varphi_p^r, \bar{\omega}^r) = (\bar{\theta}_s^{-1}(F^*)^{-1}(\mu \bar{\theta}_s \bar{v}), \bar{\omega}^r) = (\bar{\theta}_s^{-1}(\mu F^{-1} \cdot \bar{H} \cdot \bar{v}), \bar{\omega}^r) = (\mu F^{-1} \cdot \bar{H} \cdot \bar{v}) \cdot \bar{H} \langle \bar{v}, \bar{\omega}^t \rangle = (\bar{f}_p^1)^r \cdot \bar{H} \cdot \bar{v}. \]

7.7. Let us check assertion 2 in Theorem 6.6. Note that \( f_p^1(E, \theta, \omega) = 0 \) if and only if \( J^1(E^p) \to E^p \) has a section hence if and only if the \( p \)-power Frobenius on \( E \otimes (R/pR) \) lifts to an endomorphism of \( E^p \). By Grothendieck’s existence theorem the latter, if it exists, comes from an endomorphism of \( E \) and we are done.

7.8. Assertion 1 in Theorem 6.6 is easy and will be left to the reader. To conclude the proof of Theorem 6.6 we need to verify assertion 3. Let us assume \( r \geq 2 \) and \( M^* = R^* \). For any square matrix \( f \) let \( f^* \) denote the adjoint of \( f \); if \( f \) is a \( 1 \times 1 \) matrix, then we set, by convention, \( f^* = 1 \). Consider the 1–cocycle
\[ c_{ijp}^r := (\det f_p^1) \varphi_{ijp}^r - f_p^r(f_p^1)^* \varphi_{ijp}^1 \in \mathcal{O}(U_{ij} \cdot)^p. \]
Note that its cohomology class \( c_p^r \) is trivial because
\[ \langle \bar{\theta}_s^{-1} c_p^r, \omega^r \rangle = (\det f_p^1) f_p^r - f_p^r(f_p^1)^* f_p^1 = 0. \]
Consequently, as in Section 3.7, one can write \( c_{ijp}^r = \gamma_{ijp}^r - \gamma_{ijp}^r \) for some \( \gamma_{ijp}^r \in \mathcal{O}(U_{ij}) \). Define
\[ \Psi_i := (\det f_p^1)L_i^r - f_p^r(f_p^1)^* L_i^1 + \gamma_{ijp}^r \in ((\mathcal{O}(U_i)[z', ..., z^{(r)}])^p)^g. \]
Consider the isomorphism
\[ u_{ip} : J^r(U_i^p) \to U_i^{-p} \times N_p \simeq U_i^{-p} \times (\mathcal{A}^g)^p \]
that, at the level of points of formal schemes, sends each point \( x \) of \( J^r(U_i^p) \) into the pair \( (\pi(x), x - s_i(\pi(x))) \), where \( \pi : J^r(U_i^{-p}) \to U_i^{-p} \) is the natural projection. If we assume that \( s_0(0) = 0 \), then \( u_{ip} \) restricted to \( N_p \) is the identity. Via the above isomorphisms \( \Psi_{ip} \) give rise to elements
\[ \psi_{ip}^r \in \mathcal{O}(J^r(U_i^{-p})). \]
We claim that \( \psi_{ip}^r \) glue together to give an element
\[ \psi_p^r \in \mathcal{O}(J^r(E^p)). \]
Now \( J^r(E^p) \) can be viewed as obtained by gluing \( U_i^{-p} \times (\mathcal{A}^g)^p \) via the isomorphisms
\[ U_i^{-p} \times (\mathcal{A}^g)^p \to U_i^{-p} \times (\mathcal{A}^g)^p, \]
\[ (u', ..., u^{(r)}) \mapsto (u', ..., u^{(r)})[+]([\alpha_{ijp}^1, ..., \alpha_{ijp}^r]). \]
The homomorphism property of \( L_p^r \) with respect to \([+]\) in Section 7.3 easily implies
\[ \Psi_{ip}((z', ..., z^{(r)})[+]([\alpha_{ijp}^1, ..., \alpha_{ijp}^r])) = \Psi_{ip}^r(z', ..., z^{(r)}) \]
which proves our claim about the possibility of gluing $\psi_p$. Note that if one replaces $\gamma_r$ by $\gamma_r + \lambda_r$ for some $\lambda_r \in R$ such that $\psi_p(0) = 0$, then

$$\psi_p : J^r(E^p) \rightarrow G_{a^{-p}}$$

is a homomorphism; this is proved by noting that $\Psi_r$ vanishes at the origin of $J^r(E^p)$, its restriction to $N_p$ is a homomorphism and is “equivariant" with respect to the action of $N_p$, with $N_p$ acting on the additive group by translations via the restriction of $\Psi_r$ to $N_p$. Next consider the group homomorphism

$$e(pz) : G_a^{-p} \rightarrow E^p$$

defined, at the level of rings by $z \mapsto e(pz)$. It induces a homomorphism

$$e(pz) : J^r(G_a^{-p}) \rightarrow J^r(E^p).$$

The composition $\psi_p \circ e(pz) : J^r(G_a^{-p}) \rightarrow G_a^{-p}$ sends $z \mapsto \sum a_i \delta^i(z)$, $a_i \in R$, and the latter, for $r = 2$, is the Picard-Fuchs operator of the tuple $\psi_p^2$. We now address the question of computing these coefficients $a_i$ explicitly. Since $u_{ip}$ is the identity modulo $z$, $\psi_p \circ e(pz)$ is congruent modulo $z$ with

$$\frac{1}{p} \{ (\det f_p^1)[t^{q^r}] \circ [\delta^r(z)] \circ [0, z', ..., z^{(r)}] \circ [\delta(e(pz)), ..., \delta^r(e(pz))] \}

-f_p^1(f_p^1)^*[t^{q^r}] \circ [\delta(z)] \circ [0, z'] \circ [\delta(e(pz))] + u_{ip}(z)$$

for some $u_{ip}(z) \in (R[z]^p)$. We want to set $z = 0$ in (7.2). Note that, if $s \leq r$,

$$[t^{q^r}] \circ [\delta^r(z)] \circ [0, z', ..., z^{(s)}] \circ [\delta(e(pz)), ..., \delta^s(e(pz))] \circ [0, z', ..., z^{(s)}]$$

$$= [t^{q^s}] \circ [\delta^s(z)] \circ [e(pz), \delta(e(pz)), ..., \delta^s(e(pz))] \circ [0, z', ..., z^{(s)}]$$

$$= [t^{q^s}] \circ [\delta^s(z)] \circ [e^s(z)] \circ [0, z', ..., z^{(s)}]$$

So we get that $\sum a_i \delta^i(z)$ is congruent modulo $z$ to

$$(\det f_p^1)[\delta^r(z)] - f_p^1(f_p^1)^*[\delta(z)].$$

We conclude that

$$\sum a_i \delta^i(z) = (\det f_p^1) \delta^r(z) - f_p^1(f_p^1)^* \delta(z) + h_p^r z$$

with $h_p^r \in \text{Mat}(g \times g, R)$. This implies, in particular, assertion 4 in Theorem 6.6.

7.9. Let us prove Theorem 6.4. Set $k = R/pR$, $\bar{E} := E \otimes_R k$, $\bar{J}^1(E^p) := J^1(E^p) \otimes_R k$. By [5], Lemmas 4.2 and 4.4, our hypothesis on the Serre-Tate parameters implies that the class of the extension

$$0 \rightarrow G_a^{-p} \rightarrow \bar{J}^1(E^p) \rightarrow \bar{E} \rightarrow 0$$

in $Ext^1(\bar{E}, G_a) \simeq Hom_k(H^0(\bar{E}, F^* \Omega^1_{E/k}), H^1(\bar{E}, O))$ is invertible as a virtual map. By our proof of Theorem 6.6, this implies that $\det(f_p^1(E, \theta, \omega)) \in R^\times$ for any $\theta, \omega$. The ordinarity assumption translates into the fact that the Hasse-Witt matrix $H(\bar{E}, \hat{\theta}, \hat{\omega})$ is non-singular. We conclude by assertions 3 and 4 in Theorem 6.6.
8. Differential modular forms from $p$-jets: $p$ variable

The aim of this section is to prove Theorems 6.9, 6.11, and 6.12.

8.1. For the proof of Theorem 6.11 we shall assume we are in the following:

**Situation 1.** We assume $E$ is an elliptic curve in Weierstrass form over $B$ where

$$B := \text{Spec } M, \quad M = \mathbb{Z}_S[a_4, a_6, \Delta^{-1}],$$

$a_4, a_6$ being two variables and $\Delta = 4a_4^3 + 27a_6^2$. More precisely, as we will need to set up our notations, we let

$$U_1 = \text{Spec } M[x, y]/(f), \quad f = y^2 - x^3 - a_4 x - a_6,$$

$$U_2 = \text{Spec } M[z, w]/(g), \quad g = w - z^3 - a_4 z^2 - a_6 w^3$$

be glued via $z \mapsto x/y, w \mapsto 1/y$ to give an elliptic curve $E/M$ with origin given by the subscheme $Z$ of $U_2$ defined by the ideal $(z, w)$. We let $U$ be the covering of $E$ consisting of $U_1$ and $U_2$ and we let $\omega_1 = \omega := dx/y$. We set $U = U_1 \cap U_2$. Note that $U = \text{Spec } M[x, y, y^{-1}]/(f)$. Also, for $r \geq 1$, if we take

$$M_r = \mathbb{Z}_S[a_4, a_6, a_4', a_6', a_4'', \ldots, a_4^{(r)}, a_6^{(r)}, \Delta^{-1}],$$

where $a_4', a_6', a_4'', \ldots, a_4^{(r)}, a_6^{(r)}$ are new variables, then $M_r^p := \mathcal{O}(J^r(B^p))$ equals $M_{r+1}^p$.

In order to prove Theorem 6.9 it is sufficient, as we noted in the remarks made following its statement, to prove the weaker version in which the words “Zariski open set” are replaced by “etale open set” and the words “Fermat” are replaced by “formally Fermat”. Let us also note that one can make a series of reductions as follows. Our first remark is that if $(E, \theta, \omega), (E', \theta', \omega') \in \mathbf{M}_g(B)$, with $B$ irreducible, and if $E$ and $E'$ become isogenous over the geometric generic point of $B$, then Theorem 6.9 is true for $(E, \theta, \omega)$ if and only if it is true for $(E', \theta', \omega')$. Indeed after replacing $B$ by an etale affine open set of it we may assume there is an isogeny between $E$ and $E'$ over $B$, whose degree is invertible on $B$; then we use the “covariance property” with respect to the $1$-forms and the isogeny covariance of $f_r^r$. Our second remark is that for any Abelian variety $A$ over an algebraically closed field of characteristic zero there is an Abelian variety $\hat{A}$ such that $A \times \hat{A}$ is isogenous to the Jacobian of a curve. Using this remark, the first remark and the compatibility of $f_r^r$ with products, we see that, in order to prove Theorem 6.9 it is enough to do it in case $E/B$ is the Jacobian of a curve $C/B$ equipped with a $B$-point. Now, by further replacing $B$ with an etale dense open set of it, and using Corollary 3.8 and Section 7.1, we may assume, in Theorem 6.9 that we are in the following:

**Situation 2.** $B = \text{Spec } M/\mathbb{Z}$ possesses special etale coordinates, hence, by Proposition 4.1, the family of rings $(M^r_p) := (\mathcal{O}(J^r(B^p)))$ is isomorphic in $\mathcal{F}_{\text{Alg}}$ to $(M_{r+1}^p)$, where $M_r$ is a polynomial ring over $M$ in several variables. (Note, by the way, that all these conditions are also true in Situation 1 above.) Moreover we assume $E/B$ is the Jacobian of a smooth projective curve $C/B$ of genus $g \geq 1$, possessing a $B$-point $O$, and we let $\alpha : C \to E$ be the Abel-Jacobi map corresponding to $O$. We assume we have an affine open covering $U = (U_i)$ of $E$ such that for each $i$, $U_i/B$ has special etale coordinates in the sense of Section 4.3 and for any two open sets $U_i$ and $U_j$ in $U$ we have that $U_{ij} := U_i \cap U_j$ is principal in both $U_i$ and $U_j$. We also
assume the induced covering $U \cap C$ of $C$ is prepared (in the sense of Section 3.6).
We finally assume that one of the open sets in the covering, call it $U_{i_0}$, contains
the image of the zero section of $E/B$ and we assume that the scheme whose ideal
is generated by the chosen special etale coordinates on $U_{i_0}$ coincides with the zero
section of $E/B$. We will consider any principal polarization $\theta$ on $E/B$ (this can be,
for instance, the canonical polarization defined by $C$) and we let $\omega$ be a basis for
$H^0(E, \Omega^1_{E/B})$.

We will show in both Situations 1 and 2 that, after suitably enlarging $S$, the
family of matrices
\[
(f^*_p(E, \theta, \omega)) \in \prod_{p \not\in S} gl_2(M_{r-p})
\]
is formally Fermat (and, indeed, Fermat for $g = 1$). We will treat Situations 1 and
2 simultaneously. (For this reason, in Situation 1, we use the notation $C = E$.)
What we are going to do will be to go back to our construction in Section 7 and
show, step by step, that all the relevant objects there form Fermat families.

The diagonal map $U_{ij} \rightarrow U_{ij} \times_B U_{ij}$ induces a morphism in $\mathcal{F} Sch$:
\[
(U_{ij}^{-p} \times_B B \rightarrow J^r(B^p))_{\text{coarse}} \rightarrow ((U_{ij} \times_B U_{ij})^{-p} \times_B B \rightarrow J^r(B^p))_{\text{coarse}}.
\]
By Propositions 4.4 and 4.5 we get a morphism
\[
(8.1) \quad \Delta : (U_{ij}^{-p} \times_B B \rightarrow J^r(B^p))_{\text{ind, }U_{ij}} \rightarrow ((U_{ij} \times_B U_{ij})^{-p} \times_B B \rightarrow J^r(B^p))_{\text{ind, }U_{ij} \times_B U_{ij}}.
\]
Due to Proposition 4.7 in Situation 1 and to Proposition 4.1 in Situation 2 there
exist sections
\[
s_i : (U_i^{-p} \times_B B \rightarrow J^r(B^p))_{\text{coarse}} \rightarrow (J^r(U_i^{-p}))_{\text{coarse}}
\]
in $\mathcal{F} Sch$ of the natural projections. Since $U_{ij}$ is principal in both $U_i$ and $U_j$,
Corollary 4.6 implies that $s_i$ and $s_j$ induce sections in $\mathcal{F} Sch$
\[
s_{ij, s_{ji}} : (U_{ij}^{-p} \times_B B \rightarrow J^r(B^p))_{\text{coarse}} \rightarrow (J^r(U_{ij}^{-p}))_{\text{coarse}},
\]
respectively. By Section 4.5 we have an induced morphism
\[
(8.2) \quad s_{ij} \times s_{ji} : ((U_{ij} \times_B U_{ij})^{-p} \times_B B \rightarrow J^r(B^p))_{\text{ind, }U_{ij} \times_B U_{ij}} \rightarrow (J^r((U_{ij} \times_B U_{ij})^{-p}))_{\text{full}}
\]
in $\mathcal{F} Sch$. The inclusion $U_{ij} \times_B U_{ij} \rightarrow E \times_B E$ induces a morphism in $\mathcal{F} Sch$
\[
(8.3) \quad (J^r((U_{ij} \times_B U_{ij})^{-p}))_{\text{full}} \rightarrow (J^r((E \times_B E)^{-p}))_{\text{full}}.
\]
The difference map $E \times_B E \rightarrow E$ induces a morphism in $\mathcal{F} Sch$
\[
(8.4) \quad (J^r((E \times_B E)^{-p}))_{\text{full}} \rightarrow (J^r(E^p))_{\text{full}}.
\]
Composing (8.1) through (8.4) we get a morphism in $\mathcal{F} Sch$
\[
(8.5) \quad s_{ij} - s_{ji} : (U_{ij}^{-p} \times_B B \rightarrow J^r(B^p))_{\text{ind, }U_{ij}} \rightarrow (J^r(E^p))_{\text{full}}.
\]
Now we choose an open set $W \subset E$ as follows. In Situation 1 we let $W \subset U_2$ be
the affine open set where $(1 - a_0 w^2) \partial g/\partial w$ is invertible. Then $W$ contains the zero
section $Z$ of the projection $E \rightarrow B$ and $z$ is a special etale coordinate on $W/B$
that defines $Z$ as a subscheme. In Situation 2 we let $W = U_{i_0}$; then, again, by our
assumptions in Situation 2, $W$ contains the zero section $Z$ of the projection $E \rightarrow B$
and $W$ has special etale coordinates that define $Z$ scheme theoretically. After a
linear change we may assume these coordinates $z$ are such that $\omega \equiv dz \text{ mod } (z)$. 

Set \( Y_p = W^p \times_{B^p} J^r(B^p) \). By Proposition 4.1 and Section 4.4 there is a canonical trivialisation in \( \mathcal{F}_\text{Sch} \)

\[
(\mathcal{F}(W^p))_{\text{full}} \cong (Y_p \times (A^r)^p)_{\text{ind,W}} = ((W \times (A^r)^p \times_{B^p} J^r(B^p))_{\text{ind,W}}
\]

over \((Y_p)_{\text{full}},\) attached to \( z \). Let \( \pi_p : J^r(E^p) \to E^p \) be the natural projections and let \( N_p := \pi_p^{-1}(Z^p) \). Then \((N_p)\) is closed in \((J^r(E^p))_{\text{full}}\) so it has a deduced Fermat structure \((N_p)_{\text{ded, E}}\) in the sense of Section 3.3. On the other hand \((N_p)\) is also closed in \((J^r(W^p))_{\text{full}}\) so it has a different deduced structure \((N_p)_{\text{ded,W}}\). It is a trivial exercise to check, however, that we have an isomorphism in \( \mathcal{F}_\text{Sch} \)

\[
(N_p)_{\text{ded,E}} \cong (N_p)_{\text{ded,W}}.
\]

Clearly the morphism (8.5) has the property that for each \( p \) the image of

\[
U_{ij} \times_{B^p} J^r(B^p) \to J^r(E^p)
\]

is contained in \( N_p \). By Proposition 3.1 the morphism (8.5) factors through a morphism in \( \mathcal{F}_\text{Sch} \)

\[
(U_{ij} \times_{B^p} J^r(B^p))_{\text{ind,U}_{ij}} \to (N_p)_{\text{ded,E}}.
\]

Composing with (8.7) we get a morphism in \( \mathcal{F}_\text{Sch} \)

\[
s_{ij} - s_{ji} : (U_{ij} \times_{B^p} J^r(B^p))_{\text{ind,U}_{ij}} \to (N_p)_{\text{ded,W}}.
\]

Now (8.6) induces an isomorphism in \( \mathcal{F}_\text{Sch} \)

\[
(N_p)_{\text{ded,W}} \cong ((Z \times (A^r)^p \times_{B^p} J^r(B^p))_{\text{ded}},
\]

where

\[
((Z \times (A^r)^p \times_{B^p} J^r(B^p))_{\text{ded}}
\]

is viewed as a closed family in

\[
((W \times (A^r)^p \times_{B^p} J^r(B^p))_{\text{ind,W}},
\]

viewed with the deduced structure from the latter in the sense of Section 3.3. It is a straightforward verification that we have an isomorphism in \( \mathcal{F}_\text{Sch} \)

\[
((Z \times (A^r)^p \times_{B^p} J^r(B^p))_{\text{ded}} \to ((A^r)^p \times J^r(B^p))_{\text{ind,B}},
\]

where \(((A^r)^p \times J^r(B^p))_{\text{ind,B}}\) has the structure induced from \( B \) in the sense of Section 3.2. From (8.9), (8.10), (8.11) we get a morphism in \( \mathcal{F}_\text{Sch} \)

\[
\gamma := \gamma_{ij} : (U_{ij} \times_{B^p} J^r(B^p))_{\text{ind,U}_{ij}} \to ((A^r)^p \times J^r(B^p))_{\text{ind,B}}
\]

Note that, by Section 4.4, the coordinates on \( A^r \) correspond, via the morphism obtained by composing (8.10) with (8.11), to \( z', z'', ..., z^{(r)} \).

As in Section 7, the isomorphisms (8.10) and (8.11) induce, for each \( p \), an isomorphism \( N_p \cong (A^r)^p \times J^r(B^p) \) and, via these isomorphisms, the group law on \( N_p \) induces a group law on \( (A^r)^p \times J^r(B^p) \) that we computed there. The pull-back via (8.12) of the coordinates \( z', z'', ..., z^{(r)} \) on \( A^r \) gives rise to a families

\[
(\alpha_{ijp}^1, ..., \alpha_{ijp}^{r}) \in \prod_{p \in S} \mathcal{O}(U_{ij} \times_{B^p} J^r(B^p))^g
\]

with the property that there exists a covering of \( U_{ij} \) with affine open sets such that for each open set \( V \) of the covering the images of the components of \( (\alpha_{ijp}^1, ..., \alpha_{ijp}^{r}) \) in \( \prod_{p \in S} \mathcal{O}(V^p \times_{B^p} J^r(B^p)) \) are Fermat families. Now by the same arguments as in Proposition 4.5 it is easy to see that \( \mathcal{O}(V^p \times_{B^p} J^r(B^p)) \), with its product Fermat structure isomorphic to \( \mathcal{O}(V^p \times A^k)^p \), with its standard Fermat structure, where
\[ k \text{ is the relative dimension of } B/\mathbb{Z}_S. \text{ Hence, upon enlarging } S, \text{ there exist, by Proposition 3.2, sequences } (\alpha_{ijp}^{\nu}), (\alpha_{ijp}^s), \text{ of elements in } \prod_{p \notin S} \mathcal{O}(U_i, B^{\nu} J)(B^{\nu})^g, \text{ with } (\alpha_{ijp}^{\nu}) \text{ Fermat families, such that}
\]
\[ (8.14) \quad \alpha_{ijp}^{s} - \alpha_{ijp}^{\nu} = p^\nu \alpha_{ijp}^{s
u}, \]
for \( p \notin S \). The definition
\[ \varphi_{ijp}^s := L^p_1(\alpha_{ijp}^{1}, \ldots, \alpha_{ijp}^{s}) \]
in the last section can be supplemented by defining
\[ \varphi_{ijp}^{s\nu} := L^p_1(\alpha_{ijp}^{1\nu}, \ldots, \alpha_{ijp}^{s\nu}) \in \mathcal{O}(U_i, B^{\nu} J)(B^{\nu})^g. \]
By (8.14) we have
\[ \varphi_{ijp}^s - \varphi_{ijp}^{s\nu} = p^\nu \varphi_{ijp}^{s\nu}, \]
for \( \varphi_{ijp}^{s\nu} \in \prod_{p \notin S} \mathcal{O}(U_i, B^{\nu} J)(B^{\nu})^g \). Note that, for \( p \) and \( s \) fixed, \( (\varphi_{ijp}^s) \) is a cocycle, i.e., an element in \( Z^1(U, \mathcal{O}_S^{\nu \times \nu} J^r(B^{\nu})) \) while \( (\varphi_{ijp}^s) \) is a priori not; however, for fixed \( i,j,s \) the family \( (\varphi_{ijp}^{s\nu}) \) is Fermat, hence the family \( (\varphi_{ijp}^s) \) is formally Fermat. Let us consider the formally Fermat family of cocycles
\[ (\alpha^* \varphi_{ijp}^s) \in \prod_{p \notin S} \mathcal{O}(C_{ij}^{\nu} \times B^{\nu} J)(B^{\nu})^g \]
obtained by restricting \( \varphi_{ijp}^s \) to the completions of \( C_{ij} := C \cap U_{ij} \). As in Section 3.7, this family induces a family
\[ (\alpha^* \varphi_{ijp}^s) \in \prod_{p \notin S} H^1(C \otimes M_s^{\nu\times\nu}, \mathcal{O}_{C \otimes M_s^{\nu\times\nu}})^g \]
of (vectors whose components are) cohomology classes.

Now we can pair this family of cohomology classes \( \alpha^* \varphi_{ijp}^s \), via Serre duality \( (, )_C \) on \( C \), with the \( 1 \)-forms \( \alpha^* \omega \), pull backs of \( \omega \) via the Abel-Jacobi map. We claim that there exists an invertible matrix \( \Sigma \in GL_\delta(M) \), independent of \( p \), such that
\[ f^\nu_p(E, \theta, \omega) = (\alpha^* \varphi_{ijp}^s, \alpha^* \omega_s)_C \cdot \Sigma^t. \]
Since, by Corollary 3.9, the family
\[ ((\alpha^* \varphi_{ijp}^s), \alpha^* \omega_s)_C) \in \prod_{p \notin S} gl_\delta(M_s^{\nu\times\nu}) \]
is formally Fermat, it will follow that so is \( (f^\nu_p(E, \theta, \omega)) \) which will close the proof of Theorem 6.9. To check the claim above consider the isomorphisms
\[ \theta_s : H^1(E, \mathcal{O}) \rightarrow H^0(E, T) \simeq H^0(E, \Omega^1)^D, \]
\[ u : H^1(E, \mathcal{O}) \xrightarrow{\alpha^*} H^1(C, \mathcal{O}) \xrightarrow{s} H^0(C, \Omega^1)^D \xrightarrow{\alpha^*} H^0(E, \Omega^1)^D, \]
where \( s \) is the Serre duality and the upper \( D \) means “\( M \)-linear dual”. Then \( \theta_s^{-1} u^{-1} = \beta^D \) for some \( M \)-linear automorphism \( \beta \) of \( H^0(E, \Omega^1) \). Consider the isomorphism
\[ \sigma : H^0(E, \Omega^1) \xrightarrow{\beta} H^0(E, \Omega^1) \xrightarrow{\alpha^*} H^0(C, \Omega^1) \]

and write \(\sigma\omega = \Sigma \cdot \alpha^*\omega\). Then we have

\[
f_p^r(E, \theta, \omega) = (\theta_s^{-1}\varphi_p^r, \omega^t)
= (\theta_s^{-1}u^{-1}w\varphi_p^r, \omega^t)
= (\beta^D \alpha^D \sigma^* \varphi_p^r, \omega^t)
= (\sigma^D \sigma^* \varphi_p^r, \omega^t)
= (\sigma^* \varphi_p^r, \alpha^* \omega^t)_{C} \cdot \Sigma^t
\]

and our claim is proved. This closes the proof of Theorem 6.9.

8.2. From now on we will assume we are in Situation 1 and concentrate on the proof of Theorem 6.11. Note that \(\Sigma\) above is easily seen, in Situation 1, to be merely a unit in the ring \(\mathbb{Z}[1/6]\). After a normalization, we may, and will, assume \(\Sigma = 1\).

The cohomology group \(H^1((E \otimes M_r)^p, \mathcal{O}) \simeq H^1(E \otimes M_r, \mathcal{O})^p\) is a free \(M_r\)–module of rank one with basis the cohomology class of the Cech cocycle \(x^2y^{-1} \in \mathcal{O}(U \otimes M_r)^p\). Assume now that

\[
g_p := \left( \sum_{i,j} a_{ij} x^j y^i \right) + \left( \sum_{i,j} b_{ij} x^j y^i \right) \in \mathcal{O}(U \otimes M_r)^p.
\]

Then \(g_p(x, y, y^{-1}) \in \mathcal{O}(U \otimes M_r)^p\), viewed as a Cech cocycle (for the covering \(E = U_1 \cup U_2\), with values in the structure sheaf \(\mathcal{O}_E\)), is cohomologous to \(g_{res,p}x^2y^{-1}\) where

\[
g_{p, res} := \left( \sum_{i-j=-1} c_{ij} \right) \in M_r
\]

is the coefficient of \(x^2y^{-1}\) in \(g_p(x, y, y^{-1})\). Moreover the difference \(g_p - g_{p, res}x^2y^{-1}\) can be explicitly represented as a coboundary \(g_{p1} - g_{p2}\) with

\[
g_{p1} := \left( \sum_{i \geq j} a_{ij} x^j y^i \right) + \left( \sum_{i \geq j} b_{ij} x^j y^i \right) x + \left( \sum_{i \geq j} c_{ij} x^j y^i \right) x^2 \in \mathcal{O}(U_1 \otimes M_r)^p,
\]

\[
g_{p2} := \left( \sum_{j > i} a_{ij} x^j y^i \right) + \left( \sum_{j > i} b_{ij} x^j y^i \right) z + \left( \sum_{j > i} c_{ij} x^j y^i \right) z^2 \in \mathcal{O}(U_2 \otimes M_r)^p.
\]

(Here we view \(g_{p1}\) both as polynomials and as elements of \(\mathcal{O}((U_1 \otimes M_r)^p)\); there is no ambiguity because these polynomials have degree \(\leq 2\) in \(x\).) Note that the operations \(g \mapsto g_{p, res}, g \mapsto g_{p1}, g \mapsto g_{p2}\) are additive maps on the space of all quadratic polynomials in \(x\) with coefficients in \(M_r[y, w]^p\) and they vanish on polynomials divisible by \(yw - 1\). Note also that \(g_{p2}\) vanishes for \(z = w = 0\). If

\[
(g_p) \in \prod_{p \notin S} M_r[x, y, w]^p
\]

is a Fermat family (with respect to the standard Fermat structure), then, by Remark 2.16, \((g_{p1})\) is a Fermat family; it is an easy exercise to show that \((g_{p2})\) and \((g_{p, res})\) are Fermat families as well. It is convenient to give a name to the equality

\[
g_p(x, y, y^{-1}) = g_{p, res}x^2y^{-1} + g_{p1} - g_{p2}.
\]
We shall call it the \textit{standard} decomposition of $g_p(x, y, y^{-1})$. Note that if a regular function on $U_1 \cap U_2$ is given by $g_p(x, y, y^{-1})$, then $\eta_\nu \in H^1(E, \mathcal{O})$ is the cohomology class defined by this function, and $\omega = dx/y$, then

$$\langle \eta_\nu, \omega \rangle = g_{p, res}.$$  

Write

$$U = \text{Spec } M[x, y, y^{-1}] / (f) = \text{Spec } M[x, y, w] / (f, yw - 1).$$

Since we are in Situation 1 we will systematically drop the index 12, e.g. we simply denote $\alpha_1^{12}, \alpha_2^{12}, \varphi_1^{12}, \varphi_2^{12}$ by $\alpha_1, \alpha_2, \varphi_1, \varphi_2$, and let these be images of some series $A_p, A_{\nu}, F_p, F_{\nu} \in M[x, y, w]^{\nu}$, where $p \notin S$, and $(A_{\nu})$ are Fermat. Set

$$F_p^{\nu} := (A_p, A_{\nu}), \quad F_{p, res}^{\nu} := (A_p^{\nu}, A_{\nu}^{\nu}).$$

(8.18)

(Note that $F_p^{\nu}$ lifts $\varphi_p^{\nu}$.) Now (8.16) yields

$$F_p = F_p^{\nu} + p^{\nu}F_{p, res}^{\nu} + fG_p^{\nu} + (yz - 1)H_p^{\nu}$$

for some $G_p^{\nu}, H_p^{\nu} \in M[x, y, w]^{\nu}$. Apply, to (8.19), the (additive) operator

$$r_f : M[x, y, w]^{\nu} \to M[x, y, w]^{\nu}$$

that takes the remainder in the division by $f$, where $f$ is viewed as a monic polynomial of degree 3 in $x$. This operator kills multiples of $f$ and takes Fermat families into Fermat families, by Remark 2.14. Replacing the terms in (8.19) by their images under $r_f$ we may assume that all terms in (8.19) are polynomials of degree $\leq 2$ in $x$ and $G_p^{\nu} = 0$. Now apply the operators introduced before (8.17); we get

$$F_p^{res} = F_{p, res}^{\nu} + p^{\nu}F_{p, res}^{\nu}, \quad F_{p, res}^{\nu} = F_{p, res}^{\nu} + p^{\nu}F_{p, res}^{\nu}, \quad i = 1, 2.$$  

Then $f_p := f_p(E, \theta, dx/y) = F_p^{\nu}$, and $f_{p, res}^{\nu}$ are Fermat families. Hence

$$\langle f_p^{\nu}, \rangle \in \prod_{p \notin S} M[x, y, w]^{\nu}$$

are formally Fermat families. By further enlarging $S$ we may assume, by Proposition 3.4, that $(f_p^{\nu})$ are Fermat families. This closes the proof of Theorem 6.11.

8.3. We conclude by proving Theorem 6.12.

\textit{Proof.} We will borrow notations from the previous discussion. Recall that $(F_{p, res}^{\nu})$, viewed as elements of

$$\prod_{p \notin S} \mathcal{O}(U_1 \otimes_M M_r)^{\nu},$$

are formally Fermat. Also, by manipulations similar to the ones in the beginning of this section one easily shows that the family

$$u_{ip} : (J^r(U_1^{\nu}))^{\text{full}} \to (U_1^{\nu} \times (A^{\nu})^{\nu} \times B^{\nu} \times J^r(B^{\nu}))^{\text{ind}, U_1}$$

considered already in the proof of Theorem 6.6 is Fermat. Composing (8.21) with the inverse of (8.6) we get a Fermat family of maps from the right-hand side of (8.6) to the right-hand side of (8.21); hence, specializing to the case $r = 1$ and due to Proposition 3.2, we may assume (after enlarging $S$) that the family induced by $u_{2p}$

$$\mathcal{O}(U_2 \otimes_M M_1)[z]^{\nu} \to \mathcal{O}(W \otimes_M M_1)[z]^{\nu}$$

(8.22)
takes \( z' \) into a formally Fermat family which is congruent to \( z' \) mod \( z \) hence has the form \( (z' + zv_p) \) for some \( v_p \). Of course \((8.22)\) will take \( F^{1}_{p2} \) into the natural restriction of \( F^{1}_{p2} \). Next write \( W \) in the form

\[
W = \text{Spec}(M[z, w]/(g))_H = \text{Spec} \mathcal{Z}[a_4, a_6, z, w, t]/(g, tH - 1),
\]
where \( H = \Delta(1 - a_6 w^3) \frac{\partial a_6}{\partial w} \); note that \( H(0, 0) = \Delta \).

**Claim.** One can write

\[
zv_p = zv^*_p + z^2v^{**}_p + zwv^{***}_p
\]
for some \( v^*_p, v^{**}_p, v^{***}_p \) with \( (v^*_p) \) formally Fermat.

Indeed one can write \( v_p \) as the class of \( V_p \in \mathbb{Z}_p[a_4, a_6, z, z', w, t]^{p}\) such that \( zV_p \) is in the ideal generated by \( V^{(n)}_p, p^n, g, Ht - 1 \), with \( (V^{(n)}_p) \) Fermat. Taking \( d/dz \) and setting \( z = w = 0 \) we get that \( V_p \mid z = w = 0 \) is formally Fermat and we are done by letting \( v^*_p \) be the image of the latter.

By Lemma 4.2 there is a Fermat family \( (w_p(z)) \in \prod_{pgs} M[z]^p \) such that \( g(pz, pw_p(z)) = 0 \). Making the substitution \( z \mapsto p^{-1}e(pz) \) we get

\[
(8.23)\quad g(e(pz), pw_p(p^{-1}e(pz))) = 0.
\]

We define a family of \( M_1 - \text{algebra maps} \)

\[
(8.24)\quad \mathcal{O}(W \otimes M_1)[z']^p \simeq \mathcal{O}(J^1(W^p)) \to M_1[z', z'^p]
\]
by sending

\[
z^{(i)} \mapsto \delta^i(e(pz)),
\]
\[
w^{(i)} \mapsto \delta^i(pw_p(p^{-1}e(pz))),
\]
\[
t^{(i)} \mapsto \delta^i[H(e(pz), pw_p(p^{-1}e(pz)))^{-1}].
\]

The right-hand side of the above formulae is trivially seen to be Fermat, hence \((8.24)\) is Fermat. Let

\[
\Sigma_1 := L^1_{\phi}(z') - F^{1}_{p2} \in \mathcal{O}(U_1 \otimes M_1)[z']^p,
\]
\[
\Sigma_2 := L^1_{\phi}(z') - F^{1}_{p2} \in \mathcal{O}(U_2 \otimes M_1)[z']^p.
\]

By the claim above the composition of \((8.22)\) and \((8.24)\) sends \( \Sigma_2 \) into a family of the form

\[
(8.25)\quad \frac{1}{p} l^0(p(\delta(e(pz)) + e(pz)m^*_p + e(pz)^2m^{**}_p + e(pz)pw_p(p^{-1}e(pz))m^{***}_p))
\]
\[
- F^{1}_{p2}(e(pz), pw_p(p^{-1}e(pz))),
\]
where \( (m^*_p) \) is the image of \( (v^*_p) \); so \( (m^*_p) \) is formally Fermat, hence Fermat. Hence the result \( m^0_p \) obtained by setting \( z = z', z = 0 \) in \( m^*_p \) will also form a Fermat family in the product of the \( M_1 \)'s. This immediately implies that the coefficient of \( z \) in \((8.22)\) has the form \( pk_0 \), where \( (k_p) \in \prod M_1^p \) is Fermat. On the other hand the coefficient of \( z' \) in \((8.22)\) is immediately seen to be \( p \) (just set \( z = 0 \) in \((8.22)\)).

Now, for any point \( P = (a, b) \in M(R) \) such that \( f^1(a, b) = 0 \), we have an induced map \( M_1 \to R \); let \( \sigma_1, \sigma_2 \) be the images of \( \Sigma_1, \Sigma_2 \) in

\[
\mathcal{O}(U_1 \otimes R)[z']^p, \quad \mathcal{O}(U_2 \otimes R)[z']^p.
\]
Then, due to the condition $f^1(a, b) = 0$, $\sigma_1$ and $\sigma_2$ glue together to give a homomorphism $J^1((E \otimes R)^p) \to \mathbf{G}_a$, hence a $\delta$-character of order 1 of $E$ whose Picard-Fuchs operator $\Lambda_{a,b} = \lambda_1 \phi(z) + \lambda_0 z$, $\lambda_0, \lambda_0 \in R$, is obtained by specializing $(\ref{8.25})$ to $R$. Since the coefficient of $z'$ in $\Lambda_{a,b}$ is $p$, we conclude that $\lambda_1 = 1$. Moreover $\lambda_0 = pk\langle a, b \rangle$. We conclude that $\Lambda_{a,b} = \phi(z) - pk(a,b)$. $$\square$$
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