ON THE THEORY OF ELLIPTIC FUNCTIONS
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Abstract. Based on properties of the hypergeometric series \(2F_1\left(\frac{1}{3}, \frac{2}{3}; \frac{1}{2}; z\right)\), we develop a theory of elliptic functions that shares many striking similarities with the classical Jacobian elliptic functions.

The standard approach to the theory of the Jacobian elliptic functions begins with the development of the theory of the theta functions, and the elliptic functions are introduced in terms of the ratios of the theta functions. The crucial properties of the elliptic functions such as the differential equations associated with the elliptic functions and the connection with the hypergeometric series \(2F_1\left(\frac{1}{3}, \frac{2}{3}; \frac{1}{2}; z\right)\) then follow from the general theory of the theta functions. In this work we consider the theory of elliptic functions from the perspective of the hypergeometric series \(2F_1\left(\frac{1}{3}, \frac{2}{3}; \frac{1}{2}; z\right)\) and \(2F_1\left(\frac{1}{3}, \frac{1}{3}; \frac{1}{2}; z\right)\).

The contents are organized as follows. In Section 1, we first list some of the crucial properties of the Jacobian elliptic functions, and then reformulate them in terms of \(2F_1\left(\frac{1}{3}, \frac{1}{3}; \frac{1}{2}; z\right)\); this approach will provide not only the crucial motivation but also the road map for formulating a parallel theory of the elliptic function theory based on \(2F_1\left(\frac{1}{3}, \frac{2}{3}; \frac{1}{2}; z\right)\). In Section 2, we introduce three functions analogous to the ones encountered in the previous section and, based on the simple properties of \(2F_1\left(\frac{1}{3}, \frac{2}{3}; \frac{1}{2}; z\right)\), we derive a corresponding set of formulas which share striking similarities with their counterparts. One of the functions will be represented in Section 3 in terms of the Weierstrass \(\wp\) function, and additional properties are derived from the theory of conformal mappings. In Section 4, we list the theta functions and the essential formulas involving the theta functions and the Weierstrass \(\wp\) function. The most technical aspect of the paper is in Section 5. It seems appropriate to insert a brief remark here. We recall that in the theory of the Jacobian elliptic functions, it is simple to establish that the theta quotient \(\frac{\theta_2(z/\theta_1^2)}{\theta_3(z/\theta_1^2)}\) satisfies the following differential equation [19, p. 491]:

\[(y')^2 = (1 - y^2)(1 - k^2y^2) \quad \text{with} \quad y(0) = 1,\]

where \(k = \frac{\theta_2^2}{\theta_1^2}\). However, for a given \(0 < k < 1\), it is very difficult to solve the above differential equation (the inverse problem). In fact, it is commented in [19, p. 492] that unless the theory of theta function is assumed, it is exceedingly difficult to even show that the above differential equation has an analytic solution except at simple poles. The main goal of this section is essentially to solve a similar
inverse problem for a differential equation arising from the current theory with the help of the existing properties of the Weierstrass \( \wp \) function. In Sections 6 and 7, we see that many interesting counterparts of the Jacobian elliptic functions follow naturally from the machinery established in the earlier sections.

The reader’s familiarity with the subjects of the Weierstrass \( \wp \) function, the basic properties of the theta functions and the classical Jacobian elliptic functions is assumed.

1. Basic properties and reformulation of the Jacobian elliptic functions

We first list some of the most important properties of the Jacobian elliptic functions. (See [5, Chapter XXII] for the definitions and the proofs of these identities.)

\[
\begin{align*}
\text{(1.1)} & \quad sn^2 u + cn^2 u = 1, \\
& \quad k^2 sn^2 u + dn^2 u = 1. \\
& \quad sn'u = cnudnu, \\
& \quad cn'u = -sn udn u, \\
& \quad dn'u = -k^2 sn ucn u. \\
\end{align*}
\]

\[
\begin{align*}
\text{(1.2)} & \quad u = \int_0^{sn u} \frac{dt}{\sqrt{(1-t^2)(1-k^2t^2)}} \\
& = \int_{dn u}^1 \frac{dt}{\sqrt{(1-t^2)(t^2-k^2)}}. \\
\end{align*}
\]

(See [5] p. 492–493 for the proofs of (1.1)-(1.3).)

Also, \( dn u \) satisfies the differential equation

\[
\begin{align*}
\text{(1.4)} & \quad (dn'u)^2 = (1-dn^2 u)(dn^2 u - k'^2). \\
\end{align*}
\]

Moreover, we have the Lambert series [5, p. 511, Example 1]

\[
\begin{align*}
\text{(1.5)} & \quad \theta_3^2 dn(\theta_3^2 z) = 1 + 4 \sum_{n=1}^{\infty} \frac{q^n}{1+q^{2n}} \cos 2nz.
\end{align*}
\]

For later comparison, we also mention [5, p. 493]

\[
\begin{align*}
\text{(1.6)} & \quad sn0 = 0, \quad cn0 = 1, \quad dn0 = 1, \\
& \quad snK = 1, \quad cnK = 0, \quad dnK = k', \\
\end{align*}
\]

where \( k = \theta_3^2 \) and \( k' = \theta_2^2 \) are, respectively, the modulus and complementary modulus of the elliptic functions, and \( K = \frac{1}{2} \theta_3^2 \).

Thus, the identity

\[
\begin{align*}
\text{(1.6)} & \quad \theta_2^4 + \theta_4^4 = \theta_3^4
\end{align*}
\]

is precisely the identity

\[
\begin{align*}
\text{(1.6)} & \quad k^2 sn^2 K + dn^2 K = 1.
\end{align*}
\]

We now reformulate the theory of the classical Jacobian elliptic functions from the perspective of the hypergeometric series \( {}_2F_1 \left( \frac{1}{2}, \frac{1}{2}; \frac{3}{2}; x \right) \). This approach will form the basis for the development elliptic function theory based on \( {}_2F_1 \left( \frac{1}{3}, \frac{2}{3}; \frac{1}{2}; x \right) \).
We recall that the hypergeometric series \( _2F_1(a, b; c; z) \) is defined as
\[
_2F_1(a, b; c; z) = \sum_{n=0}^{\infty} \frac{(a)_n(b)_n}{n!(c)_n} z^n.
\]
The following identity is well known [2, p. 101]:
\[
_2F_1\left(\frac{1}{2}, \frac{1}{2}; \frac{1}{2}; \sin^2 z \right) = \frac{1}{\cos z}.
\]
Two special cases of the above identity corresponding to \( a = 0 \) and \( a = \frac{1}{2} \) are used in this work:
\[
(1.7) \quad _2F_1\left(\frac{1}{2}, \frac{1}{2}; \frac{1}{2}; \sin^2 z \right) = \frac{1}{\cos z},
\]
\[
(1.8) \quad _2F_1\left(\frac{1}{2}, \frac{1}{2}; \frac{1}{2}; \sin^2 z \right) = \frac{\cos \frac{z}{2}}{\cos z}.
\]
Define
\[
u = \int_{0}^{\phi} _2F_1\left(\frac{1}{2}, \frac{1}{2}; \frac{1}{2}; k^2 \sin^2 \theta \right) d\theta
\]
\[
= \int_{0}^{\sin \phi} _2F_1\left(\frac{1}{2}, \frac{1}{2}; \frac{1}{2}; k^2 t^2 \right) \frac{dt}{\sqrt{1-t^2}}
\]
\[
= \int_{0}^{\sin \phi} \frac{dt}{\sqrt{(1-t^2)(1-k^2 t^2)}} \quad \text{(from (1.7)).}
\]
Comparing with (1.3), we have
\[
\sin \varphi = \sin u,
\]
\[
\cos \varphi = \sqrt{1 - \sin^2 \varphi} = \sqrt{1 - \sin^2 u} = \cos u,
\]
and
\[
\frac{d\varphi}{du} = \frac{1}{_2F_1\left(\frac{1}{2}, \frac{1}{2}; \frac{1}{2}; k^2 \sin^2 u \right)} = \sqrt{1 - k^2 \sin^2 u} = \frac{dnu}{nu}.
\]

**Theorem 1.1.** Let \( 0 < k = \frac{a^2}{\sin^2 \theta} < 1 \). Define
\[
\theta_3^2 z = \int_{0}^{\Phi} _2F_1\left(\frac{1}{2}, \frac{1}{2}; \frac{1}{2}; k^2 \sin^2 \theta \right) d\theta = \int_{0}^{\sin \Phi} \frac{dt}{\sqrt{(1-t^2)(1-k^2 t^2)}}
\]
Then
\[
\Phi(z) = z + 2 \sum_{n=1}^{\infty} \frac{1}{n \left(1 + q^n\right)} \sin 2nz.
\]

**Proof.** Clearly, comparing (1.3) and (1.10),
\[
(1.11) \quad \sin(\theta_3^2 z) = \sin \Phi(z).
\]
Differentiating (1.11) and appealing to the properties (1.1), (1.2) and the Lambert series (1.5), we obtain
\[
(1.12) \quad \frac{d\Phi}{dz} = \theta_3^2 \frac{c_n(\theta_3^2 z) dn(\theta_3^2 z)}{\cos \Phi} = \theta_3^2 \frac{dn(\theta_3^2 z)}{\cos \Phi} = 1 + 4 \sum_{n=1}^{\infty} \frac{q^n}{1 + q^{2n}} \cos 2nz.
\]
The conclusion follows immediately by integrating (1.12).
Integrating (1.10) from 0 to $\frac{\pi}{2}$ and using the fact that $\Phi(\frac{\pi}{2}) = \frac{\pi}{2}$, we have \[ \theta_3 = 2F_1\left(\frac{1}{2}, \frac{1}{2}; 1; \frac{\theta^2_3}{\theta^2_3}\right). \]

2. Formulation of three functions based on $2F_1\left(\frac{1}{3}, \frac{2}{3}; 1; z\right)$

Let $0 < k_3 < 1$ and let $k'_3 = \sqrt{1 - k_3^2}$. Define
\[
\begin{align*}
 u &= \int_0^\varphi 2F_1\left(\frac{1}{3}, \frac{2}{3}; \frac{1}{2}; k^2_3 \sin^2 \theta\right) d\theta, \\
 &= \int_0^{\sin \varphi} 2F_1\left(\frac{1}{3}, \frac{2}{3}; \frac{1}{2}; k^2_3 t^2\right) \frac{dt}{\sqrt{1 - t^2}}.
\end{align*}
\]

Then $\varphi(u)$, with $\varphi(0) = 0$, is well defined for $u$ in some neighborhood $U$ of $u = 0$. We now define
\[
\begin{align*}
 sn_3 u &= \sin \varphi, \\
 cn_3 u &= \cos \varphi, \\
 dn_3 u &= \frac{d\varphi}{du} = \frac{1}{2F_1\left(\frac{1}{3}, \frac{2}{3}; \frac{1}{2}; k^2_3 \sin^2 u\right)}.
\end{align*}
\]

Clearly
\[
\begin{align*}
 sn_3 0 &= 0, & cn_3 0 &= 1, & dn_3 0 &= 1.
\end{align*}
\]

Moreover, for $u \in U$,
\[
\begin{align*}
 (2.1) & \quad sn_3^2 u + cn_3^2 u = 1, \\
 (2.2) & \quad k^2_3 sn_3^2 u + \frac{1}{4} dn_3^2 u + \frac{3}{4} dn_3^2 u = 1,
\end{align*}
\]

or equivalently,
\[
\begin{align*}
 (2.3) & \quad 4k^2_3 sn_3^2 u = (1 - dn_3 u)(2 + dn_3 u)^2, \\
 (2.4) & \quad sn'_3 u = cn_3 u dn_3 u, \\
 (2.5) & \quad cn'_3 u = -sn_3 u dn_3 u, \\
 (2.6) & \quad dn'_3 u = \frac{4}{3} k_3 cn_3 u \sqrt{1 - dn_3 u}.
\end{align*}
\]

Also, $dn_3 u$ satisfies the following differential equation:
\[
(2.6) \quad (dn'_3 u)^2 = \frac{4}{9} (1 - dn_3 u)(dn_3^2 u + 3dn_3^2 u - 4k'_3^2).
\]

The properties (2.1), (2.3), and (2.4) follow immediately from the definitions, hence we only need to prove (2.2), (2.5) and (2.6).

We introduce a function $\phi_3(u)$ defined by the relation
\[
k_3 sn_3 u = \sin \phi_3(u), \quad \phi_3(0) = 0.
\]

Clearly $\phi_3(u)$ is well defined whenever $u$ lies in $U$.

We now prove (2.2). From the identity (1.8),
\[
2F_1\left(\frac{1}{3}, \frac{2}{3}; \frac{1}{2}; \sin^2 z\right) = \frac{\cos \frac{\phi}{3}}{\cos \frac{\phi}{3}}.
\]
Hence
\[ 2F_1\left(\frac{1}{3}, \frac{2}{3}; \frac{1}{2}; \sin^2 \phi_3\right) = \frac{\cos \frac{2\phi_3}{3}}{\cos \phi_3}. \]

Thus, from the definition of \( dn_3u \), \( \cos \frac{\phi_3}{3} = \frac{\cos \phi_3}{dn_3u} \). Appealing to the trigonometric identity
\[ 4 \cos \frac{\phi_3}{3} - 3 \cos \frac{\phi_3}{3} = \cos \phi_3, \]
we obtain
\[ 4 \left( \frac{\cos \phi_3}{dn_3u} \right)^3 - 3 \cos \frac{\phi_3}{3} = \cos \phi_3. \]

Thus, after simplification,
\[ dn_3^3u + 3dn_3^2u = 4 \cos^2 \phi_3 = 4(1 - k_3^2 sn_3^2u). \]

This proves (2.2).

We now prove (2.5). Differentiating (2.2), we obtain
\[ dn_3'u = -\frac{8}{3} k_3^2 sn_3u cn_3u \frac{dn_3u}{dn_3u + 2}. \]

Hence,
\[ (dn_3'u)^2 = \frac{64}{9} k_3^4 sn_3^2u cn_3^2u \]
\[ = \frac{16}{9} k_3^2 cn_3^2u (dn_3u + 2)^2 (1 - dn_3u) \]
\[ = \frac{16}{9} k_3^2 cn_3^2u (1 - dn_3u). \]

This clearly gives (2.5).

The proof of (2.6) goes as follows. From (2.5),
\[ (dn_3'u)^2 = \frac{16}{9} (1 - dn_3u) k_3^2 cn_3^2u \]
\[ = \frac{16}{9} (1 - dn_3u) (k_3^2 - k_3^2 sn_3^2u) \]
\[ = \frac{4}{9} (1 - dn_3u) (4k_3^2 - 4 + dn_3^3u + 3dn_3^2u) \]
\[ = \frac{4}{9} (1 - dn_3u) (dn_3^3u + 3dn_3^2u - 4k_3^2). \]

All these identities are valid for \( u \in U \). In next section, we will represent \( dn_3u \) in terms of the Weierstrass \( \wp \) function. This will allow us to replace the above neighborhood \( U \) with the entire complex plane.

3. Representation of \( dn_3 \) by the Weierstrass \( \wp \) Function

From the fact that \( dn_30 = 1 \) and the differential equation (2.6), we have
\[ u = \frac{3}{2} \int_1^{dn_3u} \frac{dt}{\sqrt{(1 - t)(t^3 + 3t^2 - 4k_3^2)}}. \]
Using the standard formula \[5\], p. 453] which expresses the above integral in terms of the Weierstrass \( \wp \) function, we obtain
\[
dn_3u = 1 - \frac{4}{9} k_3^2 \left( \wp(u; g_2, g_3) + \frac{1}{3} \right)^{-1},
\]
where
\[
g_2 = \frac{4}{27} (1 + 8k_3'k_3'^2) = \frac{4}{27} (9 - 8k_3^2)
\]
and
\[
g_3 = \frac{8}{27^2} (8k_3'^4 + 20k_3'^2 - 1) = \frac{8}{27^2} (8k_3^4 - 36k_3^2 + 27).
\]
Moreover, straightforward computation yields the discriminant
\[
\Delta(g_2, g_3) = g_2^3 - 27g_3^2 = \frac{212}{3^9} (1 - k_3^2)k_3^6
\]
and the invariant
\[
J = \frac{g_3^3 - 27g_3^2}{g_2^2} = \frac{64(1 - k_3^2)k_3^6}{(9 - 8k_3^2)^3}.
\]

Since \( \wp(u) \) is meromorphic on the complex plane, we see that, from (3.2), the earlier restriction of \( u \in U \) for \( dn_3u \) can now be removed by the standard procedure of analytic continuation and that \( dn_3u \) is elliptic follows immediately. In Section 6, we will obtain very explicit representations of \( sn_3u, cn_3u \) and \( dn_3u \) in terms of the quotients of the theta function \( \theta(z | \tau) \). We also remark that for \( 0 < k_3 < 1, J \neq 0 \), \( \wp(z) \) does not degenerate into a trigonometric function.

We add that since \( \wp \) is of order 2, \( dn_3u \) is also an elliptic function of order 2. (See \[5\], p. 432] for the definition of the order of an elliptic function.) Also since \( \wp \) is even, \( dn_3(-u) = dn_3u \), hence (3.1) can be written as
\[
u = \frac{3}{2} \int_{dn_3u}^{1} \frac{dt}{\sqrt{(1-t)(t^3 + 3t^2 - 4k_3'^2)}}.
\]
We now discuss the periods of \( dn_3u \) from the perspective of the theory of conformal mappings. Let
\[
s(w) = \frac{3}{2} \int_{1}^{w} \frac{dt}{\sqrt{(1-t)(t^3 + 3t^2 - 4k_3'^2)}},
\]
Thus the multi-valued function \( s(w) \) is the inverse function of \( dn_3u \).

We first note that, using elementary differential calculus, it is easy to see that the denominator has four simple real zeros: \( 1, x_1, -x_2 \) and \( -x_3 \); and \( -2 < -x_3 < -x_2 < 0 < x_1 < 1 \). From the elementary properties of theory of conformal mappings, we see that \( s(w) \) maps the lower half plane \( Imw < 0 \) conformally onto a rectangular region \( R \) with vertices \( 0, -K, -K - K', \) and \( -K' \), where \( K > 0 \) and \( K' \) is a purely imaginary number with \( Im K' > 0 \). Moreover, we have \( s(1) = 0, s(x_1) = -K, s(-x_2) = -K - K' \) and \( s(-x_3) = -K' \). We remark that \( s(\infty) \) lies on the imaginary axis between \( 0 \) and \( -K' \). Thus, using the fact that \( dn_3u \) is an even function, we conclude that \( dn_30 = 1, dn_3K = x_1, dn_3(K + K') = -x_2 \) and \( dn_3K' = -x_3 \), and there exists a pole of \( dn_3u \) between the line segment between \( 0 \) and \( K' \). Since \( \wp(z + K') = \wp(-z + K') \), \( dn_3(u + K') = dn_3(u + K') \), therefore there is also a pole between \( K' \) and \( 2K' \). We also point out that \( s(-2) \) lies on the line segment between \( 0 \) and \( -K' \). For the same reason, there are exactly two points \( u_1 \) and \( u_2 \) between \( 0 \) and \( 2K' \) such that \( dn_3u_1 = dn_3u_2 = -2 \). For later use, we state
Lemma 3.1. \(dn_3u\) is an elliptic function of order \(2\). Inside the period parallelogram two of its poles are located on the line segment between \(0\) and \(2K'\) and the solutions of the equation \(dn_3u + 2 = 0\) are also located between \(0\) and \(2K'\).

The fundamental periods of \(dn_3u\) are \(2K\) and \(2K'\). We will let
\[
\frac{K'}{K} = \frac{3\tau}{2}.
\]
We remark that this particular choice of the form for the ratio of \(K\) and \(K'\) makes the subsequent identities and formulas simple and elegant.

With abuse of the earlier notation, we will also use \(\wp(z; \omega_1, \omega_2)\) to represent the Weierstrass \(\wp\) function of periods \(\omega_1\) and \(\omega_2\). If \(\omega_1 = \pi\) and \(\omega_2 = \pi\tau\), for some complex number \(\tau\), then we simply write \(\wp(z|\tau) = \wp(z; \pi, \pi\tau)\).

Let \(K_3 = K\), \(K_3' = K'\) and \(a_3 = \frac{2K_3}{3}\). We show that \(dn_3(az)\) is an elliptic function of periods \(\pi\) and \(\frac{2\pi}{K_3}\). To see this, we note that [5, p. 439, Example 2]

\[
infty = 1 + 240 \sum_{n=1}^{\infty} \frac{n^3 q^{2n}}{1 - q^{2n}},
\]

and
\[
infty = 1 - 504 \sum_{n=1}^{\infty} \frac{n^5 q^{2n}}{1 - q^{2n}}.
\]

We recall that the Eisenstein series \(E_4(\tau)\) and \(E_6(\tau)\) associated with \(\wp(z|\tau)\) are

\[
E_4(\tau) = \frac{3}{4}g_2 = 1 + 240 \sum_{n=1}^{\infty} \frac{n^3 q^{2n}}{1 - q^{2n}},
\]

and
\[
E_6(\tau) = \frac{27}{8}g_3 = 1 - 504 \sum_{n=1}^{\infty} \frac{n^5 q^{2n}}{1 - q^{2n}}.
\]

Hence, from (3.6) and (3.7), we have the following expressions of Eisenstein series in terms of \(k_3\):

\[
E_4\left(\frac{3\tau}{2}\right) = 1 + 240 \sum_{n=1}^{\infty} \frac{n^3 q^{3n}}{1 - q^{3n}} = \frac{16 K_3^3}{9 \pi^4} (9 - 8k_3^2)
\]
and
\[ E_6\left(\frac{3\tau}{2}\right) = 1 - 504 \sum_{n=1}^{\infty} \frac{n^5q^{3n}}{1-q^{3n}} = \frac{64K_4^6}{27\pi^6} (8k_4^4 - 36k_4^2 + 27). \]

The most intricate part of this work is to determine the precise locations of the two poles of \(dn_3u\) in the period parallelogram, and we will devote the entire Section 5 to the proof of

**Lemma 3.2.** The poles of \(dn_3u\) in the fundamental period parallelogram are \(\frac{2K_4'}{3}\) and \(\frac{4K_4'}{3}\).

Clearly, from (3.5), Lemma 3.2 can be re-stated as follows:
\[ \wp\left(\frac{\pi\tau}{2} \mid \frac{3\tau}{2}\right) = -\frac{1}{3}a_2^2. \]

The proof of Lemma 3.2 will require some detailed facts concerning the properties of the Weierstrass \(\wp\) function and in next section, we will list pertinent facts about the Weierstrass \(\wp\) function and its connections with the theta functions.

4. **Some identities involving the theta functions and the Weierstrass \(\wp\) function**

We begin by recalling some familiar properties of the theta functions [5, p. 465 and p. 469]:

\[
\begin{align*}
\theta_1(z|\tau) &= 2q^{\frac{1}{8}} \sin z \prod_{n=1}^{\infty} (1 - q^{2n})(1 - q^{2n}e^{2iz})(1 - q^{2n}e^{-2iz}), \\
\theta_4(z|\tau) &= \prod_{n=1}^{\infty} (1 - q^{2n})(1 - q^{2n-1}e^{2iz})(1 - q^{2n-1}e^{-2iz}), \\
\theta_1(z + \pi\tau|\tau) &= -q^{-1}e^{-2iz}\theta_1(z|\tau) , \\
\theta_1(z + \pi|\tau) &= -\theta_1(z|\tau).
\end{align*}
\]

The logarithmic derivatives of \(\theta_1(z|\tau)\) and \(\theta_4(z|\tau)\) are related by
\[ \frac{\theta_1'(z + \frac{\pi\tau}{2}|\tau)}{\theta_1(z + \frac{\pi\tau}{2}|\tau)} = \frac{\theta_4'(z|\tau)}{\theta_4(z|\tau)} - i. \]

The Lambert series for \(\frac{\theta_1'(z|\tau)}{\theta_4(z|\tau)}\) is [51 p. 489]
\[ \frac{\theta_1'(z|\tau)}{\theta_4(z|\tau)} = 4 \sum_{n=1}^{\infty} \frac{q^n}{1 - q^{2n}} \sin 2nz, \]
and for \(\frac{\theta_4'(z|\tau)}{\theta_1(z|\tau)}\) is
\[ i \frac{\theta_4'(z|\tau)}{\theta_1(z|\tau)} = 1 + 2 \sum_{n=-\infty}^{\infty} \frac{e^{2inz}}{1 - q^{2n}}, \]
where \(|q| < |e^{iz}| < 1\).
The following identities provide connections between the theta functions and the Weierstrass $\wp$ function:

\begin{align}
\varphi(a|\tau) - \varphi(z|\tau) &= (\theta_1'(0|\tau))^2 \frac{\theta_1(z + a|\tau)\theta_1(z - a|\tau)}{\theta_2(z|\tau)\theta_1^2(a|\tau)}, \\
\varphi'(z|\tau) &= (\theta_1'(0|\tau))^3 \frac{\theta_1(2z|\tau)}{\theta_1^2(z|\tau)}, \\
\varphi'(z|\tau) &= -\left(\frac{\theta_1'}{\theta_1}\right)''(z|\tau), \\
\frac{\theta_1'}{\theta_1}(z + a|\tau) - \frac{\theta_1'}{\theta_1}(z - a|\tau) - 2\frac{\theta_1'}{\theta_1}(a|\tau) &= \frac{-\varphi'(a|\tau)}{\varphi(z|\tau) - \varphi(a|\tau)}, \\
2i\frac{\theta_1'}{\theta_1}(a|\tau) - i\varphi'(a|\tau) &= 2 \left(1 + 2 \sum_{n=1}^{\infty} \frac{e^{2ina} - q^{2n}e^{-2ina}}{1 - q^{2n}} \cos 2nz\right).
\end{align}

We remark that (4.8) and (4.9) are given, respectively, in [5, p. 451, example 1] and [5, p. 459, Example 24] as the quotients of the Weierstrass Sigma functions, the derivation of (4.10) in the setting of the Weierstrass Sigma function is given in [5, p. 445] and (4.11) is precisely the integral of the identity given in [5, p. 456, example 1].

The proof of (4.12) is as follows.

We note that from (4.3), we have

\begin{equation}
\frac{\theta_1'}{\theta_1}(z + \pi|\tau) = -2i + \frac{\theta_1'}{\theta_1}(z|\tau)
\end{equation}

and

\begin{equation}
\frac{\theta_1'}{\theta_1}(z - a + \pi|\tau) = -2i + \frac{\theta_1'}{\theta_1}(z - a|\tau).
\end{equation}

Hence, from (4.13) and (4.7),

\begin{align}
2i\frac{\theta_1'}{\theta_1}(z + a|\tau) - i\frac{\theta_1'}{\theta_1}(z - a|\tau) \\
&= 2m + 2i\frac{\theta_1'}{\theta_1}(z + a|\tau) - i\frac{\theta_1'}{\theta_1}(z - a + \pi|\tau) \\
&= 2 \left(1 + \sum_{n=-\infty}^{\infty} \frac{e^{2ina}e^{2inz} - e^{-2ina}e^{2inz}q^{2n}}{1 - q^{2n}}\right) \\
&= 2 \left(1 + \sum_{n=-\infty}^{\infty} \frac{e^{2ina}e^{2inz} - e^{2ina}e^{-2inz}q^{-2n}q^{2n}}{1 - q^{2n}}\right) \\
&= 2 \left(1 + \sum_{n=-\infty}^{\infty} \frac{e^{2ina} - q^{2n}e^{-2ina}}{1 - q^{2n}} \cos 2nz\right).
\end{align}
Equation (4.12) now follows immediately from (4.11) and (4.14). For subsequent use, we now list the values of \( \varphi'(z|\frac{3\pi}{2}) \) at various points. From (4.1) and (4.9), it is easy to deduce that

\[
\varphi'(\frac{\pi\tau}{2}|\frac{3\pi}{2}) = -\frac{8i}{27}c_3^3
\]

and

\[
\varphi'(\frac{\pi\tau}{2}) = -\frac{8}{3\pi}b_3.
\]

where

\[
c_3 = 3q^2 \prod_{n=1}^{\infty} \frac{(1 - q^{3n})^3}{(1 - q^n)} \quad \text{and} \quad b_3 = \prod_{n=1}^{\infty} \frac{(1 - q^n)^3}{(1 - q^{3n})^3}.
\]

It is interesting to comment that the Lambert series for \( c_3^3 \) can be derived quite easily from our current setting. To see this, we note, from (4.5) and (4.10), that

\[
\varphi'(z + \frac{\pi\tau}{2}|\tau) = -\left(\frac{\theta_1'}{\theta_1}\right)''(z + \frac{\pi\tau}{2}|\tau) = -\left(\frac{\theta_1'}{\theta_1}\right)''(z|\tau).
\]

Thus, from (4.17) and the second derivative of the Lambert series (4.6),

\[
\varphi'(\frac{\pi\tau}{2}|\frac{3\pi}{2}) = \left(\frac{\theta_1'}{\theta_1}\right)''(\frac{\pi\tau}{4}|\frac{3\pi}{2}) = -8i\sum_{n=1}^{\infty} \frac{n^2q^n}{1 + q^n + q^{2n}}.
\]

Hence, we have the Lambert series for \( c_3^3 \):

\[
c_3^3 = 27\sum_{n=1}^{\infty} \frac{n^2q^n}{1 + q^n + q^{2n}}.
\]

For later use, we also need the following fact which follows readily from (4.7):

\[
3i\frac{\theta_1'}{\theta_1}(\frac{\pi\tau}{2}|\frac{3\pi}{2}) - 2 = 1 + 6\sum_{n=1}^{\infty} \frac{n^2q^n}{1 + q^n + q^{2n}}.
\]

5. Proof of Lemma 3.2

The proof will be done in five steps.

Step 1. Let \( \Phi(z) = \varphi(a_3z) \). We first express (3.5) in terms \( \Phi \) and \( \theta_1 \), and from which we derive

\[
\Phi(z) = (a_3 - 2i\alpha \frac{\theta_1'}{\theta_1}(a_3|\frac{3\pi}{2}) + 2\alpha)z + 2\alpha \sum_{n=1}^{\infty} \frac{1}{n} \frac{e^{2ina} - q^{3n}e^{-2ina}}{1 - q^{3n}} \sin 2nz,
\]

where \( \alpha = -\frac{4i}{6} \frac{a_3^2b_3}{\varphi(a_3|\frac{3\pi}{2})} \) and \( a \) is a point in the period parallelogram of \( \varphi(z|\frac{3\pi}{2}) \) such that \( \varphi(a|\frac{3\pi}{2}) = -\frac{a_3^3}{3} \). Hence \( a \) is a pole of \( \alpha_3(a_3z) \). From Lemma 3.1, we know that one of the poles of \( \alpha_3(a_3z) \) lies on the line segment between 0 and \( K' \); we can therefore assume that \( a \) lies on the line segment between 0 and \( \frac{3\pi}{4} \).

Recall that

\[
d\alpha_3u = \frac{d\varphi}{du};
\]

then

\[
\Phi'(z) = a_3d\alpha_3u.
\]
Hence, from (3.5),
\begin{equation}
\Phi(z) = a_3 - \frac{4}{9} a_3^3 k_3^2 \left( \wp(z) \left( \frac{3\tau}{2} \right) + \frac{a_3^2}{3} \right)^{-1} = a_3 + i\alpha \frac{-\wp'(a|\frac{3\tau}{2})}{\wp(z|\frac{3\tau}{2}) - \wp(a|\frac{3\tau}{2})}.
\end{equation}

Then from (4.12)
\begin{equation}
\Phi'(z) = a_3 - 2i\alpha \frac{\theta_1'(a\tau)}{\theta_1(a\tau)} \left( \frac{3\tau}{2} \right) + i\alpha \left( \frac{\theta_1'(z + a\tau)}{\theta_1(z + a\tau)} - \frac{\theta_1'(z - a\tau)}{\theta_1(z - a\tau)} \right)
\end{equation}
\begin{equation}
= a_3 - 2i\alpha \frac{\theta_1'(a\tau)}{\theta_1(a\tau)} \left( \frac{3\tau}{2} \right) + 2\alpha + 4\alpha \sum_{n=1}^{\infty} \frac{e^{i2n\alpha} - q^{3n}e^{-2i2n\alpha}}{1 - q^{3n}} \cos 2nz.
\end{equation}

Integrating (5.3), we obtain the desired conclusion.

Step 2. We now make a further simplification of (5.1):
\begin{equation}
\Phi(z) = z + 2\alpha \sum_{n=1}^{\infty} \frac{e^{i2n\alpha}}{n} \frac{q^{3n}e^{-2i2n\alpha}}{1 - q^{3n}} \sin 2nz.
\end{equation}

We write (2.2) in terms of \(\Phi\):
\begin{equation}
4k_3^2 \sin^2 \Phi(z) = (1 - dn_3a_3z)(2 + dn_3a_3z)^2.
\end{equation}

Since \(\pi\) is a period of \(dn_3a_3z, dn_3a_3\pi = dn_30 = 1\). Hence \(\sin \Phi(\pi) = 0\) and, from (5.5), this implies that \(\Phi(x) = N\pi\) for some integer \(N\). We will prove that \(N = 1\).

Suppose \(|N| > 1\).

We observe that, from (5.2), \(\Phi'(x)\) is real valued if \(x\) is real, thus \(\Phi(x)\) is real on the real axis. Since \(\Phi(0) = 0\) and \(\Phi(\pi) = N\pi\), we conclude from the intermediate value theorem that there exists an \(x^*\) with \(0 < x^* < \pi\) (or a \(u^*\) with \(0 < u^* < 2K\)) such that \(\Phi(x^*) = \pi\) or \(-\pi\). This in turn implies that \(\sin \Phi(x^*) = 0\) and we conclude from (5.6) that either \(dn_3u^* = 1\) or \(dn_3u^* = -2\). Since \(dn_3u\) is an elliptic function of order 2, the equation \(dn_3u - 1 = 0\) has exactly two solutions in the period parallelogram and from (5.2) we see that it already has double zeros at \(u = 0\), hence \(dn_3u = 1\) will yield a third solution and this leads to a contradiction.

Now consider the case \(dn_3u^* = -2\). From Lemma 3.1, \(dn_3u + 2 = 0\) has two solutions on the line segment between \(0\) and \(2K\), hence a third solution \(u^*\) between \(0\) and \(2K\) again leads to the same contradiction.

Therefore either \(N = 1\) or \(N = -1\).

Suppose \(N = -1\). Then \(\Phi(\pi) = -\pi\). Since \(\Phi(0) = 0\) and \(\Phi'(0) = a_3 > 0\), we conclude that there exists an \(x^*\) between \(0\) and \(\pi\) such that \(\Phi(x^*) = 0\). This again leads to the same contradiction.

Thus \(N = 1\).

Since \(\Phi(\pi) = \pi\), we conclude from (5.1) that
\begin{equation}
a_3 - 2i\alpha \frac{\theta_1'(a\tau)}{\theta_1(a\tau)} \left( \frac{3\tau}{2} \right) + 2\alpha = 1.
\end{equation}

Substituting (5.6) into (5.3), then the desired conclusion (5.4) follows from integration of (5.3).

Step 3. \(\alpha = \frac{3}{2}\).

Using (5.6), we can re-write the first equation of (5.3) as
\begin{equation}
\Phi'(z) = 1 - 2\alpha + i\alpha \left( \frac{\theta_1'(z + a\tau)}{\theta_1(z + a\tau)} - \frac{\theta_1'(z - a\tau)}{\theta_1(z - a\tau)} \right).
\end{equation}
Integrating (5.7), we obtain, after exponentiation,

\[(5.8)\quad e^{-i\Phi(z)} = e^{-i(1-2\alpha)z} \left( \frac{\theta_1(z+a\frac{3\tau}{2})}{\theta_1(z-a\frac{3\tau}{2})} \right)^\alpha.\]

We now prove \(\alpha = \frac{3}{2}\). To this end, we re-write (2.2) as

\[(5.9)\quad 4K_4^2 \sin^2 \Phi = 4 - \left( \frac{1}{a_3} \Phi' \right)^3 - 3\left( \frac{1}{a_3} \Phi' \right)^2.\]

Since the right-hand side of (5.9) is elliptic, we conclude that its left-hand side

\[(5.10)\quad 4 \sin^2 \Phi = 2 \cos 2\Phi - 2 = e^{2i\Phi} + e^{-2i\Phi} - 2\]

is elliptic as well. Since \(\Phi'\) has poles of order 1, this implies, from (5.9), that \(\sin^2 \Phi\) has poles of order 3. From (5.8) and (5.10), we conclude that \(\alpha = \frac{3}{2}\).

Step 4. \(e^{\pm 2i\Phi}\) is elliptic and of periods \(\pi\) and \(\frac{3\pi i}{2}\).

To see this, we differentiate (5.9). Then

\[(5.11)\quad 4k_3 \sin 2\Phi = -\frac{3}{a_3} \Phi' \Phi'' - \frac{6}{a_3} \Phi''.\]

This shows that \(\sin 2\Phi\) is elliptic. From (5.10), \(\cos 2\Phi\) is elliptic, therefore \(e^{\pm 2i\Phi} = \cos 2\Phi \pm i \sin 2\Phi\) is elliptic.

Step 5. We now prove \(a = \frac{\pi i}{2}\).

Let

\[f(z) = -e^{-2i\Phi}.\]

Then, from (5.8),

\[f(z) = e^{4iz} \left( \frac{\theta_1(z+a\frac{3\tau}{2})}{\theta_1(z-a\frac{3\tau}{2})} \right)^3.\]

Using the properties (4.3) and (4.4) of \(\theta_1(z|\tau)\), we have

\[f(z + \frac{3\pi i}{2}) = e^{4i(z + \frac{3\pi i}{2})} \left( \frac{\theta_1(z+a + \frac{3\pi i}{2} \frac{3\tau}{2})}{\theta_1(z+a - \frac{3\pi i}{2} \frac{3\tau}{2})} \right)^3 = q^6 e^{-12i\alpha} f(z).\]

Since \(f\) has period \(\frac{3\pi i}{2}\), therefore \(a = \frac{\pi i}{2} + \frac{n\pi}{6}\) for some integer \(n\). We have earlier proved that the pole of \(dn_3 u\) is purely imaginary, hence we conclude that \(n = 0\) and this completes the proof of Step 5.

Substituting the values of \(\alpha\) and \(a\) into (5.4), we conclude that

\[(5.12)\quad \Phi(z) = z + 3 \sum_{n=1}^{\infty} \frac{1}{n} \frac{q^n}{1+q^n+q^{2n}} \sin 2nz.\]

6. Representations of \(sn_3 u, cn_3\) and \(dn_3 u\) as Quotients of \(\theta_1\)

Since \(sn_3(a_3 z) = \sin \Phi(z)\) and \(cn_3(a_3 z) = \cos \Phi(z)\), we conclude from Step 5 that

\[sn_3(a_3 z) = \frac{1}{2} \left( e^{2iz} \left( \frac{\theta_1(z + \frac{\pi i}{2} \frac{3\tau}{2})}{\theta_1(z - \frac{\pi i}{2} \frac{3\tau}{2})} \right)^{3/2} + e^{-2iz} \left( \frac{\theta_1(z - \frac{\pi i}{2} \frac{3\tau}{2})}{\theta_1(z + \frac{\pi i}{2} \frac{3\tau}{2})} \right)^{3/2} \right)\]

and

\[cn_3(a_3 z) = \frac{1}{2i} \left( e^{2iz} \left( \frac{\theta_1(z + \frac{\pi i}{2} \frac{3\tau}{2})}{\theta_1(z - \frac{\pi i}{2} \frac{3\tau}{2})} \right)^{3/2} - e^{-2iz} \left( \frac{\theta_1(z - \frac{\pi i}{2} \frac{3\tau}{2})}{\theta_1(z + \frac{\pi i}{2} \frac{3\tau}{2})} \right)^{3/2} \right).\]
We remark that \( sn_3u \) and \( cn_3u \) are not elliptic; however, \( sn^2_3u \) and \( cn^2_3u \) are both elliptic.

We now express \( dn_3(a_3z) \) in terms of \( \theta_1 \).

First we recall the identity (4.8):

\[
\varphi(a|\tau) - \varphi(z|\tau) = (\theta_1'(0|\tau))^2 \frac{\theta_1(z + a|\tau)\theta_1(z - a|\tau)}{\theta_1^2(z|\tau)\theta_1^2(a|\tau)}.
\]

From (5.2) and the above identity with \( a = \frac{\pi\tau}{2} \), we obtain

\[
(6.1) \quad dn_3(a_3z) = 1 + 3i \frac{\theta_1(\pi\tau|\frac{3\pi^2}{2})}{\theta_1^2(\pi\tau|\frac{3\pi^2}{2})} \frac{\theta_1^2(z|\frac{3\pi^2}{2})}{\theta_1(z + \frac{\pi\tau}{2}|\frac{3\pi^2}{2})\theta_1(z - \frac{\pi\tau}{2}|\frac{3\pi^2}{2})}.
\]

From (4.1), we obtain

\[
\theta_1(\pi\tau|\frac{3\pi^2}{2}) = q^{-1/2}\theta_1(\frac{\tau\pi}{2}, \frac{3\pi^2}{2}),
\]

\[
\theta_1(\frac{\pi\tau}{2}, \frac{3\pi^2}{2}) = i q^{-1/8} \prod_{n=1}^{\infty} (1 - q^n),
\]

and

\[
\theta_1'(0|\frac{3\pi^2}{2}) = 2q^{3/8} \prod_{n=1}^{\infty} (1 - q^{3n})^3.
\]

Substituting these quantities into (6.1), we have

\[
dn_3(a_3z) = 1 + q^{-1/3} c_3 \frac{\theta_1^2(z|\frac{3\pi^2}{2})}{\theta_1(z + \frac{\pi\tau}{2}|\frac{3\pi^2}{2})\theta_1(z - \frac{\pi\tau}{2}|\frac{3\pi^2}{2})},
\]

where \( c_3 \) is defined as in (4.15).

7. **Counterparts of the Jacobian elliptic functions**

Differentiating (5.12), we obtain the Lambert series for \( a_3dn_3a_3z \):

\[
a_3dn_3a_3z = 1 + 6 \sum_{n=1}^{\infty} \frac{q^n}{1 + q^n + q^{2n}\cos 2nz}.
\]

We now express \( a_3 \) as a Lambert series: With \( \alpha = \frac{\pi}{2} \) and \( a = \frac{\pi\tau}{2} \), we obtain from (5.6) and (4.19),

\[
(7.1) \quad a_3 = -2 + 3i \frac{\theta_1'(\pi\tau|\frac{3\pi^2}{2})}{\theta_1(\frac{\pi\tau}{2}, \frac{3\pi^2}{2})} = 1 + 6 \sum_{n=1}^{\infty} \frac{q^n}{1 + q^n + q^{2n}},
\]

and from (4.15) and the definition of \( \alpha \) in (5.1), we derive

\[
(7.2) \quad k_3^2 = \frac{c_3^3}{a_3^3}.
\]

Since \( \sin \Phi(x) = sn_3 \frac{2K_3x}{\pi} \) and \( \Phi(\frac{\pi}{2}) = \frac{\pi}{2} \),

\[
\sin_3K_3 = 1.
\]

Then, from (2.2) with \( u = K_3 \), we have

\[
(7.3) \quad 1 - k_3^2 = \frac{1}{4} dn_3^2K_3 + \frac{3}{4} dn_3^2K_3.
\]
Solving the above cubic equation, we obtain

\[ dn_3 K_3 = \left(1 - 2k_3^2 + 2ik_3 k'_3\right)^{\frac{3}{4}} + \left(1 - 2k_3^2 + 2ik_3 k'_3\right)^{-\frac{3}{4}} - 1. \]

We now introduce the abbreviated notation: \( a = a_3, b = b_3 \) and \( c = c_3 \), and show that the identity (7.3) is precisely the Borweins’ Cubic identity [1]:

\[ a^3 = b^3 + c^3. \]

To see this, we recall the fact that \( dn_3 K_3 = \frac{1}{a_3} \Phi'(\frac{\pi}{2}) \). Then (7.3) can be rewritten as

\[ 1 - k_3^2 = \frac{1}{4} \left( \frac{1}{a_3} \Phi'(\frac{\pi}{2}) \right)^3 + \frac{3}{4} \left( \frac{1}{a_3} \Phi'(\frac{\pi}{2}) \right)^2. \]

We also need two identities involving \( \Phi'(\frac{\pi}{2}) \):

\[ \Phi'(\frac{\pi}{2}) = \prod_{n=1}^{\infty} \frac{(1 - q^n)^3 (1 + q^{3n})}{(1 - q^{3n}) (1 + q^n)^3}, \]

\[ \Phi'(\frac{\pi}{2}) + 3a = 4 \prod_{n=1}^{\infty} \frac{(1 - q^n)^3 (1 + q^n)^6}{(1 - q^{3n}) (1 + q^{3n})^2}. \]

To prove (7.5), we note from (5.12),

\[ \Phi'(\frac{\pi}{2}) = 1 + 6 \sum_{n=1}^{\infty} \frac{(-1)^n q^n}{1 + q^n + q^{2n}}. \]

Then

\[ \Phi'(\frac{\pi}{2}) = 1 + 6 \sum_{n=1}^{\infty} \frac{(-1)^n q^n}{1 + q^n + q^{2n}} \]

\[ = 1 + 6 \sum_{n=1}^{\infty} \frac{(-1)^n q^n}{1 + q^n + q^{2n}} \frac{1 - q^n}{1 - q^n} \]

\[ = 1 + 6 \sum_{n=1}^{\infty} \frac{(-1)^n (q^n - q^{2n})}{1 - q^{3n}} \]

\[ = 1 + 6 \sum_{n=1}^{\infty} (-1)^n (q^n - q^{2n}) \sum_{k=0}^{\infty} q^{3nk} \]

\[ = 1 + 6 \sum_{k=0}^{\infty} \sum_{n=1}^{\infty} (-1)^n (q^{(3k+1)n} - q^{(3k+2)n}) \]

\[ = 1 - 6 \sum_{k=0}^{\infty} \sum_{n=1}^{\infty} \frac{q^{3k+1}}{1 + q^{3k+1}} - \frac{q^{3k+2}}{1 + q^{3k+2}} \]

\[ = \prod_{n=1}^{\infty} \frac{(1 - q^n)^3 (1 + q^{3n})}{(1 - q^{3n}) (1 + q^n)^3}. \]
Equation (7.6) is derived as follows:

\[
\Phi'\left(\frac{\pi}{2}\right) + 3a = 4 + 6 \sum_{n=1}^{\infty} \frac{(-1)^n q^n}{1 + q^n + q^{2n}} + 18 \sum_{n=1}^{\infty} \frac{q^n}{1 + q^n + q^{2n}} \\
= 4 + 24 \sum_{n, \text{even}}^{\infty} \frac{q^n}{1 + q^n + q^{2n}} + 12 \sum_{n, \text{odd}}^{\infty} \frac{q^n}{1 + q^n + q^{2n}} \\
= 4 + 12 \sum_{n, \text{even}}^{\infty} \frac{q^n}{1 + q^n + q^{2n}} + 12 \sum_{n=1}^{\infty} \frac{q^n}{1 + q^n + q^{2n}} \\
= 4 \left( 1 + 3 \sum_{n=1}^{\infty} \frac{q^{2n}(1 - q^{2n})}{1 - q^{6n}} \right) + 3 \sum_{n=1}^{\infty} \frac{q^n(1 - q^n)}{1 - q^{3n}} \\
= 4 \left( 1 + 3 \sum_{n=0}^{\infty} \frac{q^{6n+2}}{1 - q^{6n+2}} - \frac{q^{6n+4}}{1 - q^{6n+4}} \right) + 3 \sum_{n=0}^{\infty} \frac{q^{3n+1}}{1 - q^{3n+1}} - \frac{q^{3n+2}}{1 - q^{3n+2}} \\
= 4 \left( 1 + 3 \sum_{n=0}^{\infty} \frac{q^{6n+2}}{1 - q^{6n+2}} - \frac{q^{6n+4}}{1 - q^{6n+4}} \right) + 3 \sum_{n=0}^{\infty} \frac{q^{3n+1}}{1 - q^{3n+1}} + \frac{q^{6n+4}}{1 - q^{6n+4}} - 3 \sum_{n=0}^{\infty} \frac{q^{6n+2}}{1 - q^{6n+2}} + \frac{q^{6n+5}}{1 - q^{6n+5}} \\
= 4 \left( 1 + 3 \sum_{n=0}^{\infty} \frac{q^{6n+1} - 1}{1 - q^{6n+1}} + \frac{q^{6n+5}}{1 - q^{6n+5}} \right) \\
= 4 \prod_{n=1}^{\infty} \frac{(1 - q^n)^3(1 + q^n)^6}{(1 - q^{3n})(1 + q^{3n})^2} \tag{I p. 1104, eq. (3.1)}.
\]

Multiplying (7.5) and (7.6), we obtain

\[
\frac{1}{4} \left( \Phi'\left(\frac{\pi}{2}\right) \right)^2 \left( \Phi'\left(\frac{\pi}{2}\right) + 3a \right) = \left( \prod_{n=1}^{\infty} \frac{(1 - q^n)^3}{(1 - q^{3n})} \right)^3 = b_3^3.
\]

The Borweins' Cubic identity now follows by multiplying (7.4) with \(a^3\):

\[
a^3 - c^3 = \frac{1}{4} \left( \Phi'\left(\frac{\pi}{2}\right) \right)^2 \left( \Phi'\left(\frac{\pi}{2}\right) + 3a \right) = b^3.
\]

We end the section with

**Theorem 7.1.** Let \(0 < k < 1\).

1. Then there exists a purely imaginary number \(\tau\) with \(\text{Im}\tau > 0\) such that \(k = \sqrt{\frac{2}{c^3}}\).

2. (Ramanujan) If we define

\[
az = \int_0^\Phi 2F_1\left(\frac{1}{3}, \frac{2}{3}; \frac{1}{2}; k^2 \sin^2 \theta\right) d\theta,
\]

then

\[
\Phi(z) = 1 + 3 \sum_{n=1}^{\infty} \frac{q^n}{n \left(1 + q^n + q^{2n}\right)} \sin 2nz.
\]
As a corollary, we have
\[ a = \binom{2}{2} F_1\left(\begin{array}{cc}1/3 & 2/3 \\ 3/3 & 3/3\end{array}; 1; c^3/a^3\right). \]

We remark that the major part of the work is devoted to the proof of statement (1); however, if we know a priori that \( k^2 = c^3/a^3 \) for some \( \tau \), then it is relatively simple to establish the statement (2). (See [3] for details.)
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