ENTIRE SOLUTIONS
OF CERTAIN PARTIAL DIFFERENTIAL EQUATIONS
AND FACTORIZATION OF PARTIAL DERIVATIVES

BAO QIN LI

Abstract. We show that the problem of characterizing entire solutions of certain partial differential equations and the problem of characterizing common right factors of partial derivatives of meromorphic functions in $\mathbb{C}^2$ are closely related, and characterizations will be given using their relations.

1. Introduction

In this paper, we will consider the following two problems: (a) characterize entire solutions of certain well-known partial differential equations; and (b) characterize common right factors (in the sense of composition) of partial derivatives of meromorphic functions in $\mathbb{C}^2$. We will show that while these two problems are of independent interests in partial differential equations and complex analysis, they are closely related and characterizations will be given using their relations.

We begin with the Fermat type partial differential equations

\[(u_{z_1})^m + (u_{z_2})^n = 1,\]

defined using the Fermat type varieties

\[z_1^m + z_2^n = 1\]

in $\mathbb{C}^2$ by analogy with the well-known equation in the Fermat’s last theorem, where $u_{z_j} = \frac{\partial u}{\partial z_j}$. The partial differential equations (1.1) in the real variable case arise in wave propagation theory and in the study of characteristic surfaces; and when $m = n = 2$ it is one of the main equations of geometric optics (see e.g. [3] and [5]). The equations (1.1) are clearly related to the functional equations $f^m + g^n = 1$. The study of these equations goes back to Montel ([13], [8]) and Cartan ([2]), who showed that entire solutions $f$ and $g$ of the equations $f^m + g^n = 1$ must be both constant for the cases $m = n \geq 3$ and for the more general cases $\frac{1}{m} + \frac{1}{n} < 1$, respectively. As a matter of fact, when $\frac{1}{m} + \frac{1}{n} < 1$, one can show that the variety $z_1^m + z_2^n = 1$ is a Kobayashi hyperbolic manifold in $\mathbb{C}^2$, which implies that there are no non-constant entire holomorphic mappings $(f, g)$ to this manifold ([16]).

As a consequence, the partial differential equation $(u_{z_1})^m + (u_{z_2})^n = 1$ does not have any non-linear entire solutions when $\frac{1}{m} + \frac{1}{n} < 1$. In the “critical” case that

Received by the editors October 16, 2003.
2000 Mathematics Subject Classification. Primary 32A15, 32A22, 35F20,
The author was supported in part by National Science Foundation Grant DMS-0100486.

©2004 American Mathematical Society
Reverts to public domain 28 years from publication
The functional equation \( f^2 + g^2 = 1 \) defined by (1.2) has obviously non-constant entire solutions \( f = \cos h \) and \( g = \sin h \) for any non-constant entire function \( h \) in \( \mathbb{C}^2 \). [Moreover, any entire solutions \( f \) and \( g \) of the equation \( f^2 + g^2 = 1 \) can be written as \( f = \cos h \) and \( g = \sin h \) for some entire function \( h \). The proof of this fact is immediate (cf. [12], [15]): Since \((f + ig)(f - ig) = 1\), \( f + ig = e^{ih} \) and then \( f - ig = e^{-ih} \) for an entire function \( h \), which clearly implies the result by solving \( f \) and \( g \) from the last two equations.] On the other hand, any entire solutions of the partial differential equation (1.1) are necessarily linear when \( m = n = 2 \) ([10]).

The motivation for writing this paper was provided by our different proof of the above result when \( m = n = 2 \), which follows almost immediately from an application of Nevanlinna theory (see Corollary 2.2). The proof is based on the observation that in this case the above-mentioned solutions \( f = \cos h \) and \( g = \sin h \) of \( f^2 + g^2 = 1 \), and thus the partial derivatives \( u_{z_1} \) and \( u_{z_2} \) of an entire solution \( u \) of (1.1), have a common right factor \( h \) in the sense of composition. This observation leads us to relate the characterization of the entire solutions of the partial differential equations with the characterization of the entire functions in \( \mathbb{C}^2 \) whose partial derivatives have a common right factor. The latter is a factorization problem for entire functions. We refer the reader to [6] and [11] and extensive references therein for previous work on factorization of entire and meromorphic functions. The problem of characterizing entire functions whose partial derivatives have a common right factor will, in turn, lead us to consider characterizations of entire solutions of another interesting partial differential equation, namely, \( u_{z_1} = Cu^m u_{z_2} \), which is the well-known inviscid Burgers equation when \( m = 1 \), arising in the study of the motion of fluids of small viscosity in real variables (see e.g. [14]).

We proceed as follows. We first establish a theorem (Theorem 2.1) on the linearity of a meromorphic function in \( \mathbb{C}^2 \) when its partial derivatives have a common right factor. This theorem will immediately yield the linearity of entire solutions of (1.1) when \( m = n = 2 \) (Corollary 2.2). Then we characterize, in Theorem 2.3, all entire solutions of the partial differential equation \( u_{z_1} = Cu^m u_{z_2} \). Using this characterization together with Theorem 2.1 we will then be able to characterize common right factors of partial derivatives of an arbitrary meromorphic function in \( \mathbb{C}^2 \) (Theorem 2.4); and we then use Theorem 2.4 to characterize all meromorphic functions in \( \mathbb{C}^2 \) whose partial derivatives have a common right factor (Theorem 2.5). As a consequence, Theorem 2.5 describes the meromorphic solutions \( u \) in \( \mathbb{C}^2 \) of the system of the partial differential equations of the form \( \frac{\partial u}{\partial z_j} = f_j(g) \), \( j = 1, 2 \) (Corollary 2.6). Also, as a corollary we characterize entire solutions of the partial differential equation \( (u_{z_1})^m + (u_{z_2})^n = 1 \) for arbitrary positive integers \( m \) and \( n \) (Corollary 2.7). All the results obtained in this paper either appear as both necessary and sufficient characterizations or are shown to be complete by examples. The detailed results will be stated in the next section, and the proofs will be given in the last section.

As the paper deals with partial differential equations, as well as entire and meromorphic functions, some results and tools from partial differential equations and complex variables will be needed. Besides that, we will also employ Nevanlinna theory in the proofs. We will assume that the reader is familiar with basic elements of these topics (see e.g. [1], [9], [16], [14]).
2. Results

We start with the following Theorem 2.1 concerning factorization of partial derivatives of meromorphic functions. Recall that an entire or a meromorphic function $u = f(g)$ in $\mathbb{C}^n$ is said to have $f$ and $g$ as left and right factors, respectively, if $f$ is a non-linear meromorphic function in the complex plane $\mathbb{C}$ and $g$ is an entire function in $\mathbb{C}^n$. The left factor $f$ is required to be non-linear to avoid trivial factorizations like $u = f(g)$ with $f(w) = w$ in $\mathbb{C}$ and $g(z) = u(z)$. Note, however, that a factorization of $u$ with a linear right factor in $\mathbb{C}^n$ is not a trivial factorization and is not always possible.

**Theorem 2.1.** Let $u$ be a meromorphic function in $\mathbb{C}^2$. If $u_{z_1} = f_1(g)$ and $u_{z_2} = f_2(g)$ have a common right factor $g$, and $\frac{f_1}{f_2}$ is transcendental, then $g$ must be a constant and thus $u$ must be a linear function in $\mathbb{C}^2$.

As mentioned in the Introduction, Theorem 2.1 immediately yields the linearity of entire solutions of (1.1) with $m = n = 2$.

**Corollary 2.2.** Any entire solution of the partial differential equation $(u_{z_1})^2 + (u_{z_2})^2 = 1$ in $\mathbb{C}^2$ is linear.

**Proof.** Let $u$ be an entire solution of the equation. Then $u_{z_1} = \cos h$ and $u_{z_2} = \sin h$, where $h$ is an entire function in $\mathbb{C}^2$. We see that $u$ satisfies the conditions in Theorem 2.1. Thus, $u$ is linear. $\square$

**Remark.** It is easy to see that the condition that $\frac{f_1}{f_2}$ is transcendental cannot be dropped in Theorem 2.1. For example, for the entire function $u = \sin e^{z_1+z_2}$, we have that $u_{z_1} = e^{z_1+z_2} \cos e^{z_1+z_2} = u_{z_2}$. Thus, the partial derivatives have a common right factor $e^{z_1+z_2}$. However, this right factor is not constant and $u$ is not linear. Thus, it is a natural goal to characterize common right factors of partial derivatives of an arbitrary meromorphic function and, furthermore, characterize all meromorphic functions whose partial derivatives have a common right factor. We are able to attain this goal by utilizing the following characterization of entire solutions of the inviscid Burgers equations $u_{z_1} = Cu^{m} u_{z_2}$, which is of independent interest by itself and will be also used in Corollary 2.7 to characterize entire solutions of $(u_{z_1})^m + (u_{z_1})^n = 1$.

**Theorem 2.3.** A function $u$ is an entire solution of the partial differential equation $u_{z_1} = Cu^{m} u_{z_2}$ in $\mathbb{C}^2$, where $C \neq 0$ is a constant and $m \geq 0$ is an integer, if and only if $u$ is a constant when $m > 0$; and $u = f(z_2 + Cz_1)$ when $m = 0$, where $f$ is an entire function in the complex plane.

Theorem 2.3 together with Theorem 2.1 enables us to characterize common right factors of partial derivatives of an arbitrary meromorphic function in $\mathbb{C}^2$.

**Theorem 2.4.** Let $u$ be a meromorphic function in $\mathbb{C}^2$. If $u_{z_1} = f_1(g)$ and $u_{z_2} = f_2(g)$ have a common right factor $g$, then either $g$ is a constant, or $g = f(z_2 + cz_1)$ and $f_1 = cf_2 + d$, where $f$ is a non-constant entire function in the complex plane, and $c \neq 0$ and $d$ are two constants.

**Remark.** The case that $g = f(z_2 + cz_1)$ and $f_1 = cf_2 + d$ in Theorem 2.4 can indeed occur. For example, consider $u = (z_1 + z_2)^3 + z_1$. Then $u_{z_1} = 5(z_1 + z_2)^4 + 1 = (5w^2 + 1) \circ (z_1 + z_2)^2 = f_1(g)$.
and 
\[ u_{z_2} = 5(z_1 + z_2)^4 = (5w^2) \circ (z_1 + z_2)^2 = f_2(g), \]
where 
\[ g = (z_1 + z_2)^2, f_1(w) = 5w^2 + 1, f_2(w) = 5w^2. \]
Thus, \( u_{z_1} \) and \( u_{z_2} \) have a non-constant common right factor \( g \). Clearly,
\[ g = f(z_2 + cz_1), \quad f_1 = cf_2 + d \]
with \( f = w^2, c = 1, d = 1 \), as stated in Theorem 2.4.

Theorem 2.4 then enables us to characterize all meromorphic functions in \( \mathbb{C}^2 \) whose partial derivatives have a common right factor.

**Theorem 2.5.** Let \( u \) be a meromorphic function in \( \mathbb{C}^2 \). Then its partial derivatives \( u_{z_1} \) and \( u_{z_2} \) have a common right factor if and only if \( u \) is a linear function, or \( u = c_1 z_1 + f(z_2 + c_2 z_1) \), where \( f \) is a meromorphic function in the complex plane such that \( f' \) is non-linear, and \( c_1 \) and \( c_2 \neq 0 \) are two constants.

Theorem 2.5 immediately yields the following consequence, which describes meromorphic solutions \( u \) to the systems of partial differential equations of the form \( \frac{\partial u}{\partial z_j} = f_j(g) \), \( j = 1, 2 \).

**Corollary 2.6.** Let \( u \) be a meromorphic solution of the system of \( \frac{\partial u}{\partial z_j} = f_j(g) \), \( j = 1, 2 \), in \( \mathbb{C}^2 \), where \( f_j \)'s are non-linear meromorphic functions in \( \mathbb{C} \) and
\[ g = g(z, u, z_1, u_{z_1}, z_2, u_{z_2}, u_{z_1 z_2}, u_{z_2 z_2}, \cdots) \]
is an entire function of the variables \( z, u, z_1, u_{z_1}, z_2, u_{z_2}, u_{z_1 z_2}, u_{z_2 z_2}, \cdots \). Then \( u \) is either a linear function, or is of the form \( u = c_1 z_1 + f(z_2 + c_2 z_1) \), where \( f \) is a meromorphic function in \( \mathbb{C} \) such that \( f' \) is non-linear, and \( c_1 \) and \( c_2 \neq 0 \) are two constants.

**Proof.** Let \( u \) be a meromorphic solution of the system. Then its partial derivatives \( u_{z_1} \) and \( u_{z_2} \) have a common right factor \( g \). Thus, the conclusion follows from Theorem 2.5. \( \square \)

**Remark.** The form \( u = c_1 z_1 + f(z_2 + c_2 z_1) \) in Corollary 2.6 can indeed occur. We use the same example in the Remark for Theorem 2.4. The entire function \( u = (z_1 + z_2)^5 + z_1 \) is a solution of the system \( \frac{\partial u}{\partial z_j} = f_j(g) \), \( j = 1, 2 \), with \( f_1(w) = 5w^2 + 1 \), \( f_2(w) = 5w^2 \), and \( g = (z_1 + z_2)^2 \). This solution \( u \) is of the form \( u = c_1 z_1 + f(z_2 + c_2 z_1) \) with \( f = w^5, c_1 = 1, c_2 = 1 \).

Combining the known results we have the following

**Corollary 2.7.** Let \( m \) and \( n \) be arbitrary positive integers. A function \( u \) is an entire solution of the partial differential equation \( u_{z_1}^m + u_{z_2}^n = 1 \) in \( \mathbb{C}^2 \) if and only if \( u = c_1 z_1 + c_2 z_2 + c_3 \) is a linear function when \( (m, n) \neq (1, 1) \), and \( u = z_1 + f(z_2 - z_1) \) when \( (m, n) = (1, 1) \), where \( c_j \)'s are constants satisfying that \( c_1^m + c_2^n = 1 \), and \( f \) is an entire function in the complex plane.

Corollary 2.7 follows easily from the known results mentioned above and Theorem 2.3 (see the proof). The case \( (m, n) \neq (1, 1) \) can also follow from a result in [12] with a different way, which gave a generalization of the result in [10] using the Hamilton-Jacobi equations.
3. Proofs of the results

Proof of Theorem 2.1. We will prove that $g$ is a constant, which then implies that $u_{z_1}$ and $u_{z_2}$ are constant and thus that $u$ is a linear function. Suppose to the contrary that $g$ is not a constant. It is clear that $u_{z_1,z_2} = f_1'(g)g_{z_2}$ and $u_{z_2,z_1} = f_2'(g)g_{z_1}$. Thus, $f_1'(g)g_{z_2} = f_2'(g)g_{z_1}$, or

\[ \frac{f_1'}{f_2'}(g) = \frac{g_{z_1}}{g_{z_2}}, \tag{2.1} \]

from which it follows that $g$ must be transcendental since otherwise the left-hand side of (2.1) would be transcendental while the right-hand side of (2.1) would be a rational function. We then use the following theorem in our paper [4]: If $F$ is a transcendental meromorphic function in $C$ and $G$ is a transcendental entire function in $C^2$, then

\[ \lim_{r \to \infty} \frac{T(r,F(G))}{T(r,G)} = +\infty. \]

Here $T(r,F)$ denotes the Nevanlinna characteristic function. Applying this result to the left-hand side of (2.1), we obtain that

\[ T(r,\frac{g_{z_1}}{g_{z_2}})/T(r,g) = T(r,\frac{f_1'}{f_2'}(g))/T(r,g) \to +\infty \]

as $r \to +\infty$. However,

\[ T(r,\frac{g_{z_1}}{g_{z_2}}) \leq T(r,g_{z_1}) + T(r,g_{z_2}) + O(1) = O\{T(r,g)\} \]

as $r \to \infty$ outside a set of finite Lebesgue measure by the logarithmic derivative lemma (see e.g. [13], a contradiction. This completes the proof.

\[ \square \]

Proof of Theorem 2.3. The sufficiency is obvious. For the necessity, let $w = u(z_1,z_2)$ be an entire solution of the partial differential equation

\[ u_{z_1} = Cu^{m}z_{z_2}. \tag{2.2} \]

Note that the characteristic equations for a quasi-linear partial differential equation $a(x,y,w)w_x + b(x,y,w)w_y = c(x,y,w)$ are

\[ \frac{dx}{dt} = a(x,y,w), \quad \frac{dy}{dt} = b(x,y,w), \quad \frac{dw}{dt} = c(x,y,w) \]

and the integral surface $w = u(x,y)$ is the union of characteristic curves (see e.g. [9] p. 11]). Thus, the characteristic equations for (2.2) is

\[ \frac{dz_1}{dt} = 1, \quad \frac{dz_2}{dt} = -Cw^m, \quad \frac{dw}{dt} = 0. \]

The solution $u$ of (2.2) is a solution that obviously satisfies the following initial conditions:

$z_1 = 0, \quad z_2 = s, \quad \text{and} \quad w = u(0,s) := f(s),$

where $s$ is a parameter. Clearly $f$ is an entire function in the complex plane. We then obtain, in view of the initial conditions, the parametric representation

$z_1 = t, \quad z_2 = -Cw^mt + s, \quad w = f(s)$

for the solution $w = u(z_1,z_2)$, from which it follows that

\[ u(z_1,z_2) = f(z_2 + Cu^mz_1). \tag{2.3} \]

If $m = 0$, then $u = f(z_2 + Cz_1)$, which is the desired result.
Next consider the case $m > 0$. We claim that $f$ is a polynomial. Suppose that $f$ is transcendental. Then $u$ will be also transcendental, since otherwise the left-hand side of (2.3) is a polynomial, while the right-hand side of (2.3) is transcendental, which is absurd. But then, in view of (2.3), we arrive at the following contradiction:

$$
1 = \frac{T(r, u)}{T(r, u)} \frac{T(r, f(z_2 + Cu^m z_1))}{T(r, z_2 + Cu^m z_1)} \frac{T(r, z_2 + Cu^m z_1)}{T(r, u)} \to +\infty,
$$

using the fact that

$$
\frac{T(r, f(z_2 + Cu^m z_1))}{T(r, z_2 + Cu^m z_1)} \to +\infty
$$

by the theorem of \[\text{I}\] mentioned in the proof of Theorem 2.1, and the fact that

$$
\frac{T(r, z_2 + Cu^m z_1)}{T(r, u)} \geq c_0
$$

for a positive constant $c_0$ and large $r$ by the properties of characteristic functions. This shows that $f$ must be a polynomial. We can then write (2.3) to

$$
u^n = a_{n-1}u^{n-1} + a_{n-2}u^{n-2} + \cdots + a_1u + a_0,$$

where $a_j$’s are rational functions and $n \geq 1$. We assert that $u$ must also be a polynomial. Otherwise, we will have that $T(r, a_j) = o(T(r, u))$, $j = 0, 1, 2, \cdots$, $n - 1$. Note that when $u \geq 1$,

$$
|u| = \left|\frac{u^n}{u^{n-1}}\right| = \left|\frac{a_{n-1}u^{n-1} + a_{n-2}u^{n-2} + \cdots + a_0}{u^{n-1}}\right|
\leq |a_{n-1}| + |a_{n-2}| + \cdots + |a_0|.
$$

Therefore, we have that

$$
T(r, u) = \int_{|z|=r} \log^+ |u(z)|d\sigma + O(1)
= \int_{|z|=r, |u(z)|\geq 1} \log^+ |u(z)|d\sigma + O(1)
\leq \sum_{j=0}^{n-1} T(r, a_j) + O(1) = o(T(r, u)),
$$

which implies that $u$ is a constant, a contradiction. (Here, $d\sigma$ is the usual normalized volume form on the sphere \(\{z \in \mathbb{C}^2 : |z| = r\}\). We thus have showed that both $f$ and $u$ are polynomials. Clearly the degrees of the two sides of (2.3), as polynomials in $z_1$ and $z_2$, are different and thus (2.3) cannot hold unless $f$ is a constant, which implies that $u$ is a constant. This completes the proof.

Proof of Theorem 2.4. If $g$ is a constant, we have nothing to prove. Thus, in the following we assume that $g$ is not a constant.

Since $u_{z_1z_2} = f'_1(g)g_{z_2}$ and $u_{z_2z_1} = f'_2(g)g_{z_1}$, we have that $f'_1(g)g_{z_2} = f'_2(g)g_{z_1}$, or $f'_1(g) = \frac{g_{z_1}}{g_{z_2}}$. (Note that the left factors $f_1$ and $f_2$ are non-linear by definition, and thus $f'_1$ and $f'_2$ are not identically zero.) If $f'_1$ is transcendental, then by Theorem 2.1, $g$ is a constant, a contradiction. Thus, $f'_2$ is a rational function. That is,

$$
f'_1(f_2)(w) = C \frac{(w - a_1)^{n_1}(w - a_2)^{n_2} \cdots (w - a_s)^{n_s}}{(w - b_1)^{m_1}(w - b_2)^{m_2} \cdots (w - b_s)^{m_s}},
$$
where \( w \in \mathbb{C} \), \( a_j \) and \( b_j \) are distinct complex numbers, \( C \) is a non-zero complex number, and \( m_j, n_j \) are non-negative integers. We then have that
\[
(2.6) \quad C(g-a_1)^{n_1}(g-a_2)^{n_2} \cdots (g-a_l)^{n_l} g_{z_2} = (g-b_1)^{m_1}(g-b_2)^{m_2} \cdots (g-b_s)^{m_s} g_z.
\]
It is easy to see that there is a constant \( \alpha \) such that \( g(z_1, \alpha) \) is not a constant function in \( z_1 \), since otherwise we would have that \( g_{z_1}(z_1, \alpha) \equiv 0 \) for all \( z_1 \in \mathbb{C} \) and all \( \alpha \in \mathbb{C} \). Thus \( g_{z_1} \equiv 0 \) in \( \mathbb{C}^2 \), and then \( g_{z_2} \equiv 0 \) in \( \mathbb{C}^2 \) by (2.6), which implies that \( g \) is a constant, a contradiction. Consider the one variable function \( g(z_1, \alpha) \) in (2.6). It is easy to check that the two sides of (2.6), as entire functions in \( z_1 \), will have different multiplicities at a possible zero of \( g(z_1, \alpha) - a_j \), which is of course absurd, and thus implies that each \( a_j \) must be a Picard value of \( g(z_1, \alpha) \). However, \( g(z_1, \alpha) \) has at most one Picard value. Thus, we know that the value of the index \( t \) in (2.5) is exactly 1. (Note here that we cannot argue this way directly for \( g(z_1, z_2) \) in \( \mathbb{C}^2 \), since the multiplicity or divisor of a partial derivative of \( g \) at a zero of \( g \) might be higher than the one of \( g \) at the zero in \( \mathbb{C}^2 \), which however never happens in one complex variable.) Using symmetry or the same argument as above, we must also have that \( s = 1 \). Hence, (2.6) reduces to
\[
(2.7) \quad C(g-a_1)^{n_1} g_{z_2} = (g-b_1)^{m_1} g_{z_1}.
\]
We claim that at least one of \( n_1 \) and \( m_1 \) must be zero. Suppose to the contrary that \( n_1 > 0 \) and \( m_1 > 0 \). We will prove that \( a_1 \) and \( b_1 \) are both Picard values of \( g \), which is of course impossible since \( g \) has at most one Picard value. If \( a_1 \) is not a Picard value of \( g \), then \( g(z_0) - a_1 = 0 \) for some \( z_0 \in \mathbb{C}^2 \), while \( g(z_0) \neq b_1 \) since \( a \neq b \). Thus, the function \( G(z) := \frac{g_{z_1}(z)}{(g(z) - b_1)^{m_1}} \) is analytic in a neighborhood \( N_{z_0} \subset \mathbb{C}^2 \) of \( z_0 \). By (2.7), we have that
\[
\frac{g_{z_1}(z)}{(g(z) - a_1)^{n_1}} = CG(z).
\]
Integrating this equality, we obtain that for \( z \in N_{z_0} \),
\[
g(z) - a_1 = e^{Q_1(z)} \quad \text{when} \quad n_1 = 1;
\]
and
\[
\frac{1}{(1-n_1)(g(z) - a_1)^{n_1-1}} = Q_2(z) \quad \text{when} \quad n_1 \neq 1,
\]
where \( Q_1 \) and \( Q_2 \) are analytic in \( N_{z_0} \). We see that in both cases, \( g(z) \neq a_1 \) in \( N_{z_0} \), and, in particular, \( g(z_0) \neq a_1 \), a contradiction. This shows that \( a \) is a Picard value of \( g \). The same argument will show that \( b \) is a Picard value of \( g \). This proves our claim that at least one of \( n_1 \) and \( m_1 \) must be zero. Hence, (2.7) reduces to
\[
g_{z_1} = C(g-b)^m g_{z_2},
\]
where \( m \) is an integer, which might be negative, and \( b \) is a complex number. We assert that actually \( m = 0 \). Suppose that \( m > 0 \). (If \( m < 0 \) we proceed in the same way as below for the identity \( g_{z_2} = C^{-1}(g-b)^{-m} g_{z_1} \).) Let \( G = g - b \). Then \( G \) is an entire solution of the partial differential equation \( u_{z_2} = Cu^m u_{z_2} \). By Theorem 2.3, when \( m > 0 \), \( G \) is a constant and thus \( g \) is a constant, a contradiction. Hence \( m = 0 \). We thus have that \( g_{z_1} = C g_{z_2} \). By Theorem 2.3 again, \( g = f(z_2 + C z_1) \), where \( f \) is an entire function, and \( f \) is non-constant. (Otherwise \( g \) is a constant.) Since \( m = 0 \), we also have that \( \frac{d}{dz_2} = C \) by (2.5), which implies that \( f_1 = C f_2 + d \), where \( d \) is a constant. The proof is thus complete. \( \square \)
Proof of Theorem 2.5. The sufficiency is quite obvious. In fact, if $u$ is linear, then $u_{z_1}$ and $u_{z_2}$ are constants and thus have a constant common right factor. In the second case, $u = c_1 z_1 + f(z_2 + c_2 z_1)$. Thus, $u_{z_1} = c_1 + c_2 f'(z_2 + c_2 z_1)$ and $u_{z_2} = f'(z_2 + c_2 z_1)$ have a common right factor $z_2 + c_2 z_1$ in view of the assumption that $f'$ is non-linear and $c_2 \neq 0$. (Note that a left factor in a factorization is non-linear by the definition.)

Next we prove the necessity. If $u_{z_1} = f_1(g)$ and $u_{z_2} = f_2(g)$ have a common right factor $g$, where $g$ is an entire function in $\mathbb{C}^2$, and $f_1$ and $f_2$ are non-linear meromorphic functions in the complex plane, then by Theorem 2.4, either $g$ is a constant, or $g(z_1, z_2) = f_0(z_2 + c z_1)$ and $f_1 = cf_2 + d$, where $f_0$ is an entire function in the complex plane, and $c \neq 0$ and $d$ are two constants.

In the first case where $g$ is a constant, $u_{z_1}$ and $u_{z_2}$ are constants and thus $u$ is a linear function, which is the desired conclusion.

In the second case where $g = f_0(z_2 + c z_1)$ and $f_1 = cf_2 + d$, we may assume that $u$ is non-linear. (Otherwise the theorem is already true.) Then $f_0$ is non-constant, since otherwise $g$ is a constant, which implies that $u$ is linear, a contradiction. We see that

$$u_{z_1} = f_1(g) = (cf_2 + d) \circ g = cf_2(g) + d = cu_{z_2} + d$$

or

$$u_{z_1} - cu_{z_2} = d. \quad (2.8)$$

Note that the characteristic equations for the partial differential equation (2.8) is

$$\frac{d z_1}{d t} = 1, \quad \frac{d z_2}{d t} = -c, \quad \frac{d w}{d t} = d,$$

and the solution $u(z_1, z_2)$ of (2.8) is a solution satisfying the initial conditions

$$z_1 = 0, \quad z_2 = s, \quad \text{and} \quad w = u(0, s) := f(s),$$

where $s$ is a parameter. We claim that $f$ is a meromorphic function in the one variable $s \in \mathbb{C}$. To see this, we only need to verify that $f(s) \neq \infty$. In fact,

$$u_{z_2}(0, z_2) = f_2(g(0, z_2)) = f_2(f_0(z_2)).$$

Since $f_0(z_2)$ is a non-constant entire function in $z_2$ and $f_2 \neq \infty$, $u_{z_2}(0, z_2)$ is a meromorphic function in $z_2$, which implies that $u(0, z_2)$, or $f(z_2)$, is a meromorphic function in $z_2$, which proves the claim. In view of the initial conditions, we obtain the parametric representation

$$z_1 = t, \quad z_2 = -ct + s, \quad w = td + f(s)$$

for the solution $w = u(z_1, z_2)$, from which it follows that

$$u(z_1, z_2) = d z_1 + f(z_2 + c z_1) := c_1 z_1 + f(z_2 + c_2 z_1), \quad (2.9)$$

where $c_1 = d$ and $c_2 = c \neq 0$. Furthermore,

$$u_{z_1} = c_1 + c_2 f'(z_2 + c_2 z_1), u_{z_2} = f'(z_2 + c_2 z_1).$$

We see that the function $f'$ cannot be linear, since otherwise it is easy to see that $u_{z_1}$ and $u_{z_2}$ cannot have a common right factor. (Note that a left factor in a factorization must be non-linear.) This completes the proof. \qed
Proof of Corollary 2.7. The sufficiency is obvious. We prove the necessity. The case when $m \geq 2, n \geq 2$ was mentioned in the Introduction. Thus, we may assume that $m = 1$ by symmetry. Then $u_{z_1} + u^{n}_{z_2} = 1$, and thus $u_{z_2z_1} + nu_{z_2}^{-1}u_{z_2z_2} = 0$. Hence, $u_{z_2}$ is an entire solution of the equation in Theorem 2.3 with $m = n - 1$. By Theorem 2.3, when $n > 1$, $u_{z_2}$ (and thus $u_{z_1}$ from the given equation) is a constant, which implies that $u$ is linear; and when $n = 1$, $u_{z_2} = f_1(z_2 - z_1)$ for an entire function $f_1$ in $C$, which implies from the given equation that $u_{z_1} = 1 - f_1(z_2 - z_1)$ and then that $u = z_1 + f(z_2 - z_1)$, where $f$ is an antiderivative of $f_1$. This completes the proof. □
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