NONAUTONOMOUS KATO CLASSES OF MEASURES
AND FEYNMAN-KAC PROPAGATORS

ARCHIL GULISASHVILI

Abstract. The behavior of the Feynman-Kac propagator corresponding to a
time-dependent measure on \( \mathbb{R}^n \) is studied. We prove the boundedness of the
propagator in various function spaces on \( \mathbb{R}^n \), and obtain a uniqueness theorem
for an exponentially bounded distributional solution to a nonautonomous heat
equation.

1. Introduction

In this paper, we develop the \( L^p \)-theory for the Feynman-Kac propagator, cor-
responding to a nonautonomous heat equation of the following form:

\[
\frac{\partial u}{\partial t} = \frac{1}{2} \Delta u - \mu(t)u.
\]

In \( (1) \), \( \mu = \{ \mu(t) : 0 \leq t \leq T \} \) is a family of distributions on \( \mathbb{R}^n \) such that for every
\( t \in [0, T] \) and every open ball \( B \subset \mathbb{R}^n \), the restriction of \( \mu(t) \) to \( B \) is a finite signed
Borel measure. We will call such families time-dependent measures. We will also
study the behavior of Feynman-Kac propagators in various spaces of continuous
functions on \( \mathbb{R}^n \).

A two-parametric family \( \{ U(t, \tau) : 0 \leq \tau \leq t \leq T \} \) of bounded linear operators
on the space \( L^p(\mathbb{R}^n) \) with \( 1 \leq p \leq \infty \) is called an evolution family, provided the
following conditions hold:

1. \( U(t, \tau) = U(t, \lambda)U(\lambda, \tau) \) for \( 0 \leq \tau \leq \lambda \leq t \leq T \).
2. \( U(\tau, \tau) = I \) for \( 0 \leq \tau \leq T \), where \( I \) stands for the identity operator on \( L^p \).
3. For every \( f \in L^p \), the \( L^p \)-valued function \( (t, \tau) \to U(t, \tau)f \) is continuous for
\( 0 \leq \tau \leq t \leq T \). In the case \( p = \infty \), we require the weak* continuity in \( L^\infty \)
instead of the strong continuity.

An evolution family \( U \) is called a propagator for equation \( (1) \), if in addition to
conditions \( (1)-(3) \), the following condition holds:

4. For every \( \tau \) such that \( 0 \leq \tau < T \), the function \( u(t) = U(t, \tau)f \) with \( t \in [\tau, T] \)
is a solution in the \( D'((\tau, T) \times \mathbb{R}^n) \)-sense to the initial value problem

\[
\begin{align*}
\frac{\partial u}{\partial \tau} &= \frac{1}{2} \Delta u - \mu(t)u, \\
u(\tau) &= f.
\end{align*}
\]

One of our objectives in the present paper is to study various classes of time-
dependent measures (see Section 2). Two of these classes, \( \mathcal{P}_{n,T} \) and \( \mathcal{P}^*_{n,T} \), will be
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especially important throughout the paper. It will be shown in Section 4 that if 
\( \mu \in \mathcal{P}_{n,T} \) and \( 1 < p \leq \infty \), then the family of linear operators \( U_\mu \) defined by 
\[
U_\mu(t,\tau)f(x) = E_x f(B_{t-\tau}) \exp\{-C_\mu(t-\tau,t)\}, \quad 0 \leq \tau \leq t \leq T,
\]
is a propagator for equation (1). In formula (2), \( E_x \) denotes the expectation in 
the Wiener space, \( B_t \) stands for a standard Brownian motion, and \( C_\mu \) is a time-
dependent additive functional of the Brownian motion, corresponding to \( \mu \) (for the 
definition of \( C_\mu \) see Section 3). The functional \( C_\mu \) satisfies the following condition:
\[
\lim_{k \to \infty} \sup_{h:0 \leq h \leq T} \sup_{x \in \mathbb{R}^n} E_x \sup_{t:0 \leq t \leq h} |C_\mu(t,h) - \int_0^t e^{\frac{1}{2} \Delta} \mu(h-s)(B_s)ds|^2 = 0.
\]
The family \( U_\mu \) is called the Feynman-Kac propagator for equation (1).

Together with equation (1), we will study its dual equation,
\[
(3) \quad \frac{\partial w}{\partial \tau} = -\frac{1}{2} \Delta w + \mu(\tau)w.
\]
Next we will define backward propagators for equation (3). Let \( Y(t,\tau), 0 \leq \tau \leq t \leq T \), be a family of bounded linear operators on the space \( L^p \), and let \( \mu = \{\mu(t): 0 \leq t \leq T\} \) be a time-dependent measure. Put 
\[
(4) \quad \nu(t) = \mu(T-t), \quad 0 \leq t \leq T.
\]
If the family of operators \( U \), defined by \( U(t,\tau) = Y(T-\tau,T-t) \) for \( 0 \leq \tau \leq t \leq T \), 
is an evolution family on \( L^p \), then \( Y \) is called a backward evolution family. If the 
family \( U \) is a propagator for the heat equation \( \frac{\partial u}{\partial \tau} = \frac{1}{2} \Delta u - \nu(t)u \), then the family \( Y \) 
is called a backward propagator for equation (3). It is clear that if \( Y \) is a backward 
propagator for equation (3), then for every \( t \) such that \( 0 < t \leq T \), the function 
\( w(\tau) = Y(t,\tau)f \) with \( \tau \in [0,t] \) is a solution in the \( D^p([0,t) \times \mathbb{R}^n) \)-sense to the 
following terminal value problem:
\[
\begin{aligned}
\left\{ \begin{array}{l}
\frac{\partial w}{\partial \tau} = -\frac{1}{2} \Delta w + \mu(\tau)w, \\
w(t) = f.
\end{array} \right.
\end{aligned}
\]

Let \( \mu \in \mathcal{P}_{n,T}^\ast \) and \( 1 < p \leq \infty \). Then the family of linear operators \( \{Y_\mu\} \) defined by 
\[
(5) \quad Y_\mu(t,\tau)f(x) = E_x f(B_{t-\tau}) \exp\{-A_\mu(t-\tau,\tau)\}, \quad 0 \leq \tau \leq t \leq T,
\]
is a backward propagator for equation (3) (see Section 4). In (5), \( A_\mu \) is a time-
dependent functional of the Brownian motion, corresponding to \( \mu \) (for the definition 
of \( A_\mu \) see Section 3). The functional \( A_\mu \) satisfies the following condition:
\[
\lim_{k \to \infty} \sup_{h:0 \leq h \leq T} \sup_{x \in \mathbb{R}^n} E_x \sup_{t:0 \leq t \leq h} |A_\mu(t,h) - \int_0^t e^{\frac{1}{2} \Delta} \mu(s+h)(B_s)ds|^2 = 0.
\]
The family of operators \( Y_\mu \) given by (5) is called the backward Feynman-Kac 
propagator for equation (3). It is also possible to define the family \( Y_\mu \) in the case \( \mu \in \mathcal{P}_{n,T}^\ast \) 
and the family \( U_\mu \) in the case \( \mu \in \mathcal{P}_{n,T}^\ast \). These definitions will be given in Remark 
10.

Formulas (2) and (5) are based on the Feynman-Kac formula for Schrödinger 
semigroups. The theory of Schrödinger semigroups associated with Kato class 
potentials was developed by Aizenman and Simon (see [AS][S]). More information on 
Schrödinger semigroups can be found in [DyC][LL]. Schrödinger semigroups and
Feynman-Kac propagators have many similarities. However, there are also significant differences between them, and one of our objectives in this paper is to explain these differences. For instance, instead of the Kato class in the theory of Schrödinger semigroups, two classes of time-dependent measures, $\mathcal{P}_{n,T}$ and $\mathcal{P}_{n,T}^*$, arise naturally in the theory of Feynman-Kac propagators. The first of them controls the behavior of the Feynman-Kac propagator, while the second one is related to the backward Feynman-Kac propagator. Another difference between Schrödinger semigroups and Feynman-Kac propagators is the following: Schrödinger semigroups with Kato class potentials are always bounded on $L^1$, which is in general false for Feynman-Kac propagators. It will be shown in Section 4 that there is a time-dependent function $V \in \mathcal{P}_{3,1}$ such that $U_\mu(t,0) / \in L(L^1,L^1)$ for all $0 < t \leq 1$.

Much literature is devoted to perturbations of second order partial differential operators by time-independent or time-dependent potentials and to the corresponding elliptic and parabolic equations (see [AM, BM1, BM2, FLP, F, Ge, H, LP, N, QZ1, QZ2, RRSV, SV, Z] and the references therein). Interesting results concerning the existence of the fundamental function for a second order parabolic partial differential equation with coefficients from nonautonomous Kato classes were obtained in a recent paper of Liskevich and Semenov [LS]. The Feynman-Kac propagator for the heat equation $\frac{\partial u}{\partial t} = \frac{1}{2} \Delta u - V(t)u$, where $V$ is a function on $[0,T] \times \mathbb{R}^n$ belonging to the class $\mathcal{P}_{n,T}$, was studied in [Gu3].

We now give an overview of the results obtained in the present paper. Section 2 is devoted to the study of various classes of time-dependent measures. These classes generalize the Kato class of measures (see [AS, BM1, DvC, F, Gu1, JL, S, V1, V2, Z] for more information on the Kato classes of functions and measures), the enlarged Kato class (see [V1, V2], see also [Gu1, GK]), and the nonautonomous Kato classes of functions (see [Gu3, LS, N, QZ1, QZ2, RRSV, SY]). Our main result in Section 2 is a characterization of classes of time-dependent measures in terms of the corresponding potential operators (see Theorem 1). For the Kato classes of functions and measures, this result was obtained in [Gu1, GK].

In Section 3, we introduce and study the additive functionals $C_\mu$ and $A_\mu$ that were used in formulas (2) and (5). The existence and uniqueness result for these functionals (Theorem 2) is standard. Its proof was influenced by the proof of Theorems 5.11 and 5.1.2 in [F].

In Section 4, we gather our main results concerning Feynman-Kac propagators. Here we prove the existence theorem for the propagator $U_\mu$ with $\mu \in \mathcal{P}_{n,T}$ (see Theorem 3) and the $(L^p-L^q)$-smoothing theorem for $U_\mu$ (see Theorem 4). We also study the behavior of the Feynman-Kac propagator in the spaces of continuous functions on $\mathbb{R}^n$. We prove that $U_\mu$ maps the space $L^\infty$ into the space $BC$ of bounded continuous functions (see Theorem 6). This property of $U_\mu$ is called the strong Feller property. Moreover, the propagator $U_\mu$ is bounded on the space $BUC$ of bounded uniformly continuous functions and also on the space $C_\infty$ of continuous functions vanishing at infinity. The boundedness on the space $C_\infty$ is called the Feller property of $U_\mu$ (see Theorem 7). These facts are well known for Schrödinger semigroups (see [S]).

Section 5 of the present paper is devoted to uniqueness problems. Here we prove the uniqueness of an exponentially bounded distributional solution to problem (1) (see Theorem 8). This theorem is a generalization of a result concerning the uniqueness of an exponentially bounded classical solution to the one-dimensional heat equation.
equation, \[ \frac{\partial u}{\partial t} = \Delta u, \] which was discussed by Titchmarsh in [T], p. 282. A stronger result in the classical case is due to Tikhonov [T]. He proved the uniqueness theorem for a classical solution, satisfying the following condition: \[ |u(t, x)| \leq M \exp\{ax^2\} \] for \((t, x) \in [0, T] \times \mathbb{R}^1\). We do not know whether our Theorem 8 holds for a distributional solution satisfying Tikhonov’s condition in \(\mathbb{R}^n\). In Section 5, we also prove that the Feynman-Kac propagator is the unique propagator for equation (1), for which the \((L^p - L^\infty)\)-smoothing condition holds (see Theorem 9). The uniqueness problem for general second order parabolic partial differential equations was studied by numerous authors. In [A], the weak solutions to equations with coefficients from the spaces \(L^q(I; L^p)\) were considered. In [QZ1], the uniqueness of a uniformly bounded solution to the heat equation with a time-dependent potential \(V = \{V(t)\}\) from the parabolic Kato class (this class is similar to our class \(P_{n,T} \cap P^*_{n,T}\)) was established. In [LS], the uniqueness of a weak solution to a general second order parabolic equation with coefficients from nonautonomous Kato classes was shown. However, additional restrictions were imposed in [LS] on the behavior of the solutions. For instance, in the case of the heat equation with a potential from the parabolic Kato class, the additional condition is as follows: \(uV \in L^1([\tau, T] \times \mathbb{R}^n)\) (see Lemma 4.7 in [LS]). This condition is not necessarily satisfied in the case \(V \in P_{n,T}\).

Finally, we would like to mention that most of the results obtained in this paper were announced in [Gu2].

2. Classes of time-dependent measures

We begin this section with the definition of potentials of time-dependent measures. For \(\mu = \{\mu(t) : 0 \leq t < \infty\}\), we put

\[ \tilde{M}_\mu(h, r, x) = \int_0^h e^{-s} e^{\hat{r}^2} \mu(s)(x)ds, \quad 0 \leq h < \infty, \quad h \leq r < \infty, \quad x \in \mathbb{R}^n, \]

and

\[ \tilde{N}_\mu(h, r, x) = \int_0^h e^{-s} e^{\hat{r}^2} \mu(s + r)(x)ds, \quad 0 \leq h \leq \infty, \quad 0 \leq t < \infty, \quad x \in \mathbb{R}^n. \]

For \(\mu = \{\mu(t) : 0 \leq t \leq T\}\), we put

\[ L_\mu(h, r, x) = \int_0^h e^{\hat{r}^2} \mu(r - s)(x)ds, \quad 0 \leq h \leq \infty, \quad 0 \leq r \leq T, \quad x \in \mathbb{R}^n, \]

\[ S_\mu(h, r, x) = \int_0^h e^{\hat{r}^2} \mu(s)(x)ds, \quad 0 \leq r + h \leq T, \quad x \in \mathbb{R}^n. \]

We also put

\[ M_\mu(t, x) = L_\mu(t, t, x), \quad 0 \leq t \leq T, \quad x \in \mathbb{R}^n, \]

and

\[ N_\mu(t, x) = S_\mu(T - t, t, x), \quad 0 \leq t \leq T, \quad x \in \mathbb{R}^n. \]

In the formulas above, we assume that the integrals make sense.
The next definitions concern classes of time-dependent measures.

**Definition 1.** The classes \( \hat{P}_{n,T} \) and \( \hat{P}^{*}_{n,T} \) are defined as follows:

\[
\hat{P}_{n,T} = \{ \mu = \{ \mu(t) : 0 \leq t \leq T \} : \sup_{t:0 \leq t \leq T} \sup_{x \in \mathbb{R}^n} M_{|\mu|}(t, x) < \infty \},
\]

\[
\hat{P}^{*}_{n,T} = \{ \mu = \{ \mu(t) : 0 \leq t \leq T \} : \sup_{t:0 \leq t \leq T} \sup_{x \in \mathbb{R}^n} N_{|\mu|}(t, x) < \infty \}.
\]

**Definition 2.** The classes \( \hat{P}_{n,\infty} \) and \( \hat{P}^{*}_{n,\infty} \) are defined as follows:

\[
\hat{P}_{n,\infty} = \{ \mu = \{ \mu(t) : 0 \leq t < \infty \} : \sup_{t:0 \leq t \leq \infty} \sup_{x \in \mathbb{R}^n} \hat{M}_{|\mu|}(t, x) < \infty \},
\]

\[
\hat{P}^{*}_{n,\infty} = \{ \mu = \{ \mu(t) : 0 \leq t < \infty \} : \sup_{t:0 \leq t \leq \infty} \sup_{x \in \mathbb{R}^n} \hat{N}_{|\mu|}(\infty, x) < \infty \}.
\]

**Definition 3.** The following formulas define more classes of time-dependent measures:

\[
P_{n,\infty} = \hat{P}_{n,\infty} \cap \{ \mu : \lim_{t \to 0^+} \sup_{h : h \geq t} \sup_{x \in \mathbb{R}^n} L_{|\mu|}(t, h, x) = 0 \},
\]

\[
P_{n,T} = \hat{P}_{n,T} \cap \{ \mu : \lim_{t \to 0^+} \sup_{h : h \leq t} \sup_{x \in \mathbb{R}^n} L_{|\mu|}(t, h, x) = 0 \},
\]

\[
P^{*}_{n,\infty} = \hat{P}^{*}_{n,\infty} \cap \{ \mu : \lim_{t \to 0^+} \sup_{h : h \geq t} \sup_{x \in \mathbb{R}^n} S_{|\mu|}(t, h, x) = 0 \},
\]

\[
P^{*}_{n,T} = \hat{P}^{*}_{n,T} \cap \{ \mu : \lim_{t \to 0^+} \sup_{h : h \leq t} \sup_{x \in \mathbb{R}^n} S_{|\mu|}(t, h, x) = 0 \}.
\]

The classes \( P_{n,T} \) and \( P^{*}_{n,T} \) were introduced in [Gu3] in the case of time-dependent functions. In the present paper we use the same symbols for the corresponding classes of time-dependent measures.

**Remark 1.** Let \( \mu = \{ \mu(t) : 0 \leq t \leq T \} \) be a time-dependent measure, and denote by \( \tilde{\mu} \) its extension to \([0, \infty)\) by the zero measure. Then we have \( \mu \in \hat{P}_{n,T} \iff \tilde{\mu} \in \hat{P}_{n,\infty} \). Similar equivalences hold for all the classes of time-dependent measures defined above.

**Remark 2.** If \( \mu \) and \( \nu \) are related by formula (4), then \( \mu \in \hat{P}_{n,T} \iff \nu \in \hat{P}^{*}_{n,T} \) and \( \mu \in \hat{P}_{n,T} \iff \nu \in \hat{P}^{*}_{n,T} \).

**Remark 3.** The classes \( P_{n,T} \) and \( P^{*}_{n,T} \) do not coincide (see [Gu3]).

The following characterization of the Kato class of measures \( \hat{K}_n \) was obtained in [Gu3] (see also [GK] where the Kato class \( K_n \) was considered):

\[
\mu \in \hat{K}_n \iff (I - \Delta)^{-1}|\mu| \in BUC.
\]

The next theorem is a generalization of equivalence (6) to the case of time-dependent measures.

**Theorem 1.** (i) A time-dependent measure \( \mu \in \hat{P}_{n,\infty} \) belongs to the class \( P_{n,\infty} \) if and only if the function \( (h, x) \to \hat{M}_{|\mu|}(h, h, x) \) is uniformly continuous on \([0, \infty) \times \mathbb{R}^n\).

(ii) A time-dependent measure \( \mu \in \hat{P}^{*}_{n,\infty} \) belongs to the class \( P^{*}_{n,\infty} \) if and only if the function \( (h, x) \to \hat{N}_{|\mu|}(\infty, h, x) \) is uniformly continuous on \([0, \infty) \times \mathbb{R}^n\).
(iii) A time-dependent measure \( \mu \in \hat{\mathcal{P}}_{n,T} \) belongs to the class \( \mathcal{P}_{n,T} \) if and only if the function \( M_{|\mu|} \) is uniformly continuous on \([0,T] \times \mathbb{R}^n \).

(iv) A time-dependent measure \( \mu \in \hat{\mathcal{P}}^*_{n,T} \) belongs to the class \( \mathcal{P}^*_{n,T} \) if and only if the function \( N_{|\mu|} \) is uniformly continuous on \([0,T] \times \mathbb{R}^n \).

**Proof.** We will prove only part (ii) of Theorem 1. The proof of the remaining parts is similar.

Let \( \mu \in \mathcal{P}^*_{n,\infty} \). Then we have

\[
\sup_{h \geq 0} \sup_{x \in \mathbb{R}^n} |\tilde{N}_{|\mu|}(\infty, h, x) - e^{-t} e^{\frac{1}{2} \Delta} \tilde{N}_{|\mu|}(\infty, t + h, x)|
\]

(7)

\[
\leq \sup_{h \geq 0} \sup_{x \in \mathbb{R}^n} \int_{0}^{t} e^{\frac{1}{2} \Delta} |\mu(s + h)|(x) ds \rightarrow 0
\]

as \( t \to 0^+ \). Since

\[
\sup_{x \in \mathbb{R}^n} \tilde{N}_{|\mu|}(\infty, t + h, x) < \infty,
\]

we get

\[
e^{-t} e^{\frac{1}{2} \Delta} \tilde{N}_{|\mu|}(\infty, t + h, \cdot) \in BUC.
\]

It follows from (7) and (8) that \( \tilde{N}_{|\mu|}(\infty, h, \cdot) \in BUC \) for all \( h \geq 0 \).

Let \( t, h \geq 0 \) and \( x, y \in \mathbb{R}^n \). Then

\[
\tilde{N}_{|\mu|}(\infty, h, x + y) - \tilde{N}_{|\mu|}(\infty, h, x)
\]

\[
= \tilde{N}_{|\mu|}(\infty, h, x + y) - e^{-t} e^{\frac{1}{2} \Delta} \tilde{N}_{|\mu|}(\infty, t + h, x + y) + e^{-t} e^{\frac{1}{2} \Delta} \tilde{N}_{|\mu|}(\infty, t + h, x + y) - e^{-t} e^{\frac{1}{2} \Delta} \tilde{N}_{|\mu|}(\infty, t + h, x)
\]

(9)

Using (7), we see that for every \( \epsilon > 0 \) there exists \( t_0 > 0 \) such that for all \( 0 < t \leq t_0 \),

\[
\sup_{h \geq 0} \sup_{x \in \mathbb{R}^n} |\tilde{N}_{|\mu|}(\infty, h, x + y) - e^{-t} e^{\frac{1}{2} \Delta} \tilde{N}_{|\mu|}(\infty, t + h, x + y)|
\]

\[
\sup_{h \geq 0} \sup_{x \in \mathbb{R}^n} |\tilde{N}_{|\mu|}(\infty, h, x) - e^{-t} e^{\frac{1}{2} \Delta} \tilde{N}_{|\mu|}(\infty, t + h, x)| \leq \epsilon / 2.
\]

(10)

Fix \( t > 0 \) for which (10) holds. Then (9) and (10) imply

\[
\sup_{h \geq 0} \sup_{x \in \mathbb{R}^n} |\tilde{N}_{|\mu|}(\infty, h, x + y) - \tilde{N}_{|\mu|}(\infty, h, x)|
\]

(11)

\[
\leq \epsilon / 2 + \sup_{h \geq 0} \sup_{x \in \mathbb{R}^n} |e^{-t} e^{\frac{1}{2} \Delta} \tilde{N}_{|\mu|}(\infty, t + h, x + y) - e^{\frac{1}{2} \Delta} \tilde{N}_{|\mu|}(\infty, t + h, x)|.
\]

It follows from the properties of the heat kernel and from the fact that the set \( \{ \tilde{N}_{|\mu|}(\infty, t + h) : h \geq 0 \} \) is bounded in \( C(\mathbb{R}^n) \) that the last term on the right-hand side of (11) does not exceed \( \epsilon / 2 \) for \( |y| < \delta \) where \( \delta \) is a small number. Hence, hence

\[
\sup_{h \geq 0} \sup_{x \in \mathbb{R}^n} |\tilde{N}_{|\mu|}(\infty, t + h, x + y) - \tilde{N}_{|\mu|}(\infty, t + h, x)| \rightarrow 0
\]

(12)

as \( y \to 0 \). Next we see that for all \( t \geq 0 \),

\[
\sup_{h \geq 0} \sup_{x \in \mathbb{R}^n} |\tilde{N}_{|\mu|}(\infty, t + h, x) - \tilde{N}_{|\mu|}(\infty, h, x)|
\]

\[
\leq \sup_{h \geq 0} \sup_{x \in \mathbb{R}^n} |\tilde{N}_{|\mu|}(\infty, h, x) - e^{-t} e^{\frac{1}{2} \Delta} \tilde{N}_{|\mu|}(\infty, t + h, x)|
\]

(13)

\[
+ \sup_{r \geq 0} \sup_{x \in \mathbb{R}^n} |e^{-t} e^{\frac{1}{2} \Delta} \tilde{N}_{|\mu|}(\infty, \tau, x) - \tilde{N}_{|\mu|}(\infty, \tau, x)| = I_1(t) + I_2(t).
\]
It follows from (7) that $I_1(t) \to 0$ as $t \to 0^+$. Let $F \in BUC$. Then for every $\epsilon > 0$ and $t > 0$ we have
\begin{equation}
\|F - e^{\frac{t}{2} \Delta} F\|_{\infty} \leq \sup_{x,y \in \mathbb{R}^n:|x-y| \leq \epsilon} |F(x) - F(y)| + 2\|F\|_{\infty} \int_{|z| > \epsilon} G_t(z)dz,
\end{equation}
where $G_t$ denotes the heat kernel on $\mathbb{R}^n$. Using (12) and (14), we get $I_2(t) \to 0^+$ as $t \to 0^+$. Next (13) gives
\begin{equation}
\sup_{h \geq 0} \sup_{x \in \mathbb{R}^n} |\tilde{N}_\mu(\infty, t + h, x) - \tilde{N}_\mu(\infty, h, x)| \to 0
\end{equation}
as $t \to 0^+$. Combining (12) and (15), we obtain
\[\tilde{N}_\mu(\infty, \cdot, \cdot) \in BUC([0, \infty) \times \mathbb{R}^n).\]

Now assume that the previous condition holds. Then (12) and (15) also hold. We have
\begin{align*}
\sup_{h \geq 0} \sup_{x \in \mathbb{R}^n} |\tilde{N}_\mu(\infty, h, x) - e^{-t}e^{\frac{t}{2} \Delta} \tilde{N}_\mu(\infty, t + h, x)| &
\leq \sup_{h \geq 0} \sup_{x \in \mathbb{R}^n} |\tilde{N}_\mu(\infty, h, x) - \tilde{N}_\mu(\infty, t + h, x)|
+ \sup_{h \geq 0} \sup_{x \in \mathbb{R}^n} |\tilde{N}_\mu(\infty, t + h, x) - e^{-t}e^{\frac{t}{2} \Delta} \tilde{N}_\mu(\infty, t + h, x)|
\leq \sup_{h \geq 0} \sup_{x \in \mathbb{R}^n} |\tilde{N}_\mu(\infty, h, x) - \tilde{N}_\mu(\infty, t + h, x)|
+ \sup_{\tau \geq 0} \sup_{x \in \mathbb{R}^n} |\tilde{N}_\mu(\infty, \tau, x) - e^{-t}e^{\frac{t}{2} \Delta} \tilde{N}_\mu(\infty, \tau, x)|
\end{align*}
\begin{equation}
= J_1(t) + J_2(t).
\end{equation}
Condition (15) is the same as $\lim_{t \to 0^+} J_1(t) = 0$. It follows from (12) and (14) that $\lim_{t \to 0^+} J_2(t) = 0$. Now using (16), we get $\mu \in P_{n,\infty}$. This completes the proof of Theorem 1.

Next we will discuss examples of singular time-dependent measures in the class $\mathcal{P}_{n,T}$. For the sake of simplicity, we will restrict ourselves to the case $n = 1$. In this case, the Dirac measure $\delta_y$, concentrated at the point $y \in \mathbb{R}^1$, belongs to the Kato class of measures $\tilde{K}_1$. For $n \geq 2$, one may use appropriate singular measures from the class $\tilde{K}_n$ (see examples in [Gu1]).

Let $n = 1$, and for every $\alpha > 0$ define a time-dependent measure by $\mu_\alpha = \{t^{-\alpha} \delta_0 : 0 \leq t \leq 1\}$. Then we have $\mu_\alpha \in \tilde{P}_{1,1} \iff \alpha \leq 2^{-1}$ and $\mu_\alpha \in \mathcal{P}_{1,1} \iff \alpha < 2^{-1}$. Moreover, for the time-dependent measure, given by $\mu = \{(t^{\frac{1}{2}} \ln \frac{1}{t})^{-1} \delta_0 : 0 \leq t \leq 1\}$, we have $\mu \in \mathcal{P}_{1,1}$ and $\mu \notin \mathcal{P}_{1,1}$. We refer the reader to [Gu3], where similar results were obtained for time-dependent functions. Our next result concerns a time-dependent multiple of the Dirac measure moving along a curve.

**Lemma 1.** Let $\mu(t) = t^{-\frac{1}{2}} \delta_{\phi(t)}$, where $\phi(t) = t^\beta$ with $\beta > 0$. Then $\mu \in \mathcal{P}_{1,1}$ if and only if $\beta < \frac{1}{2}$.
Proof. Let $\beta < \frac{1}{2}$. Then it is easy to see that $\mu \in \mathcal{P}_{1,1}$. If $x \leq 0$, then for every $0 < t < 1$ we have

$$\sup_{h:t \leq h \leq 1} \sup_{x:0 \leq x < h} \int_0^t e^{\tau \Delta} |\mu(h-s)|(x) ds = \sup_{h:t \leq h \leq 1} \sup_{x:0 \leq x < h} \int_0^t \frac{1}{\sqrt{2\pi s \sqrt{h-s}}} \exp\left\{ -\frac{(x-(h-s)^\beta)^2}{2s} \right\} ds,$$

and the last integral in (17) tends to 0 as $t \to 0^+$. Next we get

$$\sup_{h:t \leq h \leq 1} \sup_{x:0 \leq x < h} \int_0^t e^{\tau \Delta} |\mu(h-s)|(x) ds \leq \sup_{h:t \leq h \leq 1} \sup_{x:0 \leq x < h} \int_0^t \frac{1}{\sqrt{2\pi s \sqrt{h-s}}} \exp\left\{ -\frac{(\beta^-(h-(h-s)^\beta))^2}{2s} \right\} ds,$$

as $t \to 0^+$.

Let $0 < x < h^\beta$. Then $x = (h-\alpha)^\beta$ with $0 < \alpha < h$. Fix $\epsilon$ and $\lambda$ such that $0 < \epsilon < 1$, $0 < \lambda < \frac{1}{2}$, and

$$\tau = \epsilon(1-\beta) + \lambda > 1.$$

It follows that

$$\sup_{h:t \leq h \leq 1} \sup_{x:0 \leq x < h} \int_0^t e^{\tau \Delta} |\mu(h-s)|(x) ds = \sup_{h:t \leq h \leq 1} \sup_{\alpha:0 < \alpha < h} \int_0^t \frac{1}{\sqrt{2\pi s \sqrt{h-s}}} \exp\left\{ -\frac{(h-\alpha)^\beta - (h-s)^\beta)^2}{2s} \right\} ds,$$

and the last integral in (17) tends to 0 as $t \to 0^+$. Next we get

$$\sup_{h:t \leq h \leq 1} \sup_{\alpha:0 < \alpha < h} \int_0^t \frac{1}{\sqrt{2\pi s \sqrt{h-s}}} \exp\left\{ -\frac{(h-\alpha)^\beta - (h-s)^\beta)^2}{2s} \right\} ds \leq \max\{ \sup_{h:t \leq h \leq 1} \int_0^t \frac{1}{\sqrt{2\pi s \sqrt{h-s}}} ds, \sup_{h:t \leq h \leq 1} \int_0^t \frac{1}{\sqrt{2\pi s \sqrt{h-s}}} ds \},$$

where

$$I(t) = \sup_{h:t \leq h \leq 1} \sup_{\alpha:0 < \alpha < h} \int_0^t \frac{1}{\sqrt{2\pi s \sqrt{h-s}}} \exp\left\{ -\frac{(h-\alpha)^\beta - (h-s)^\beta)^2}{2s} \right\} ds.$$

Put $G = \{ s : (h-\alpha)^\beta - (h-s)^\beta \leq t^\lambda \}$. Then we have

$$I(t) \leq \sup_{h:t \leq h \leq 1} \int_0^t \frac{1}{\sqrt{2\pi s \sqrt{h-s}}} \exp\left\{ -\frac{t^{2\lambda}}{2s} \right\} ds + \sup_{h:t \leq h \leq 1} \int_{[0,t] \cap G} \frac{1}{\sqrt{2\pi s \sqrt{h-s}}} ds = I_1(t) + I_2(t),$$

with
It is not difficult to show that
\begin{equation}
\lim_{t \to 0^+} I_1(t) = 0.
\end{equation}

It follows from the mean value theorem that \( G \subset [0, t] \cap J(\alpha) \), where \( J(\alpha) = [\alpha - \beta^{-1} t^\lambda h^{1-\beta}, \alpha + \beta^{-1} t^\lambda h^{1-\beta}] \). Therefore, for the small values of \( t \) we have
\begin{equation}
I_2(t) \leq \int_{[0,2\beta^{-1} t^\tau]} \frac{1}{\sqrt{2\pi s t - s}} ds,
\end{equation}
where \( \tau \) is defined by (19). Since \( \tau > 1 \), we have
\begin{equation}
\lim_{t \to 0^+} I_2(t) = 0.
\end{equation}

Now (17)-(18) and (20)-(23) give \( \mu \in P_{1,1} \).

If \( \beta \geq \frac{1}{2} \), then
\begin{equation}
\sup_{h, t} \sup_{x \leq 1} \int_0^t e^{\frac{2}{3} s} |\mu(h - s)| (x) ds \geq \int_0^t \frac{1}{\sqrt{2\pi s t - s}} \exp\{\frac{(t - s)^2}{2s}\} ds
\end{equation}
\begin{equation}
= \int_0^1 \frac{1}{\sqrt{2\pi u (1 - u)}} \exp\{\frac{\beta(1 - u)^2}{2u}\} du.
\end{equation}

Since the last integral in (24) does not tend to 0 as \( t \to 0^+ \), we get \( \mu \notin P_{1,1} \).
This completes the proof of Lemma 1.

3. A PROBABILISTIC CHARACTERIZATION OF CLASSES OF TIME-DEPENDENT MEASURES

Let us denote by \((\Omega, \Sigma, \{\mathcal{F}_t\}, \{\theta_t\}, P_\lambda)\) the Wiener space, where \( \mathcal{F}_t \) is the standard Brownian filtration, and \( \{\theta_t\} \) stands for the family of translations on \( \Omega \).

Theorem 2. Let \( \mu \in P_{n,\infty}^*, \) and assume that \( \mu(t) \geq 0 \) for all \( t \geq 0 \). Then there exists a unique (up to equivalence) family \( A_\mu(t, h) \), \( t, h \geq 0 \), of random variables on \( \Omega \) such that

1. For all \( t, h \geq 0 \) and \( x \in R^n \), the function \( A_\mu(t, h) \) is defined \( P_x \)-a.s.
2. For all \( h \geq 0 \) and \( x \in R^n \), \( A_\mu(0, h) = 0 \) \( P_x \)-a.s.
3. For all \( t, h \geq 0 \), \( A_\mu(t, h) \) is a function of \( B_u : 0 \leq u \leq t \).
4. For every \( h \geq 0 \) and \( x \in R^n \), the function \( t \to A_\mu(t, h) \) is non-decreasing and continuous \( P_x \)-a.s.
5. For all \( t, \tau, h \geq 0 \) and \( x \in R^n \), the following equality holds \( P_x \)-a.s:
   \( A_\mu(t + \tau, h) = A_\mu(t, h) + A_\mu(\tau, t + h) \circ \theta_t \).
6. For all \( t, h \geq 0 \) and \( x \in R^n \), \( S_\mu(t, h, x) = E_x A_\mu(t, h) \).

Proof of Theorem 2. Let \( V \) be a function on \( [0, \infty) \times R^n \) such that \( V \in P_{n,\infty}^* \). Here we do not assume that the function \( V \) is nonnegative. For every \( 0 \leq t \leq \infty \) and \( 0 \leq h < \infty \), put
\begin{equation}
\tilde{A}_V(t, h) = \int_0^t e^{-s} V(s + h, B_s) ds.
\end{equation}

Lemma 2. The following estimate holds for \( V \in P_{n,\infty}^* \):
\begin{equation}
\sup_{h \geq 0} \sup_{x \in R^n} E_x \tilde{A}_V(\infty, h)^2 \leq 2 \sup_{\lambda \geq 0} \sup_{x \in R^n} |\tilde{N}_V(\infty, \lambda, x)| \sup_{\lambda \geq 0} \sup_{x \in R^n} \tilde{N}_V(\infty, \lambda, x).
\end{equation}
Proof. Using the Markov property of the Brownian motion, we get

\[ E_x \tilde{A}_V(\infty, h)^2 \]
\[ = 2E_x \int_0^\infty e^{-s}V(s+h, B_s)ds \int_0^\infty e^{-u}V(u+h, B_u)du \]
\[ = 2E_x \int_0^\infty e^{-2s}V(s+h, B_s)ds \int_0^\infty e^{-\tau}V(s+h, B_{s+\tau})d\tau \]
\[ = 2E_x \int_0^\infty e^{-2s}ds \int_0^\infty e^{-\tau}E_x(V(s+h, B_s)V(s+h, B_{s+\tau})|F_s)d\tau \]
\[ = 2 \int_0^\infty e^{-2s}dsE_x(V(s+h, B_s)\int_0^\infty e^{-\tau}E_{B_s}V(s+h, B_{s+\tau})d\tau) \]
\[ = 2 \int_0^\infty e^{-2s}E_x(V(s+h, B_s)ds \int_0^\infty e^{-\tau}e^{\tau}\Delta V(s+h, B_s)d\tau) \]
\[ = 2 \int_0^\infty e^{-2s}ds\Delta V(s+h, x) \int_0^\infty e^{-\tau}e^{\tau}\Delta V(s+h, x)d\tau). \]

It follows from (25) that

\[ \sup_{x \in \mathbb{R}^n} E_x \tilde{A}_V(\infty, h)^2 \leq 2 \sup_{x \in \mathbb{R}^n} \int_0^\infty e^{-2s}ds\Delta V(s+h, x)d\tau). \]

(26)

Now it is easy to see that (26) implies the estimate in Lemma 2.

The proof of Lemma 2 is thus completed.

Using the properties of the conditional expectation and the Markov property, it is not difficult to prove that for all \( x \in \mathbb{R}^n \), \( h \geq 0 \), and \( t \geq 0 \), the following equality holds:

\[ E_x \tilde{A}_V(\infty, h)|F_t) = \tilde{A}_V(t, h) + e^{-t}\tilde{N}_V(\infty, t + h, B_t). \]

Lemma 3. We have

\[ \sup_{h \geq 0 x \in \mathbb{R}^n} \sup_{t \geq 0} E_x \tilde{A}_V(t, h)^2 \leq 18 \sup_{\lambda \geq 0 x \in \mathbb{R}^n} |\tilde{N}_V(\infty, \lambda, x)| \sup_{\lambda \geq 0 x \in \mathbb{R}^n} \tilde{N}_{V_l}(\infty, \lambda, x). \]

Proof. Put

\[ \mathcal{M}_V(t,h) = \tilde{A}_V(t, h) + e^{-t}\tilde{N}_V(\infty, t + h, B_t). \]

It follows from Theorem 1, Lemma 2, and the continuity property of the Brownian motion that for all \( h \geq 0 \), \( \mathcal{M}_V(t,h) \) is a continuous \( F_t \)-martingale. Then Doob’s inequality gives

\[ E_x \sup_{0 \leq t \leq T} \mathcal{M}_V(t,h)^2 \leq 4E_x \tilde{A}_V(T,h)^2 \leq 4E_x \tilde{A}_V(\infty,h)^2 \]
for all $T > 0$ and $h \geq 0$. Using Lemma 2, we get
\[
E_x \sup_{t \geq 0} \tilde{A}_V(t,h)^2 \leq 2E_x \sup_{t \geq 0} \mathcal{M}_V(t,h)^2 + 2E_x \sup_{t \geq 0} \tilde{N}_V(\infty, t+h, B_t)^2
\]
\[
\leq 8E_x \tilde{A}_V(\infty, h)^2 + 2 \sup_{t \geq 0} \sup_{z \in R^n} \tilde{N}_V(\infty, t+h, z)^2
\]
\[
\leq 16 \sup_{\lambda \geq 0} \sup_{x \in R^n} |\tilde{N}_V(\infty, \lambda, x)| \sup_{\lambda \geq 0} \sup_{x \in R^n} \tilde{N}|_V(\infty, \lambda, x)
\]
\[
+ 2 \sup_{\lambda \geq 0} \sup_{x \in R^n} \tilde{N}_V(\infty, \lambda, x)^2
\]
\[
\leq 18 \sup_{\lambda \geq 0} \sup_{x \in R^n} |\tilde{N}_V(\infty, \lambda, x)| \sup_{\lambda \geq 0} \sup_{x \in R^n} \tilde{N}|_V(\infty, \lambda, x).
\]

This completes the proof of Lemma 3.

Let us continue the proof of Theorem 2. Let $\mu \in \mathcal{P}_{n,\infty}^*$ be a nonnegative time-dependent measure. Put $g_k(h,x) = e^{\frac{t}{|h|}} \Delta(h)(x)$, where $k \geq 1$, $x \in R^n$, and $h \geq 0$. Then for $k \geq l$ we have
\[
\tilde{N}_{g_k}(\infty, \lambda) - \tilde{N}_{g_l}(\infty, \lambda) = e^{\frac{t}{|h|}} \tilde{N}_\mu(\infty, \lambda) - \tilde{N}_\mu(\infty, \lambda) - (e^{\frac{t}{|h|}} \tilde{N}_\mu(\infty, \lambda) - \tilde{N}_\mu(\infty, \lambda)).
\]

Using Theorem 1 and (14), we get
\[
\sup_{\lambda \geq 0} \sup_{x \in R^n} |\tilde{N}_{g_k}(\infty, \lambda, x) - \tilde{N}_{g_l}(\infty, \lambda, x)| \to 0
\]
(27) as $k, l \to \infty$. Since $\mu \in \mathcal{P}_{n,\infty}^*$, we obtain
\[
\sup_{\lambda \geq 0} \sup_{x \in R^n} \tilde{N}_{g_k}(\infty, \lambda, x) \leq 2 \sup_{\lambda \geq 0} \sup_{x \in R^n} \tilde{N}_{g_k}(\infty, \lambda, x)
\]
\[
\leq 2 \sup_{\lambda \geq 0} \sup_{x \in R^n} \tilde{N}_\mu(\infty, \lambda, x) < \infty.
\]
(28)

Now Lemma 3, (27), and (28) give
\[
\sup_{\lambda \geq 0} \sup_{x \in R^n} E_x \sup_{t \geq 0} (\tilde{A}_{g_k}(t,h) - \tilde{A}_{g_l}(t,h))^2 \to 0
\]
(29) as $k, l \to \infty$. It follows from (29) that there exists a random variable $\tilde{A}_\mu(t,h)$ on $\Omega$ such that
\[
\lim_{k \to \infty} \sup_{\lambda \geq 0} \sup_{x \in R^n} E_x \sup_{t \geq 0} |\tilde{A}_{g_k}(t,h) - \tilde{A}_\mu(t,h)|^2 = 0.
\]
(30)

Moreover, (30) implies that for every $h \geq 0$ and $x \in R^n$ there exists a subsequence $k_m$ such that for $v_m = g_{k_m}$, we have
\[
\lim_{m \to \infty} |\tilde{A}_{g_{k_m}}(t,h) - \tilde{A}_\mu(t,h)| = 0
\]
(31)

uniformly with respect to $t \geq 0$. It is clear that the functional $\tilde{A}$ satisfies conditions 1-3 in Theorem 2. It also satisfies
\[
\tilde{A}_\mu(t + \tau, h) = \tilde{A}_\mu(t, h) + e^{-t} \tilde{A}_\mu(\tau, t + h) \circ \theta_t.
\]
(32)

Equality (32) follows from the similar equality for $\tilde{A}_{g_k}$ and from (31).

Put
\[
A_\mu(t,h) = \int_0^t e^s d\tilde{A}_\mu(s,h).
\]
(33)
It is not difficult to prove that the functional \( A_\mu \) satisfies conditions 1-4 in Theorem 2. Using (32) and (33), we see that \( A_\mu \) also satisfies condition 5. Finally, the equality in condition 6 follows from

\[
E_x A_\mu(t, h) = \lim_{m \to \infty} E_x \int_0^t e^s dA_{v_m}(s, h) = \lim_{m \to \infty} E_x \int_0^t v_m(s + h, B_s) ds \\
= \lim_{m \to \infty} \int_0^t e^{\Delta} v_m(s + h)(x) dx = \int_0^t e^{\Delta} \mu(s + h)(x) ds.
\]

Our next goal is to prove the uniqueness of the functional \( A_\mu \) in Theorem 2. Suppose that there exist two functionals \( A^1(t, h) \) and \( A^2(t, h) \), satisfying all conditions in Theorem 2. Then we have

\[
E_x \left( \int_0^\infty e^{-s} dA^1(s, h) - \int_0^\infty e^{-s} dA^2(s, h) \right)^2 = 2 \sum_{i,j=1}^2 E_x \int_0^\infty e^{-s} dA^i(s, h) E_x \int_s^\infty e^{-u} dA^j(u, h). 
\]

Using the Markov property and reasoning as in the proof of Lemma 2, we get that for all \( i \) and \( j \) with \( 1 \leq i, j \leq 2 \),

\[
E_x \int_0^\infty e^{-s} dA^i(s, h) \int_s^\infty e^{-u} dA^j(u, h) \\
= E_x \int_0^\infty e^{-2s} dA^i(s, h) \int_s^\infty e^{-u} dA^j(u, s + h) \\
= E_x \int_0^\infty e^{-2s} dA^i(s, h) E_x \left( \int_s^\infty e^{-u} dA^j(u, s + h) \mid \mathcal{F}_s \right) \\
= E_x \int_0^\infty e^{-2s} dA^i(s, h) E_x \left( \int_0^{\infty} e^{-u} dA^j(u, s + h) \circ \theta_s \mid \mathcal{F}_s \right) \\
= E_x \int_0^\infty e^{-2s} dA^i(s, h) E_x \int_0^{\infty} e^{-u} dA^j(u, s + h) \circ \theta_s |_{z=B_s} \\
= E_x \int_0^\infty e^{-2s} dA^i(s, h) E_x \int_0^{\infty} e^{-u} dA^j(u, s + h; x + \omega(r) : s \leq r \leq u + s) |_{z=B_s} \\
= E_x \int_0^\infty e^{-2s} dA^i(s, h) E_x \int_0^{\infty} e^{-u} dA^j(u, s + h; z + \omega(\rho) : 0 \leq \rho \leq u) |_{z=B_s} \\
= E_x \int_0^{\infty} e^{-2s} \tilde{N}_\mu(\infty, h + s, B_s) dA^i(s, h).
\]

It follows from (34) and (35) that

\[
E_x \left( \int_0^\infty e^{-s} dA^1(s, h) - \int_0^\infty e^{-s} dA^2(s, h) \right)^2 = 0.
\]

Therefore,

\[
\int_0^\infty e^{-s} dA^1(s, h) = \int_0^\infty e^{-s} dA^2(s, h)
\]
a.s. Next, reasoning as in the proof of Lemma 2, we get that for $1 \leq i \leq 2$ and $t > 0$,

$$E_x \left( \int_0^\infty e^{-s}dA^i(t, h) | \mathcal{F}_t \right) = \int_0^t e^{-s}dA^i(t, h) + E_x \left( \int_t^\infty e^{-s}dA^i(t, h) | \mathcal{F}_t \right)$$

$$= \int_0^t e^{-s}dA^i(t, h) + e^{-t} \tilde{N}_\mu(\infty, t + h, B_t).$$

(37)

It follows from (36) and (37) that

$$\int_0^t e^{-s}dA^1(t, h) = \int_0^t e^{-s}dA^2(t, h).$$

Therefore, $A^1(t, h) = A^2(t, h)$ $P_x$-a.s. for all $x \in \mathbb{R}^n$.

This completes the proof of Theorem 2.

**Definition 4.** For any $\mu \in \mathcal{P}^\infty$, we put $A_\mu(t, h) = A_{\mu^+}(t, h) - A_{\mu^-}(t, h)$, where $\mu^+$ and $\mu^-$ stand for the positive and the negative part of $\mu$, respectively.

**Remark 4.** Let $\mu \in \mathcal{P}^\infty$. Then the functional $A_\mu(t, h)$ is defined for all $0 \leq t \leq T$ and $0 \leq h \leq T - t$ (see the proof of Theorem 2). It is easy to see, using Theorem 2, that

$$\lim_{t \to 0^+} \sup_{h: 0 \leq h \leq T - t} \sup_{x \in \mathbb{R}^n} E_x A_{\mu^+}(t, h) = 0.$$

**Lemma 4.** Let $\mu \in \mathcal{P}^\infty$. Then

$$\sup_{h: 0 \leq h \leq T - t} \sup_{x \in \mathbb{R}^n} |A_\mu(t, h)|^2 \leq c_T \sup_{\lambda: 0 \leq \lambda \leq T} \sup_{x \in \mathbb{R}^n} |N_\mu(\lambda, x)| \sup_{\lambda: 0 \leq \lambda \leq T} \sup_{x \in \mathbb{R}^n} N_{\mu^-}(\lambda, x),$$

where $c_T > 0$ is a constant depending only on $T$.

**Proof.** For every $k \geq 1$ denote $g_k(t) = e^{\frac{1}{\lambda} \Delta} \mu^+(t), \ q_k(t) = e^{\frac{1}{\lambda} \Delta} \mu^-(t)$. Applying Lemma 3 to $V = g_k - q_k$, we get

$$\sup_{x \in \mathbb{R}^n} E_x \sup_{t: 0 \leq t \leq T - h} (\tilde{A}_{g_k}(t, h) - \tilde{A}_{q_k}(t, h))^2 \leq 18 \sup_{\lambda: 0 \leq \lambda \leq T} \sup_{x \in \mathbb{R}^n} |N_{g_k}(\lambda, x) - N_{q_k}(\lambda, x)| \sup_{\lambda: 0 \leq \lambda \leq T} \sup_{x \in \mathbb{R}^n} N_{|g_k - q_k|}(\lambda, x)$$

for every $0 \leq h \leq T$. Now (30) and Theorem 1 give

$$\sup_{h: 0 \leq h \leq T} \sup_{x \in \mathbb{R}^n} |A_\mu(t, h)|^2 \leq 18 \sup_{\lambda: 0 \leq \lambda \leq T} \sup_{x \in \mathbb{R}^n} |N_\mu(\lambda, x)| \sup_{\lambda: 0 \leq \lambda \leq T} \sup_{x \in \mathbb{R}^n} N_{\mu^-}(\lambda, x).$$

(38)

It is clear that

$$A_\mu(t, h) = e^t \tilde{A}_\mu(t, h) - \int_0^t \tilde{A}_\mu(u, h)e^u du.$$

(39)
It follows from (39) that
\[
\begin{align*}
\sup_{h,0 \leq h \leq T} \sup_{x \in \mathbb{R}^n} E_x \sup_{0 \leq t \leq T-h} A_\mu(t,h)^2 \\
\leq \alpha_T \left( \sup_{0 \leq h \leq T} \sup_{x \in \mathbb{R}^n} \frac{\partial}{\partial t} \mu(t,h)^2 \\
+ \sup_{0 \leq h \leq T} \sup_{x \in \mathbb{R}^n} \int_0^t \frac{\partial}{\partial u} \mu(u,h)^2 du \right)
\end{align*}
(40)
\]
\[
\leq \beta_T \sup_{0 \leq h \leq T} \sup_{x \in \mathbb{R}^n} \frac{\partial}{\partial t} \mu(t,h)^2.
\]
Now using (38) and (40), we see that the estimate in Lemma 4 holds.

**Remark 5.** Using (30) and (40), we see that for \( \mu \in \mathcal{P}_n,T \),
\[
\lim_{k \to \infty} \sup_{h,0 \leq h \leq T} \sup_{x \in \mathbb{R}^n} |A_\mu(t,h) - \int_0^t e^{\frac{\mu_s}{\sqrt{s}}}(B_s ds)|^2 = 0.
\]

**Definition 5.** For \( \mu \in \mathcal{P}_n,T \), we define the functional \( C_\mu \) as follows: \( C_\mu(t,h) = A_\nu(t,T-h) \), where \( 0 \leq t \leq T, t \leq h \leq T \), and \( \nu \in \mathcal{P}_n,T \) is given by formula (4).

**Remark 6.** Let \( \mu \in \mathcal{P}_n,T \). Then it follows from Remark 4 that
\[
\lim_{t \to 0^+} \sup_{h,0 \leq h \leq T} \sup_{x \in \mathbb{R}^n} E_x C_\mu(t,h) = 0.
\]

It is not difficult to see that the functional \( C_\mu \) satisfies
\[
C_\mu(t+\tau,h) = C_\mu(t,h) + C_\mu(\tau,h-t) \circ \theta_t
\]
for all \( 0 \leq t \leq h \leq T \) and \( 0 \leq t + \tau \leq T \).

The next lemma follows from Lemma 4.

**Lemma 5.** Let \( \mu \in \mathcal{P}_n,T \). Then
\[
\sup_{h,0 \leq h \leq T} \sup_{x \in \mathbb{R}^n} E_x \sup_{0 \leq t \leq h} C_\mu(t,h)^2 \\
\leq c_T \sup_{\lambda,0 \leq \lambda \leq T} \sup_{x \in \mathbb{R}^n} |M_\mu(\lambda,x)| \sup_{\lambda,0 \leq \lambda \leq T} \sup_{x \in \mathbb{R}^n} M_\mu(\lambda,x),
\]
where \( c_T > 0 \) is a constant depending only on \( T \).

**Remark 7.** For \( \mu \in \mathcal{P}_n,T \), we have
\[
\lim_{k \to \infty} \sup_{h,0 \leq h \leq T} \sup_{x \in \mathbb{R}^n} |C_\mu(t,h) - \int_0^t e^{\frac{\mu_s}{\sqrt{s}}}(B_s ds)|^2 = 0.
\]

4. Existence of Feynman-Kac propagators and their properties

In this section, we study the behavior of Feynman-Kac propagators and backward propagators. For Banach spaces \( A \) and \( B \), we denote by \( L(A,B) \) the space of bounded linear operators from \( A \) into \( B \).

**Theorem 3.** (a) Let \( \mu \in \mathcal{P}_n,T \) and \( 1 < p \leq \infty \). Then the family \( U_\mu \) is a propagator for equation (1).

(b) There exists a time-dependent function \( V \in \mathcal{P}_n,T \) such that \( U_V(t,0) \notin L(L_1, L_1) \) for all \( 0 < t \leq T \).

Similarly, if \( \mu \in \mathcal{P}_n,T \) and \( 1 < p \leq \infty \), then the family \( Y_\mu \) is a backward propagator for equation (3).
Remark 8. It is clear from (2) and (5) that the operators $U_\mu(t, \tau)$ with $\mu \in \mathcal{P}_{n,T}$ and $Y_\mu(t, \tau)$ with $\mu \in \mathcal{P}_{n,T}^*$ are positivity preserving on $L^p$ for all $1 < p \leq \infty$. Moreover, if $\mu \in \mathcal{P}_{n,T}$, and if $f \in L^p$ is a nonnegative function such that $f(x) \neq 0$ on a set of positive measure, then $U_\mu(t, \tau)f(x) > 0$ for all $0 < t < \tau \leq T$ and $x \in \mathbb{R}^n$. Indeed, it follows from the definition of the class $\mathcal{P}_{n,T}$ that $U_\mu(t, \tau)f(x) = 0$ for some $x \in \mathbb{R}^n$, then $f(x + \omega(t - \tau)) = 0$ almost everywhere on the Wiener space. Hence, $e^{\frac{t - \tau}{\omega}}f(x) = E_x(f(B_{t-\tau})) = 0$, which is a contradiction. A similar result holds for $Y_\mu(t, \tau)$, where $\mu \in \mathcal{P}_{n,T}^*$, $0 < \tau < t \leq T$, and $f \in L^p$ with $1 < p \leq \infty$.

Theorem 4. Let $\mu \in \mathcal{P}_{n,T}$. Then $U_\mu(t, \tau) \in L(L^p, L^q)$ for all $1 < p \leq q \leq \infty$ and $0 \leq \tau < t \leq T$. Moreover,

$$||U_\mu(t, \tau)||_{L^p \rightarrow L^q} \leq Ae^{\omega(t-\tau)}(t - \tau)^{\frac{n}{2}(1 - \frac{1}{q})}.$$ 

In (42), the constant $A > 0$ is independent of $t, \tau$, and $\mu$, while the constant $\omega = \omega(\mu)$ depends on $\mu$.

Proof of Theorems 3(a) and 4. The proof of these theorems is similar to that of the corresponding results in the case of the heat equation with a time-dependent potential (see [Gu3]). We will need the following lemma, which is Khas’minski’s Lemma for time-dependent measures:

Lemma 6. Let $\mu \in \mathcal{P}_{n,T}$, and let $t$ be a number such that $0 < t < T$ and

$$\alpha = \sup_{\delta, 0 < \delta \leq t} \sup_{h, 0 < h \leq T} \sup_{x \in \mathbb{R}^n} E_x C_{\mu t}(\delta, h) < 1.$$ 

Then

$$\sup_{h, t \leq h < T} \sup_{x \in \mathbb{R}^n} E_x \exp[C_{\mu t}(t, h)] < \frac{1}{1 - \alpha}.$$ 

We refer the reader to [S] for the proof of Khas’minski’s Lemma for the Kato class potentials and to [Gu3] and [N] for the case of nonautonomous Kato classes of functions. The case of time-dependent measures was considered in [BM1], Lemma 2.6. Lemma 6 above can be obtained exactly as Lemma 5 in [Gu3]. It is also possible to use Lemma 5 in [Gu3] and Lemma 5 in the present paper to prove Lemma 6.

Remark 9. For $p = q = \infty$, the constant $\omega(\mu)$ in estimate (42) can be described as follows:

$$\omega(\mu) = c(\rho_\mu)^{-1},$$

where $c > 0$ is an absolute constant and

$$\rho_\mu = \sup\{\delta : \sup_{h, 0 \leq h \leq T} \sup_{x \in \mathbb{R}^n} E_x C_{\mu t}(\delta, h) < \frac{1}{2}\}.$$ 

This formula can be obtained exactly as estimate (46) in [Gu3]. Similar formula holds in the case $1 < p < \infty$ (see (50) in [Gu3]).

Let $\mu \in \mathcal{P}_{n,T}$. It follows from Lemma 6 that for $f \in L^\infty$ and every $x \in \mathbb{R}^n$, the expression $U_\mu(t, \tau)f(x)$ is finite, and we have

$$|U_\mu(t, \tau)f(x)| \leq c e^{\omega(t-\tau)}||f||_\infty.$$ 

Hence, $U_\mu(t, \tau) \in L(L^\infty, L^\infty)$. For $1 < p < \infty$, the boundedness of $U_\mu$ in $L^p$ with $1 < p < \infty$ can be obtained exactly as in the case of absolutely continuous measures (see [Gu3]). Similarly, we get the $(L^p - L^p)$-boundedness of $U_\mu(t, \tau)$ for
1 < p ≤ q ≤ ∞ and estimate (42) (see [Gu3]). The flow property in part 1 of
the definition of a propagator follows from the Markov property of the Brownian
motion and from (41). Part 2 easily follows from the definition of $U_\mu$.

In the next remark, we will discuss how to define the family $Y_\mu$ for $\mu \in \mathcal{P}_{n,T}$.
The family $U_\mu$ for $\mu \in \mathcal{P}_{n,T}$ can be defined similarly.

**Remark 10.** Let $V \in \mathcal{P}_{n,T}$ be a time-dependent function. Then for all $0 \leq \tau \leq t \leq T$, $x \in \mathbb{R}^n$, and $P_0$-almost all $\omega \in \Omega$ we have

$$C_V(t - \tau, t, x, \omega) = \int_0^{t-\tau} V(t - s, x + \omega(s))ds.$$ 

By the continuity of the Brownian motion, the function $(x, \omega) \rightarrow C_V(t - \tau, t, x, \omega)$
is measurable. Now let $\mu \in \mathcal{P}_{n,T}$. Then we can find a sequence $V_k \in \mathcal{P}_{n,T}$ such
that

$$C_\mu(t - \tau, t, x, \omega) = \lim_{k \to \infty} \int_0^{t-\tau} V_k(t - s, x + \omega(s))ds,$$

where the convergence is in the topology of the space $L_{loc}^1(\mathbb{R}^n) \times L^1(\Omega; P_0)$ (see
Lemma 5). It follows that the function $(x, \omega) \rightarrow C_\mu(t - \tau, t, x, \omega)$ is measurable.
Hence for $P_0$-almost all $\omega \in \Omega$, the function $x \rightarrow C_\mu(t - \tau, t, x - \omega(t - \tau), \omega)$
is Lebesgue measurable on $\mathbb{R}^n$. Moreover, we have

$$C_\mu(t - \tau, t, x - \omega(t - \tau), \omega) = \lim_{k \to \infty} \int_0^{t-\tau} V_k(t - s, x - \omega(t - \tau) + \omega(s))ds$$

$$= \lim_{k \to \infty} \int_0^{t-\tau} V_k(\tau + s, x - \omega(t - \tau) + \omega(t - \tau - s))ds.$$

Put

$$Y_\mu(t, \tau) = U_\mu^*(t, \tau).$$

The operators $Y_\mu(t, \tau)$ defined by (43) are bounded on $L^p$ with $1 \leq p < \infty$. For all
nonnegative functions $g \in L^p$ and $f \in L^p$, we have

$$\int_{\mathbb{R}^n} g(x)U_\mu(t, \tau)f(x)dx$$

$$= \int_{\Omega} dP_0(\omega) \int_{\mathbb{R}^n} g(x)dx f(x + \omega(t - \tau)) \exp\{-C(t - \tau, t, x, \omega)\}$$

$$= \int_{\Omega} dP_0(\omega) \int_{\mathbb{R}^n} f(x)dx g(x - \omega(t - \tau)) \exp\{-C(t - \tau, t, x - \omega(t - \tau), \omega)\}$$

$$= \int_{\Omega} dP_0(\omega) \int_{\mathbb{R}^n} f(x)dxg(x - \omega(t - \tau))$$

$$\times \exp\{-\lim_{k \to \infty} \int_0^{t-\tau} V_k(\tau + s, x - \omega(t - \tau) + \omega(t - \tau - s))ds\}. $$

By the time-reversibility property of the Brownian motion, $\delta(s) = \omega(t - \tau - s) - \omega(s)$,
$0 \leq s \leq t - \tau$, is a standard Brownian motion starting at 0. It follows from (44)
that

\[(45) \quad \int_{\Omega} d\mu_0(\delta) \int_{\mathbb{R}^n} f(x) dx \exp\left\{- \lim_{k \to \infty} \int_0^{t-\tau} V_k(\tau+s, x+\delta(s)) ds\right\} \]

\[= \int_{\mathbb{R}^n} f(x) dx \int_{\Omega} d\mu_0(\delta) \exp\left\{- \lim_{k \to \infty} \int_0^{t-\tau} V_k(\tau+s, x+\delta(s)) ds\right\}.\]

Put

\[A_\mu(t-\tau, \tau, x, \delta) = \lim_{k \to \infty} \int_0^{t-\tau} V_k(\tau+s, x+\delta(s)) ds.\]

Then \((x, \delta) \to A_\mu(t-\tau, \tau, x, \delta)\) is a measurable function, and it follows from (45) that

\[(46) \quad Y_\mu(t, \tau) g(x) = E_x g(B_{t-\tau}) \exp\{-A_\mu(t-\tau, \tau)\}\]

for all \(g \in L^p\). Note that formula (46) is consistent with formula (5), since for \(\mu \in \mathcal{P}_{n,T} \cap \mathcal{P}_{n,T}^*\), both formulas define the same family of operators.

Combining Theorem 3 and a similar result for the class \(\mathcal{P}_{n,T}^*\), we get the following theorem:

**Theorem 5.** Let \(\mu \in \mathcal{P}_{n,T} \cap \mathcal{P}_{n,T}^*\) and \(1 \leq p \leq \infty\). Then:

1. The family \(U_\mu\) is a propagator for equation (1).
2. The family \(Y_\mu\) is a backward propagator for equation (3).
3. The operators \(U_\mu(t, \tau)\) and \(Y_\mu(t, \tau)\) satisfy estimate (42) for all \(1 \leq p \leq q \leq \infty\).

Our next goal is to prove the joint continuity condition for \(U_\mu(t, \tau)\) (see part 3 of the definition of a propagator). The following lemma holds:

**Lemma 7.** Let \(\mu \in \mathcal{P}_{n,T}\) and \(1 \leq p \leq \infty\). Then

\[(47) \quad ||U_\mu(t, \tau) - e^{(t-\tau)\frac{1}{\Delta}}||_{p \to p} \to 0\]

as \(t - \tau \to 0\).

For a time-dependent function \(V \in \mathcal{P}_{n,T}\), Lemma 7 was obtained in [Gu3]. The proof of Lemma 7 in the case of time-dependent measures is similar.

**Remark 11.** It follows from (43) and (47) that for \(\mu \in \mathcal{P}_{n,T}\) and \(1 \leq p < \infty\),

\[||Y_\mu(t, \tau) - e^{(t-\tau)\frac{1}{\Delta}}||_{p \to p} \to 0\]

as \(t - \tau \to 0\).

Let \(1 < p < \infty\). Then reasoning as in the proof of the joint continuity of \(U_V\) in [Gu3], we can show the strong continuity from the right of the function \(t \to U_\mu(t, \tau)\) on the interval \([\tau, T]\) and the strong continuity of the function \(\tau \to U_\mu(t, \tau)\) on the interval \([\tau, T]\). Next we will prove that

\[(48) \quad \lim_{\lambda \to 0^+} ||U_\mu(t, \tau) f - U_\mu(t - \lambda, \tau + \lambda) f||_p = 0,\]
where $0 \leq \tau < t \leq T$. Indeed, let $\tau + \lambda \leq t - \lambda$, and choose $\rho$ such that $\rho \leq t - \lambda \leq t$.

Then we have

$$||U_\mu(t,\tau)f - U_\mu(t - \lambda,\tau + \lambda)f||_p \leq ||U_\mu(t,\tau)f - U_\mu(t,\tau + \lambda)f||_p$$

$$\quad + ||(U(t,\rho) - U(t - \lambda,\rho))U(\rho,\tau + \lambda)f||_p \leq ||U(t,\tau)f - U(t,\tau + \lambda)f||_p$$

$$\quad + ||(e^{-\frac{t - \rho}{\lambda}\Delta} - e^{-\frac{t - \lambda}{\lambda}\Delta})U_\mu(\rho,\tau + \lambda)f||_p + ||(U_\mu(t,\rho) - e^{\frac{t - \rho}{\lambda}\Delta})U_\mu(\rho,\tau + \lambda)f||_p$$

$$\quad + ||(U_\mu(t - \lambda,\rho) - e^{\frac{t - \lambda}{\lambda}\Delta})U_\mu(\rho,\tau + \lambda)f||_p \leq ||U_\mu(t,\tau)f - U_\mu(t,\tau + \lambda)f||_p$$

$$\quad + M||U_\mu(t,\rho) - e^{\frac{t - \rho}{\lambda}\Delta}||_{p-\rho} + M||U_\mu(t - \lambda,\rho) - e^{\frac{t - \lambda}{\lambda}\Delta}||_{p-\rho}$$

$$\quad + M||e^{\frac{t}{\lambda}\Delta} - I||U_\mu(\rho,\tau + \lambda)f||_p = I_1 + I_2 + I_3 + I_4.$$  

For a given $\epsilon > 0$, fix $\rho$ so close to $t$ that $I_2 + I_3 \leq \frac{\epsilon}{5}$. This can be done using (47). Then the continuity of the function $\tau \to U(t,\tau)f$ implies that there exists $\delta > 0$ such that if $0 \leq \lambda \leq \delta$, then $I_1 \leq \frac{\epsilon}{5}$. Moreover, since the set $\{U_\mu(\rho,\tau + \lambda)f : 0 \leq \lambda \leq \tau - \rho\}$, is compact in $L^p$ and the semigroup $e^{\frac{t}{\lambda}\Delta}$ is strongly continuous in $L^p$, we get $I_2 \leq \frac{\epsilon}{5}$ for $0 \leq \lambda \leq \delta_1$. This proves equality (48) for $1 < p < \infty$. It is not difficult to see that the remaining cases in the proof of the joint continuity of the function $(t,\tau) \to U_\mu(t,\tau)f$ are similar. The proof in the case $p = \infty$ is also similar.

**Remark 12.** Let $\mu \in \mathcal{P}_{n,T}$. Then it follows from (43) that for $1 \leq p < \infty$, we have

$$Y_\mu \in L^p(L^p, L^p).$$

Moreover, $Y_\mu(t,\tau) = Y_\mu(\lambda,\tau)Y_\mu(t,\lambda)$ for $0 \leq \tau \leq \lambda \leq t \leq T$, and $Y_\mu(t, t) = I$ for $0 \leq t \leq T$. The family $Y_\mu$ is jointly strongly continuous in $L^p$. The proof of this fact is similar to that of the joint continuity of $U_\mu$.

It remains to prove that condition 4 in the definition of a propagator holds for $U_\mu$. The proof will be given at the end of the present section. First we are going to study the behavior of Feynman-Kac propagators in various spaces of continuous functions.

The next lemma contains a useful estimate for the difference of two Feynman-Kac propagators.

**Lemma 8.** Let $\mu_1, \mu_2 \in \mathcal{P}_{n,T}$. Then for every $f \in L^\infty$ and $0 \leq \tau < t \leq T$ we have

$$\sup_{x \in \mathbb{R}^n} |U_{\mu_1}(t,\tau)f(x) - U_{\mu_2}(t,\tau)f(x)| \leq \beta \exp\{\zeta(t - \tau)\}$$

$$\times \left\{ \sup_{x \in \mathbb{R}^n} \sup_{\lambda, 0 \leq \lambda \leq T} |M_{\mu_1 - \mu_2}(\lambda, x)| \right\} \sup_{x \in \mathbb{R}^n} \sup_{\lambda, 0 \leq \lambda \leq T} M_{|\mu_1 - \mu_2|}(\lambda, x)^\frac{1}{p} ||f||_\infty,$$

where $\beta > 0$ is an absolute constant, and the constant $\zeta$ depends only on $\mu_1$ and $\mu_2$.

**Remark 13.** The constant $\zeta$ in Lemma 8 is given by $\zeta = c_1 \omega(c_2(|\mu_1| + |\mu_2|))$, where $c_1 > 0$ and $c_2 > 0$ are absolute constants, and $\omega$ is the constant, defined in Remark 9 and corresponding to the family of measures $c_2(|\mu_1| + |\mu_2|)$.
Proof of Lemma 8. Using Hölder’s inequality, estimate (42), and inequality \( e^y - 1 \leq ye^y, y \geq 0 \), we get

\[
|U_{\mu_1}(t, \tau)f(x) - U_{\mu_2}(t, \tau)f(x)| \\
\leq E_x|\exp\{-C_{\mu_1}(t - \tau, t)\} - \exp\{-C_{\mu_2}(t - \tau, t)\}||f||_\infty \\
\leq \{E_x\exp\{-2C_{\mu_1}(t - \tau, t)\}\}^{\frac{1}{2}}\{E_x\exp\{2C_{\mu_1}\} - 1\}^{\frac{1}{2}}||f||_\infty \\
\leq \alpha_1\exp\{2(t - \tau)\omega(2|\mu_1|)\}\{E_x\exp\{4C_{\mu_1}\} - 1\}^{\frac{1}{2}}||f||_\infty \\
\leq \alpha_1\exp\{c_1(t - \tau)\omega(2|\mu_1|)\}\{E_x\exp\{4C_{\mu_1}\} - 1\}^{\frac{1}{2}}||f||_\infty
\]

for every \( x \in \mathbb{R}^n \). Now Lemma 8 follows from (49) and Lemma 5.

Theorem 6. Let \( \mu \in \mathcal{P}_{n,T} \) and \( 1 < p \leq \infty \). Then \( U_{\mu}(t, \tau) \in L(L^p, BC) \) for all \( 0 \leq \tau < t \leq T \).

The next assertion follows from Theorem 6, a similar theorem for \( Y_{\mu} \) with \( \mu \in \mathcal{P}_{n,T}^* \), and from the joint continuity properties of \( U_{\mu} \) and \( Y_{\mu} \).

Corollary 1. (a) Let \( \mu \in \mathcal{P}_{n,T} \). Then for every \( f \in L^p \) with \( 1 < p \leq \infty \) and \( \tau \in [0, T) \), the function \( (t, x) \to U_{\mu}(t, \tau)f(x) \) is continuous on \( (\tau, T) \times \mathbb{R}^n \).

(b) Let \( \mu \in \mathcal{P}_{n,T}^* \). Then for every \( f \in L^p \) with \( 1 < p \leq \infty \) and \( 0 < t \leq T \), the function \( (\tau, x) \to Y_{\mu}(t, \tau)f(x) \) is continuous on \( (0, t) \times \mathbb{R}^n \).

Theorem 7. Let \( \mu \in \mathcal{P}_{n,T} \). Then \( U_{\mu}(t, \tau) \in L(BUC, BUC) \) and \( U_{\mu}(t, \tau) \in L(C_\infty, C_\infty) \) for all \( 0 \leq \tau \leq t \leq T \).

Remark 14. The property \( U_{\mu}(t, \tau) \in L(C_\infty, C_\infty) \) in Theorem 7 is called the Feller property of the Feynman-Kac propagator \( U_{\mu} \). We refer the reader to [DvC] for various results concerning the Feller property for semigroups.

Proof of Theorem 6. Let \( \mu \in \mathcal{P}_{n,T} \). With no loss of generality we may assume \( p = \infty \), since \( U_{\mu}(t, \tau) \in L(L^p, L^\infty) \), and \( U_{\mu} \) satisfies property 1 in the definition of an evolution family. For every \( h \in \mathbb{R}^n \) and \( f \in L^\infty \), denote by \( f_h \) the function given by \( f_h(x) = f(x + h) \), and for a Borel measure \( \mu \) denote by \( \mu_h \) the measure defined by \( \mu_h(E) = \mu(E + h) \) for all \( E \in \mathcal{B}(\mathbb{R}^n) \). Since \( U_{\mu}(t, \tau)f(x + z) = U_{\mu_1}(t, \tau)f(z)(x) \) for all \( x, z \in \mathbb{R}^n \), we have

\[
|U_{\mu_1}(t, \tau)f(x + z) - U_{\mu_2}(t, \tau)f(x)| = |U_{\mu_1}(t, \tau)f_z(x) - U_{\mu_2}(t, \tau)f_z(x)| \\
+ |U_{\mu_2}(t, \tau)(f_z - f)(x)| = I_1 + I_2.
\]

(50)

It follows from Lemma 8 that

\[
\sup_{x \in \mathbb{R}^n} I_1 \leq c||f||_\infty \sup_{\lambda_0 \leq \lambda \leq T} \sup_{x \in \mathbb{R}^n} |M_{\mu - \mu_1}(\lambda, x)|^{\frac{1}{2}} \\
\leq c||f||_\infty \left\{ \sup_{\lambda_0 \leq \lambda \leq T} \sup_{x \in \mathbb{R}^n} |M_{\mu_1^+}(\lambda, x) - M_{\mu_1^+}(\lambda, x + z)|^{\frac{1}{2}} \\
+ \sup_{\lambda_0 \leq \lambda \leq T} \sup_{x \in \mathbb{R}^n} |M_{\mu_1^-}(\lambda, x) - M_{\mu_1^-}(\lambda, x + z)|^{\frac{1}{2}} \right\}.
\]
Applying Theorem 1 and taking into account that $\mu^+, \mu^- \in P_{n,T}$, we get

\begin{equation}
\lim_{z \to 0} \sup_{x \in \mathbb{R}^n} I_1 = 0. \tag{51}
\end{equation}

Denote by $\chi_r$ the characteristic function of the ball of radius $r$ centered at the origin. Then

\begin{equation}
I_2 \leq |U_{\mu}(t, \tau)(f - f)(\chi_r(x))| + |U_{\mu}(t, \tau)(f - f)(1 - \chi_r)(x)| = J_1 + J_2. \tag{52}
\end{equation}

We have

\[
\sup_{x \in \mathbb{R}^n} J_1 \leq c\|(f - f)\chi_r\|_{\infty} \leq c_r\|(f - f)\chi_r\|_2.
\]

Hence, for every fixed $r$ we have

\begin{equation}
\lim_{z \to 0} \sup_{x \in \mathbb{R}^n} J_1 = 0. \tag{53}
\end{equation}

It follows from the definition of $U_{\mu}$ that

\[
\sup_{z:|z| \leq 1} J_2 \leq 2 \sup_{z:|z| \leq 1} E_x f_z(B_{1-r})(1 - \chi_r)(B_{1-r}) \exp\{-C_{\mu}(t - \tau, t)\}
\leq 2\|f\|_{\infty} E_x (1 - \chi_r)(B_{1-r}) \exp\{C_{\mu}(t - \tau, t)\}
\]

for all $x \in \mathbb{R}^n$. Using the dominated convergence theorem we obtain

\begin{equation}
\lim_{r \to \infty} \sup_{z:|z| \leq 1} J_2 = 0. \tag{54}
\end{equation}

Indeed, the pointwise convergence follows from the following fact:

\[
\lim_{r \to \infty} (1 - \chi_r)(x + \omega(t - \tau)) = 0
\]

for all $x \in \mathbb{R}^n$, $0 \leq \tau < t \leq T$, and almost all $\omega$. Moreover, by Lemma 6, we have the following estimate:

\[
\sup_{x \in \mathbb{R}^n} E_x \exp\{C_{\mu}(t - \tau, t)\} < \infty.
\]

Using (52), (53), and (54), we see that

\begin{equation}
\lim_{z \to 0} I_2 = 0. \tag{55}
\end{equation}

Now it is clear that Theorem 6 follows from (50), (51), and (55).

**Proof of Theorem 7.** Let $f \in BUC$. Then using the same notation as in (50), we see that (51) holds. Moreover

\[
\sup_{x \in \mathbb{R}^n} I_2 \leq c\|f_z - f\|_{\infty},
\]

and therefore,

\begin{equation}
\lim_{z \to 0} \sup_{x \in \mathbb{R}^n} I_2 = 0. \tag{56}
\end{equation}

Now (50), (51), and (56) imply Theorem 7 for the space $BUC$.

Next let $f \in C_{x}$. Then it follows from Theorem 6 that the function $U_{\mu}(t, \tau)$ is continuous. Moreover, \begin{equation}
\sup_{x \in \mathbb{R}^n} |U_{\mu}(t, \tau)f(1 - \chi_r)(x)| \leq c\|f(1 - \chi_r)\|_{\infty} \to 0 \tag{57}
\end{equation}

Now, Lemma 6 implies that

\[
\sup_{x \in \mathbb{R}^n} |U_{\mu}(t, \tau)f(1 - \chi_r)(x)| \leq c\|f(1 - \chi_r)\|_{\infty} \to 0
\]
as \( r \to \infty \). Therefore, for every \( x \in \mathbb{R}^n \) and for a fixed \( r > 0 \) we have
\[
|U_\mu(t, \tau)f(x_r(x))| \leq cE_x\chi_r(B_{t-\tau}) \exp\{C_{\mu}|t - \tau, t}\}||f||_\infty
\leq c\{E_x\chi_r(B_{t-\tau})\}^{1/2} \exp\{2C_{\mu}|t - \tau, t\}^{1/2} ||f||_\infty
\leq c\{E_x\chi_r(B_{t-\tau})\}^{1/2} ||f||_\infty \leq ce^{\frac{\phi(x_r(x))}{2}} \chi_r(x)|f||_\infty.
\]
It follows from (58) that
\[
\lim_{x \to \infty} |U_\mu(t, \tau)f(x_r(x))| = 0.
\]
Next using (57) and (59), we see that Theorem 7 holds for the space \( C_\infty \).

This completes the proof of Theorem 7.

Let us return to the proof of Theorem 3. We will show that condition 4 in the definition of a propagator holds for \( U_\mu \) in the case \( p = \infty \). The case \( 1 < p < \infty \) is similar. Put \( g_k(h) = e^{\frac{\phi}{2} \Delta} \mu(h) \). Since \( \mu \in \mathcal{P}_{n,T} \), we have \( g_k \in \mathcal{P}_{n,T} \) for all \( k \geq 1 \). Moreover,
\[
\sup_k \omega(g_k) < \infty.
\]
It follows from Theorem 1 in [Gu2] that \( U_{g_k} \) satisfies
\[
- \int \int_{\mathbb{R}^n} U_{g_k}(t, \tau)f(x) \frac{\partial \phi}{\partial t}(t, x)dxdt = \frac{1}{2} \int \int_{\mathbb{R}^n} U_{g_k}(t, \tau)f(x)\Delta \phi(t, x)dxdt
- \int \int_{\mathbb{R}^n} g_k(t, x)U_{g_k}(t, \tau)f(x)\phi(t, x)dxdt
\]
for all \( \phi \in C_0^\infty((\tau, T) \times \mathbb{R}^n) \) and \( 1 < p \leq \infty \). Using (60), Lemma 8, and theorems 1 and 6 we obtain that for all \( 0 \leq \tau \leq t \leq T \),
\[
\lim_{k \to \infty} U_{g_k}(t, \tau)f = U_\mu(t, \tau)f
\]
in the space \( BC(\mathbb{R}^n) \). We will also need the following inequality:
\[
\sup_{x \in \mathbb{R}^n} \int_0^{T-\epsilon} |\mu(t)|(B(x, r))dt < \infty
\]
for every \( r > 0, \epsilon \) such that \( 0 < \epsilon < T \), and \( \mu \in \mathcal{P}_{n,T} \). Inequality (63) was obtained in [Gu1], Lemma 4, in the case of absolutely continuous measures. The general case is similar. Using (60), (62), (63), the continuity of the functions \( U_{g_k}(t, \tau)f \) and \( U_\mu(t, \tau) \), and the dominated convergence theorem, we see from (61), that condition 4 holds.

This completes the proof of theorem 3(a).

Proof of Theorem 3(b). We restrict ourselves to the case \( n = 3, T = 1 \). Let us consider the following time-dependent function:
\[
V(t, x) = - \frac{1}{\sqrt{T \ln \frac{1}{T}|x|}},
\]
where \( (t, x) \in [0, 1] \times \mathbb{R}^3 \). It was shown in [Gu3] that \( V \in \mathcal{P}_{3,1} \). Now suppose \( U_V(t, 0) \in L(L^1, L^1) \) for some \( t > 0 \). It follows from Remark 10 that \( Y_V(t, 0) = U_V^*(t, 0) \in L(L^\infty, L^\infty) \). Hence, the function
\[
x \to E_x \exp\{\int_0^t \frac{du}{\sqrt{u \ln \frac{e}{u} |B_u|}}\}
\]
Let \( 0 < t < T \) belongs to the space \( L^\infty \). This implies \( \phi \in L^\infty \), where

\[
\phi(x) = E_x \int_0^t \frac{du}{\sqrt{u \ln \frac{x}{u}}} = \int_0^t \frac{du}{\sqrt{u \ln \frac{x}{u}}} \frac{1}{(2\pi u)^{3/2}} \int_{R^n} \frac{1}{|y|} e^{-\frac{|y|^2}{2u}} dy.
\]

Using Fatou’s Lemma, we get \( \phi(0) < \infty \). On the other hand,

\[
\phi(0) = c \int_0^t \frac{du}{u \ln \frac{x}{u}} = \infty.
\]

This contradiction shows that \( U_V \notin L(L^1, L^1) \).

This completes the proof of Theorem 3(b) for \( n = 3 \) and \( T = 1 \). The rest of the cases is similar.

5. Uniqueness of Exponentially Bounded Solutions

Our first result in this section is a uniqueness theorem for an exponentially bounded distributional solution to equation (1).

**Theorem 8.** Let \( \mu \in P_{n,T}, 0 \leq \tau < T \), and let \( f \) be a Lebesgue measurable function on \( R^n \). Suppose \( u_1 \) and \( u_2 \) are measurable functions on \( [\tau, T] \times R^n \) such that for \( i = 1, 2 \) the following conditions hold:

1. \( |u_i(t,x)| \leq M \exp(a |x|) \) for all \( (t, x) \in [\tau, T] \times R^n \), where \( M > 0 \) and \( a > 0 \) are absolute constants.

2. The function \( t \to u_i(t, \cdot) \) is a solution to equation (1) in the \( D'((\tau, T) \times R^n) \)-sense.

3. The function \( t \to u_i(t, \cdot) \) is continuous in measure on the interval \( [\tau, T] \).

4. \( u_i(0, x) = f \) a.e. on \( R^n \).

Then for every \( t \) with \( \tau \leq t \leq T \) we have \( u_1(t) = u_2(t) \) a.e. on \( R^n \).

**Proof.** With no loss of generality we may assume that \( \tau = 0 \), \( f = 0 \), \( u_1 = u \), and \( u_2 = 0 \). We will prove Theorem 8 for \( M = a = 1 \). The general case is similar. Suppose that

\[(64) \quad \sup_{0 \leq t \leq T} \sup_{x \in R^n} |u(t,x)| e^{-|x|} < \infty.\]

Let \( 0 < t < T \), \( \gamma \in C_0^\infty (0, t) \), \( \phi \in C_0^\infty (R^n) \), and fix an infinitely differentiable function \( \Lambda \) on \( R^n \) for which \( c_1 e^{-|x|} \leq \Lambda (x) \leq c_2 e^{-|x|} \), \( \Delta \Lambda (x) \leq c_3 e^{-|x|} \), and \( |\nabla \Lambda (x)| \leq c_4 e^{-|x|} \). Put \( g(s, x) = \gamma(s) \Lambda (x) e^{-\frac{c_2}{4} \phi (x)} \), where \( (s, x) \in [0, t] \times R^n \), and fix a nonnegative even function \( \psi \in C_0^\infty (R^1) \) such that \( \psi \) is nonincreasing on \([0, \infty), \) and \( \psi(t) = 1 \) for all \( t \in R^1 \) with \( |t| \leq 1 \). Then \( \psi_k g \in C_0^\infty ((0, t) \times R^n) \), where we put \( \psi_k (x) = \psi(k^{-1} |x|) \) for all \( k \geq 1 \) and \( x \in R^n \). It follows from the definition of a distributional solution that

\[
- \int_0^t \int_{R^n} u(s) \frac{\partial (\psi_k g)}{\partial s} dx ds = \frac{1}{2} \int_0^t \int_{R^n} u(s) \Delta (\psi_k g) dx ds - \int_0^t \int_{R^n} u(s) \psi_k g (s) d\mu (s) ds.
\]

Using the dominated convergence theorem in the previous equality, we get

\[(65) \quad - \int_0^t \int_{R^n} u(s) \frac{\partial g}{\partial s} dx ds = \frac{1}{2} \int_0^t \int_{R^n} u(s) \Delta g (s) dx ds - \int_0^t \int_{R^n} u(s) g (s) d\mu (s) ds.\]
In the proof of equality (65) we used the following estimate:

\[(66) \int_0^t \int_{\mathbb{R}^n} |u(s)| \Lambda e^{\frac{t-s}{\varepsilon} \Delta} |\phi| d\mu(s) ds \leq c \int_0^t \int_{\mathbb{R}^n} e^{\frac{t-s}{\varepsilon} \Delta} |\mu(s)| dx ds < \infty.\]

Estimate (66) holds, since \(\mu \in \mathcal{P}_{n,T}\). It follows from (65) that

\[\int_0^t \gamma'(s) ds \int_{\mathbb{R}^n} u(s) \Lambda e^{\frac{t-s}{\varepsilon} \Delta} \phi dx = \int_0^t \gamma(s) ds \int_{\mathbb{R}^n} u(s) \Lambda e^{\frac{t-s}{\varepsilon} \Delta} \phi d\mu(s) \]

\[- \frac{1}{2} \int_0^t \gamma(s) ds \int_{\mathbb{R}^n} u(s) (\Delta \Lambda) e^{\frac{t-s}{\varepsilon} \Delta} \phi dx - \int_0^t \gamma(s) ds \int_{\mathbb{R}^n} u(s) (\nabla \Lambda \cdot \nabla e^{\frac{t-s}{\varepsilon} \Delta} \phi) dx.\]

Let us denote

\[\eta(s) = \int_{\mathbb{R}^n} u(s) \Lambda e^{\frac{t-s}{\varepsilon} \Delta} \phi dx\]

and

\[\zeta(s) = \int_{\mathbb{R}^n} u(s) \Lambda e^{\frac{t-s}{\varepsilon} \Delta} \phi d\mu(s) - \frac{1}{2} \int_{\mathbb{R}^n} u(s) (\Delta \Lambda) e^{\frac{t-s}{\varepsilon} \Delta} \phi dx\]

\[- \int_{\mathbb{R}^n} u(s) (\nabla \Lambda \cdot \nabla e^{\frac{t-s}{\varepsilon} \Delta} \phi) dx.\]

Then we have \(\zeta \in L^1([0,t]).\) Hence, \(\eta \in W^1_1(0,t),\) and \(\frac{\partial}{\partial s} \eta(s) = \zeta(s)\) almost everywhere on \((0,t).\) Therefore, there exists a decreasing sequence \(\epsilon_k \rightarrow 0\) such that

\[\int_{\mathbb{R}^n} u(t-\epsilon_k, x) \Lambda(x) e^{\frac{t-k}{\varepsilon} \Delta} \phi(x) dx - \int_{\mathbb{R}^n} u(\epsilon_k, x) \Lambda(x) e^{\frac{t-\epsilon_k}{\varepsilon} \Delta} \phi(x) dx\]

\[= \int_{\mathbb{R}^n} \phi(x) dx \left( \int_{\epsilon_k}^{t-\epsilon_k} \left[ e^{\frac{s-\epsilon_k}{\varepsilon} \Delta} (u(s) \Lambda \mu(s))(x) - \frac{1}{2} e^{\frac{s-\epsilon_k}{\varepsilon} \Delta} (u(s) \Delta \Lambda)(x) \right] ds \right.\]

\[+ \sum_{i=1}^n \frac{\partial}{\partial x_i} e^{\frac{s-\epsilon_k}{\varepsilon} \Delta} (u(s) \frac{\partial}{\partial x_i} \Lambda)(x) \right] ds.\]

Using the dominated convergence theorem, the assumptions in Theorem 8, and the properties of the heat semigroup, we see that the equality

\[u(t,x) \Lambda(x) = \int_0^t \left[ e^{\frac{t-s}{\varepsilon} \Delta} (u(s) \Lambda \mu(s))(x) - \frac{1}{2} e^{\frac{t-s}{\varepsilon} \Delta} (u(s) \Delta \Lambda)(x) \right) ds + \sum_{i=1}^n \frac{\partial}{\partial x_i} e^{\frac{t-s}{\varepsilon} \Delta} (u(s) \frac{\partial}{\partial x_i} \Lambda)(x) \right] ds\]

holds in the space \(D'((0,t) \times \mathbb{R}^n).\) It follows from the properties of the function \(\Lambda\) and from the condition \(\mu \in \mathcal{P}_{n,T}\) that the function on the right-hand side of (67) belongs to the space \(L^\infty((0,T) \times \mathbb{R}^n).\) Hence, equality (67) holds in the space \(L^\infty((0,t) \times \mathbb{R}^n).\) Now (67) implies that for every \(t\) with \(0 < t < T\) we have

\[\sup_{s:0 \leq s \leq t} \sup_{x \in \mathbb{R}^n} \{|u(s,x)| e^{-|x|}\} \]

\[\leq c \sup_{s:0 \leq s \leq t} \sup_{x \in \mathbb{R}^n} \{|u(s,x)| e^{-|x|}\} \left( \sup_{x} \int_0^t e^{\frac{t-s}{\varepsilon} \Delta} |\mu(s)|(x) ds + t + \sqrt{t} \right),\]

where \(c > 0\) is independent of \(t.\) Since \(\mu \in \mathcal{P}_{n,T},\) we get \(u(s,\cdot) = 0\) a.e. on \(\mathbb{R}^n\) for all \(s\) with \(0 \leq s \leq t_0.\) Using the same reasoning, we can extend the previous local result to the global equality \(u(s) = 0\) a.e. for all \(0 \leq s \leq T.\)

This completes the proof of Theorem 8.
Remark 15. We can replace the convergence in measure in condition 3 in Theorem 8 by the convergence almost everywhere. We can also use the following condition instead of condition 3: For every \( t \in [\tau, T] \), the function \( u_i(t, \cdot) \) belongs to the space \( S'(R^n) \) of tempered distributions on \( R^n \), and the mapping \( t \to u_i(t) \) is continuous in the topology \( \sigma(S', S) \). Indeed, we needed condition 3 only in the proof of equality (67). It is easy to see that (67) can also be obtained using the \( S' \)-condition formulated in this remark.

**Theorem 9.** Let \( \mu \in \mathcal{P}_{n,T} \), \( f \in L^p \) with \( 1 < p \leq \infty \), and \( 0 \leq \tau < T \). Let \( u \) be a measurable function on \( [\tau, T] \times R^n \), satisfying the following conditions:

1. For every \( \epsilon \) with \( 0 < \epsilon < T - \tau \), we have \( |u(t, x)| \leq M_\epsilon \exp\{a_\epsilon |x|\} \), where \( (t, x) \in [\tau + \epsilon, T] \times R^n \), and \( M_\epsilon \) and \( a_\epsilon \) are positive constants depending on \( \epsilon \).
2. The function \( t \to u(t, \cdot) \) is a solution to equation (1) in the \( D'((\tau, T) \times R^n) \)-sense.
3. The function \( t \to u(t, \cdot) \) is weakly continuous in \( L^p \) on the interval \( [\tau, T] \) (weak* continuous if \( p = \infty \)).
4. \( u(0, x) = f \) a.e. on \( R^n \).

Then for every \( t \) with \( \tau \leq t \leq T \), we have \( u(t) = U_\mu(t, \tau) f \) a.e. on \( R^n \).

**Remark 16.** If \( \mu \in \mathcal{P}_{n,T} \cap \mathcal{P}_n \), then Theorem 9 holds for \( p = 1 \). A similar theorem also holds for the backward heat equation and the backward propagator \( Y_\mu \).

**Proof of Theorem 9.** With no loss of generality we may assume \( \tau = 0 \). Let \( \epsilon > 0 \) and denote \( \eta_\epsilon(t) = \mu(t + \epsilon) \) and \( g_\epsilon(t) = u(t + \epsilon) \) for all \( 0 \leq t \leq T - \epsilon \). Then

\[
\begin{align*}
\frac{\partial g_\epsilon}{\partial t} &= \frac{1}{2} \Delta g_\epsilon - \eta_\epsilon(t) g_\epsilon, \\
g_\epsilon(0) &= u(\epsilon)
\end{align*}
\]

in the \( D'((0, T - \epsilon) \times R^n) \)-sense. Moreover, we have

\[
\sup_{t \in [0, T - \epsilon]} \sup_{x \in R^n} |g_\epsilon(t, x)| \exp\{-a_\epsilon |x|\} < \infty.
\]

Using Remark 15 and applying Theorem 8 to \( g_\epsilon(t) \) and \( U_{\eta_\epsilon}(t, 0) u_\epsilon \), we get

\[
u(\epsilon + t) = U_{\eta_\epsilon}(t, 0) u(\epsilon)(x) = U_{\eta_\epsilon}(t, 0)(u(\epsilon) - f)(x) + E_x f(B_t) \exp\{-C_\mu(t, t + \epsilon)\} = I_1 + I_2.
\]

Now using (43), we see that for every \( g \in L^{p'} \),

\[
\int_{R^n} g(x) U_{\eta_\epsilon}(t, 0)(u(\epsilon) - f)(x) dx = \int_{R^n} (u(\epsilon) - f) Y_{\eta_\epsilon}(t, 0) g dx.
\]

Since \( Y_{\eta_\epsilon}(t, 0) = Y_\mu(t + \epsilon, \epsilon) \), and the family \( Y_\mu(t, \tau) \) is continuous in \( L^{p'} \) for \( 0 \leq \tau \leq t \leq T \) (see Remark 12), the set \( \{Y_{\eta_\epsilon}(t, 0) g\}, 0 \leq \epsilon \leq T - t \), is compact in \( L^{p'} \).

It follows from conditions 2 and 3 in Theorem 9 and from (69) that

\[
\lim_{\epsilon \to 0} I_1 = 0
\]

in the weak topology of \( L^p \). Now (68), (70) and the conditions in Theorem 9 give

\[
u(t) = \lim_{\epsilon \to 0+} E_x f(B_t) \exp\{-C_\mu(t, t + \epsilon)\}
\]
in the weak topology of $L^p$. Hence, the function $u(t)$ can be uniquely reconstructed from the initial condition. Since the function $U_\mu(t,0)f(x)$ satisfies all conditions in Theorem 9 (see theorems 3 and 4), we get $u(t) = U_\mu(t,0)$ a.e.

This completes the proof of Theorem 9.

Theorem 9 also holds for the space $BUC$ instead of the space $L^p$. Here we assume that $f \in BUC$, $u(t) \in BUC$ for $\tau \leq t \leq T$, and that the function $t \to u(t)$ in condition 3 is weak* continuous in $L^\infty$. Similar uniqueness theorem holds for the space $C_\infty$.
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