THE LIMITING ABSORPTION PRINCIPLE FOR THE TWO-DIMENSIONAL INHOMOGENEOUS ANISOTROPIC ELASTICITY SYSTEM
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ABSTRACT. In this work we establish the limiting absorption principle for the two-dimensional steady-state elasticity system in an inhomogeneous anisotropic medium. We then use the limiting absorption principle to prove the existence of a radiation solution to the exterior Dirichlet or Neumann boundary value problems for such a system. In order to define the radiation solution, we need to impose certain appropriate radiation conditions at infinity. It should be remarked that even though in this paper we assume that the medium is homogeneous outside of a large domain, it still preserves anisotropy. Thus the classical Kupradze’s radiation conditions for the isotropic system are not suitable in our problem and new radiation conditions are required. The uniqueness of the radiation solution plays a key role in establishing the limiting absorption principle. To prove the uniqueness of the radiation solution, we make use of the unique continuation property, which was recently obtained by the authors. The study of this work is motivated by related inverse problems in the anisotropic elasticity system. The existence and uniqueness of the radiation solution are fundamental questions in the investigation of inverse problems.

1. INTRODUCTION

In this paper we investigate the uniqueness and existence of the radiation solution for the two-dimensional steady-state elasticity system with inhomogeneous anisotropic medium in an exterior domain. The main point is to establish the limiting absorption principle for the related elastic operator. The limiting absorption principle has been studied for many differential operators arising from mathematical physics. We refer to [10] and references therein for a more detailed discussion of recent development.

Let \( \Omega \) be an open exterior domain in \( \mathbb{R}^2 \) with smooth boundary \( \partial \Omega \) such that \( \mathbb{R}^2 \setminus \Omega \subset \{ |x| < R_0 \} \) for some \( R_0 > 0 \). Here we do not exclude the case when \( \Omega = \mathbb{R}^2 \). In this paper we consider the steady-state inhomogeneous anisotropic elasticity system in \( \Omega \)

\[
\nabla \cdot (C(x) \nabla u) + \omega^2 u = f \quad \text{in} \, \Omega, \quad \omega > 0,
\]
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where $C(x) = (C_{ijkl}(x))$ is the elastic tensor and $u = [u_1, u_2]^T$ is the displacement vector. Here and further on we use the convention that all Roman indices are set to be from 1 to 2. Also we would like to call to the reader’s attention that “$i$” denotes the imaginary number $\sqrt{-1}$. In (1.1) and what follows, we interpret $(\nabla u)_{kl} = \partial_l u_k$, $(\nabla \cdot H)_i = \sum_j \partial_j h_{ij}$ for any matrix function $H = (h_{ij})$, and

$$(CH)_{ij} = \sum_{kl} C_{ijkl} h_{kl}.$$ 

The elastic tensor $C(x)$ is assumed to satisfy the full symmetry properties

(1.2) \[ C_{ijkl}(x) = C_{jikl}(x) = C_{klij}(x) \quad \forall \ i, j, k, l \text{ and } x \in \Omega \]

and the strong convexity condition, i.e., there exists a $\delta > 0$ such that for all $x \in \Omega$

(1.3) \[ C(x) E \cdot E \geq \delta |E|^2 \]

for any symmetric matrix $E$. Furthermore, we suppose that for large $|x|$ the medium is homogeneous, namely, $C(x) = C$ for $|x| \geq R$ with some $R > R_0$. In order to avoid clumsy notations, we will use $C$ (or $C_{ijkl}$) and $C(x)$ (or $C_{ijkl}(x)$) to denote the homogeneous and the inhomogeneous tensor, respectively. Note that we do not assume that the constant elastic tensor $C$ is isotropic. We recall here that the elastic tensor $C$ is called isotropic, if $C_{ijkl} = \lambda \delta_{ij} \delta_{kl} + \mu (\delta_{ij} \delta_{lk} + \delta_{il} \delta_{jk})$, where $\lambda$ and $\mu$ are Lamé parameters. To formulate the boundary value problem related to (1.1), we impose on the boundary $\partial \Omega$ the Dirichlet condition

(1.4) \[ u|_{\partial \Omega} = 0, \]

or the Neumann condition

(1.5) \[ T(D, n) u|_{\partial \Omega} = \sigma n|_{\partial \Omega} = 0, \]

where $\sigma = (\sigma_{ij})$ is the stress tensor defined by $\sigma_{ij}(x) = \sum_{kl} C_{ijkl}(x) \partial_l u_k$ and $n$ is the unit outer normal of $\partial \Omega$.

In order to motivate our study, let us briefly discuss the isotropic case. Here the existence and uniqueness of the radiation solution to the exterior boundary value problems have been established in [2] and [10, Chapter 11]. The uniqueness is assured by imposing appropriate radiation conditions at infinity, which are called Sommerfeld-Kupradze radiation conditions (see [9]). The existence is shown by the limiting absorption principle, which is proved by a general approach initiated by Eidus [5]. Note that the results in [2] and [10] are valid for two or three dimensions. Besides the radiation conditions, one of the key ingredients in [2] and [10] is the unique continuation property for the isotropic elasticity system. The unique continuation property for this system has been proved by several authors; see for example [1], [5], [18], and [13]. In contrast to the isotropic setup, the unique continuation property for the general anisotropic elasticity system still poses a challenging open problem. Recently, the authors succeeded in proving the unique continuation property for the two-dimensional anisotropic system under some generic assumptions, which paves the way for establishing the limiting absorption principle and which enables them to prove existence and uniqueness of the exterior boundary value problem for the same system. The study of this work is motivated by related inverse problems in the anisotropic elasticity system. The existence and uniqueness of the radiation solution are fundamental to the investigation of inverse problems.
Although we assume that the elastic tensor $C(x)$ is homogeneous for large $|x|$, it still preserves the anisotropic character. Therefore, the classical Sommerfeld-Kupradze radiation conditions are not applicable in our case. In order to derive suitable radiation conditions for the anisotropic system, we are led to analyze the radiation pattern of the fundamental solution for $L(D, \omega) := \nabla \cdot (C \nabla \bullet) + \omega^2 I = L(D) + \omega^2 I$. This is bound to be a complicated problem due to anisotropy. Nevertheless, when the slowness curves of the homogeneous system $L(D, \omega)u = 0$ satisfy certain “good” conditions (see (2.3), (2.4)), one can still analyze the radiation pattern of the fundamental solution and derive appropriate radiation conditions. This was done by Natroshvili in [14]. In fact, before Natroshvili’s work, Wilcox studied the steady-state wave propagation problem in a class of anisotropic media governed by first order systems of partial differential equations and derived similar radiation conditions [20]. Working in the same first order systems, Schuelenberger and Wilcox also investigated the Rellich-type uniqueness theorem and the limiting absorption principle when the medium is inhomogeneous [15], [16]. Perhaps the article [16] is most closely related to the considerations of the present paper. Although the elastic wave equations in an inhomogeneous anisotropic medium can be put into a first order symmetric hyperbolic system [19], it is more natural to consider the original second order system when we are dealing with the exterior boundary value problem for the steady-state equations. On the other hand, the results in [16] (also [15]) were proved by avoiding the point spectrum of the associated inhomogeneous anisotropic operator due to the lack of the unique continuation property.

This paper is organized as follows. In Section 2, we recall some of Natroshvili’s results that are needed later on. We also use this opportunity to briefly review the unique continuation property proved by the authors. In Section 3, we formally define the radiation solutions to the exterior Dirichlet and Neumann boundary value problems and establish the uniqueness theorem. The limiting absorption principle is then proved by means of several lemmas in Section 4. In Section 5 we discuss the spectra of the exterior Dirichlet and Neumann operators.

2. Preliminaries

2.1. Outgoing (incoming) fundamental solution. For the sake of completeness, we give a brief review of Natroshvili’s results in [14] about the outgoing (incoming) fundamental solution for the homogeneous system. Similar results can also be found in [12] and [20] for first order systems. Let us consider a homogeneous elastic tensor $C$ satisfying (1.2) and (1.3). Denote $\Gamma(x, \omega)$ the fundamental solution of $L(D, \omega)$, i.e.,

\begin{equation}
L(D, \omega)\Gamma(x, \omega) = (L(D) + \omega^2 I)\Gamma(x, \omega) = \delta(x)I,
\end{equation}

where $L(D)$ is a matrix differential operator with components given by

$$L_{ik}(D) = \sum_{jl} C_{ijkl} \partial_j \partial_l.$$

Taking the Fourier transform of (2.1), we obtain that

$$\hat{\omega^2 I - L(\xi)}\hat{\Gamma}(\xi, \omega) = I.$$
Here the $2 \times 2$ matrix $L(\xi)$ is described by

$$L_{ik}(\xi) = \sum_{jl} C_{ijkl} \xi_j \xi_l.$$  

We now denote $L_{11}(\xi) = \alpha(\xi)$, $L_{12}(\xi) = L_{21}(\xi) = \gamma(\xi)$, and $L_{22}(\xi) = \beta(\xi)$. From (1.3), it is clear that $\alpha(\xi) > 0$ and $\beta(\xi) > 0$ for all $\xi \neq 0$. Define

$$\phi(\xi, \omega) := \det(\omega^2 I - L(\xi)) = \alpha(\xi)\beta(\xi) - \gamma^2(\xi) - \omega^2[\alpha(\xi) + \beta(\xi)] + \omega^4.$$  

Introducing the polar coordinates

$$\xi_1 = \rho \cos\theta, \quad \xi_2 = \rho \sin\theta,$$
we get from (2.2) that

$$\phi(\xi, \omega) = \rho^4\alpha(\eta)\beta(\eta) - \rho^4\gamma^2(\eta) - \omega^2[\alpha(\eta) + \beta(\eta)]\rho^2 + \omega^4$$

$$= \phi(\eta)[\rho^4 - \phi^{-1}(\eta)\omega^2[\alpha(\eta) + \beta(\eta)]\rho^2 + \phi^{-1}(\eta)\omega^4]$$

$$= \phi(\eta)(\rho^2 - \omega^2 k_1^2(\theta))(\rho^2 - \omega^2 k_2^2(\theta)),$$

where $\eta = \eta(\theta) = (\cos\theta, \sin\theta)$, $\phi(\eta) = \det(\alpha(\eta)\beta(\eta) - \gamma^2(\eta)) > 0$, and

$$k_1^2(\theta) = (2\phi(\eta))^{-1}\{(\alpha(\eta) + \beta(\eta)) + (-1)^{j} \sqrt{(\alpha(\eta) - \beta(\eta))^2 + 4\gamma^2(\eta)}\} > 0.$$  

In the following, we will also denote $\rho_j = \omega k_j$. Let the curve $S_j$ be defined by $\{(\rho, \theta) : \rho = \omega k_j(\theta), \ 0 \leq \theta \leq 2\pi\}$. Obviously, $\phi(\xi, \omega)$ vanishes on the curve $S_j$. We now assume that

(2.3) $k_1(\theta) < k_2(\theta) \ \forall \ 0 \leq \theta \leq 2\pi$

and

(2.4) $S_2$ is a strictly convex curve.

Notice that the convexity of $S_1$ is also assumed in [14]. However, this assumption is redundant. The convexity of $S_1$ is a well-known property in the theory of anisotropic elastic waves (see [1] for detailed arguments). From (2.3) we can see that $\nabla \phi(\xi, \omega) \neq 0$ on $S_j$ for all $j$. Furthermore, it follows from (2.4) that for any $x \neq 0$ there exists a unique point $\xi^j$ on $S_j$ such that the unit outer normal vector $\hat{n}(\xi^j)$ of $S_j$ at $\xi^j$ is parallel to $x$, denoted by $\hat{n}(\xi^j) \parallel x$. Since $\phi(-\xi, \omega) = \phi(\xi, \omega)$, the normal vector $\hat{n}(-\xi^j)$ is equal to $-\hat{n}(\xi^j)$. In fact, in terms of $\phi(\xi, \omega)$, the unit normal vector $\hat{n}(\xi_j)$ is given by

$$\hat{n}(\xi_j) = (-1)^j \frac{\nabla \phi(\xi_j, \omega)}{||\nabla \phi(\xi_j, \omega)||}.$$  

Moreover, it is readily seen that there exists positive constants $\delta_1$ and $\delta_2$ so that

$$\delta_1 \leq k_1(\theta) < k_2(\theta) \leq \delta_2 \ \forall \ 0 \leq \theta \leq 2\pi.$$  

Based on conditions (2.3) and (2.4), Natroshvili constructed fundamental solutions for $L(D, \omega)$ by considering the limits of $\Gamma(x, \tau\varepsilon)$ as $\pm \varepsilon \to 0$, where $\tau\varepsilon = \omega + \varepsilon$, and

$$L(D, \tau\varepsilon)\Gamma(x, \tau\varepsilon) = (L(D) + \tau\varepsilon^2 I)\Gamma(x, \tau\varepsilon) = \delta(x)I.$$  

In fact, by the light of Fourier transform, $\Gamma(x, \tau\varepsilon)$ is given by

$$\Gamma(x, \tau\varepsilon) = \frac{1}{4\pi^2} \int_{\mathbb{R}^2} \phi^{-1}(\xi, \tau\varepsilon)L^*(\xi, \tau\varepsilon)e^{ix\xi}d\xi.$$  
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Theorem 2.1. Assume that (2.3) and (2.4) hold. Then

(i) the limits
\[ \lim_{\pm x \to 0} \Gamma(x, \tau_c) = \Gamma_{\pm}(x, \omega) \]
exist for all \( x \neq 0 \) and uniformly in \( \|x\| > a > 0 \);
(ii) \( \Gamma_{\pm}(x, \omega) \) are fundamental solutions of \( L(D, \omega) \) defined by
\[
\Gamma_{\pm}(x, \omega) = (2\pi)^{-2} \int_{\mathbb{R}^2} [1 - h(\xi)]|\omega^2 I - L(\xi)|^{-1}e^{ix\xi}d\xi \\
+ (2\pi)^{-2} \text{p.v.} \int_{\mathbb{R}^2} h(\xi)|\omega^2 I - L(\xi)|^{-1}e^{ix\xi}d\xi \\
\pm (4\pi)^{-1} \sum_j (-1)^j L^*(\xi, \omega)|\nabla \phi(\xi, \omega)|^{-1}e^{ix\xi}dS_j,
\]
where \( h \in C^\infty(\mathbb{R}^2) \) is given by
\[
h(\xi) = \begin{cases} 1 & \text{for } |\xi| < c_0, \\ 0 & \text{for } |\xi| > 2c_0 \end{cases}
\]
with \( c_0 > 2\delta_2\omega \), p.v. stands for the principal value, \( L^*(\xi, \omega) \) is the adjoint of the matrix \( \omega^2 I - L(\xi) \) defined similarly as above, \( dS_j \) is the arc-length element of \( S_j \), and moreover,
\[ \Gamma_{\pm}(x, \omega) = \Gamma_{\pm}(-x, \omega) = \Gamma_{\pm}(x, \omega)^{r_0}; \]
(iii) in the vicinity of the origin (0 < \( |x| < 1/2 \)) the following estimates hold:
\[
|\partial^\nu (\Gamma_{\pm}(x, \omega) - \Gamma(x))| < cr_0\nu(x), \quad |\nu| = 0, 1, 2, 3,
\]
where \( r_0(x) = r_1(x) = 1, r_2(x) = \ln |x|^{-1}, r_3(x) = |x|^{-1}, \) and \( \Gamma(x) \) is the fundamental solution of \( L(D) \), i.e.,
\[ L(D)\Gamma(x) = \delta(x)I; \]
(vi) for sufficiently large \( |x| \), we have the following asymptotic behaviors:
\[
\Gamma_{+}(x, \omega) = \sum_j |x|^{-1/2} R_{+j} e^{ix\xi^j} + O(|x|^{-2/3}), \\
\Gamma_{-}(x, \omega) = \sum_j |x|^{-1/2} R_{-j} e^{-ix\xi^j} + O(|x|^{-2/3}),
\]
where \( \xi^j \in S_j \) with \( \n(\xi^j) \) parallel to \( x \) and
\[
R_{+j}(x) = R_{-j}(x) = (-1)^j \sqrt{2\pi} \frac{e^{i\pi/4}}{\sqrt{\n(\xi^j)}|\nabla \phi(\xi^j, \omega)|} L^*(\xi^j, \omega),
\]
where \( \n(\xi^j) \) is the curvature of \( S_j \) at \( \xi^j \);
(v) if \( y \) is in any bounded subset of \( \mathbb{R}^2 \), then we have that for any multi-indices \( \alpha, \beta \)

\[
\partial_x^\alpha \partial_y^\beta \Gamma_{\pm}(x - y, \omega) = \sum_j |x|^{-1/2} R_{\pm,j}(x)(\pm \xi^j)^\alpha (\mp \xi^j)^\beta e^{\pm i(x-y)\xi^j} + O(|x|^{-3/2})
\]
as \( |x| \to \infty \).

Remark 2.2. \( \Gamma_{+}(x, \omega) \) corresponds to the outgoing fundamental solution and \( \Gamma_{-}(x, \omega) \) is the incoming fundamental solution.

Remark 2.3. In \( \mathbb{R}^2 \), the explicit form of \( \Gamma(x) \) is given by

\[
\Gamma(x) = \frac{1}{(2\pi)^2} \int_{\eta \in S^1} \ln |\eta \cdot x| \ L^{-1}(\nu) d\eta
\]

(see [13] Page 127). It is easy to see that \( \Gamma(x) = O(\ln |x|) \) near the origin.

Now we are ready to define the radiation conditions for the anisotropic elasticity system \( L(D, \omega) \). Let \( u(x) \) be defined in \( \Omega \) and \( C^1 \) for large \( |x| \). Then \( u(x) \) is said to satisfy the generalized Sommerfeld-Kupradze outgoing (incoming) radiation conditions if

\[
\begin{align*}
&\left\{ \begin{array}{l}
u u(x) = \sum_j u(x), \quad u(x) = O(|x|^{-1/2}), \\
\partial_x u(x) = \nu u(x), \quad u(x) = O(|x|^{-3/2}), \quad j, l = 1, 2,
\end{array} \right.
\end{align*}
\]

(2.5)

hold, where \( \xi^j = [\xi^j_1, \xi^j_2]^T \) is the vector on \( S_j \) with \( \tilde{n}(\xi^j) \parallel x \). When \( u(x) \) is a vector or a matrix, we say that \( u(x) \) satisfies (2.5) if each component of \( u \) satisfies (2.5). It is clear that \( \Gamma_{+}(x, \omega) \) \( \Gamma_{-}(x, \omega) \) satisfies the outgoing (incoming) radiation conditions (2.5). Similar to the isotropic case, if \( u \) satisfies the radiation conditions (2.4), then it has an integral representation. More precisely, let \( u \in C^1(\bar{\Omega}) \cap H^2(\Omega) \) satisfy the radiation conditions (2.5), and \( L(D, \omega)u \) be compactly supported. Then

\[
u u(x) = \int_\Omega \Gamma_{\pm}(x - y, \omega)L(D_y, \omega)u(y)dy + \int_{\partial \Omega} [\Gamma_{\pm}(x - y, \omega)[T(D_y, n(y))u(y)]

- [T(D_y, n(y))\Gamma_{\pm}(x - y, \omega)]^l u(y)] dS \quad \forall x \in \Omega
\]

(2.6)

(see [14].)

2.2. Unique continuation property. Here we would like to state a recent unique continuation result for the two-dimensional anisotropic elasticity system established in [13]. Assume that \( \Omega_0 \) is any bounded open connected domain in \( \mathbb{R}^2 \). As before, we suppose that the elastic tensor \( C(x) \) satisfies the symmetry properties (1.2). Instead of the strong convexity condition (1.3), to guarantee the unique continuation property, it suffices to impose the strong ellipticity condition on \( C(x) \), namely, there exists \( \delta > 0 \) so that for any vectors \( a = [a_1, a_2]^T \) and \( b = [b_1, b_2]^T \) we have that

\[
C_{ijkl}(x)a_ia_ja_kb_l \geq \delta |a|^2 |b|^2
\]

(2.7)

for all \( x \in \Omega_0 \). It is obvious that (1.3) implies (2.7). For the regularity of \( C(x) \), we assume that each component of \( C(x) \) is Lipschitz in \( \Omega_0 \). Denote

\[
\Lambda_{11} = (C_{11k1}), \quad \Lambda_{22} = (C_{22k2}), \quad \Lambda_{12} = \Phi + \Phi^T \text{ with } \Phi = (C_{12k1}).
\]

The following unique continuation result is proved in [13].
Theorem 2.4. Let \((a(x), z(x))\) be an eigenpair of the quadratic matrix polynomial
\[ A_{11}p^2 + A_{12}p + A_{22}, \]
i.e.,
\[ (A_{11}a^2 + A_{12}a + A_{22})z = 0 \quad \forall \ x \in \Omega_0. \]
Assume that \(a(x), z(x)\) are Lipschitz and the matrix \([z, \bar{z}]\) is nonsingular for all \(x \in \Omega_0\).
Then the operator \(\nabla \cdot (C(x)\nabla \cdot \cdot) + \omega^2 I\) possesses the unique continuation property. In other words, if \(u \in H^2_{\text{loc}}(\Omega_0)\) satisfies \(\nabla \cdot (C(x)\nabla u) + \omega^2 u = 0\) in \(\Omega_0\) and \(u = 0\) in any non-empty open subset of \(\Omega_0\), then \(u \equiv 0\) in \(\Omega_0\).

The proof of Theorem 2.4 relies on converting the two-dimensional elasticity system \(\nabla \cdot (C(x)\nabla u) + \omega^2 u = 0\) into a first-order elliptic system and using suitable Carleman-type estimates.

3. Exterior boundary value problems

In this section we would like to discuss the exterior boundary value problem for the system (1.1) with Dirichlet condition (1.4) or Neumann condition (1.5) in more detail. Before doing so, we want to precisely state what conditions we will impose on the elastic tensor \(C(x)\). We assume that \(C(x)\) is a Lipschitz function in \(\Omega\) satisfying the symmetry properties (1.2), the strong convexity condition (1.3), and \(C(x) = C\) for all \(|x| \geq R > 0\) for some constant anisotropic elastic tensor \(C\).

Furthermore, we suppose that the assumptions in Theorem 2.4 hold for \(C(x)\) in \(\Omega_{2R} := \Omega \cap \{|x| < 2R\}\), which guarantee the validity of the unique continuation property in \(\Omega_{2R}\). In this section and the remaining sections, we always assume that \(C(x)\) satisfies the above conditions.

In order to put the boundary value problem in the weak formulation, we define two operators.

Definition 3.1. Let the bilinear form \(B(\cdot, \cdot)\) be defined by
\[ B(u, v) = \int_{\Omega} \sum_{i,j,k,l} C_{ijkl}(x) \partial_i u_k \partial_j v_l \, dx = \int_{\Omega} \sum_{i,j} \sigma_{ij} \partial_i v_j \, dx = \int_{\Omega} C(x)e(u) \cdot \overline{e(v)} \, dx, \quad \forall \ u, v \in H^1(\Omega), \]
where \((e(u))_{ij} = (1/2)(\partial_j u_i + \partial_i u_j).
(i) The operator for the Dirichlet boundary value problem is given by \(L^D : L^2(\Omega) \to L^2(\Omega)\) with the domain
\[ \mathcal{D}(L^D) = \{ u \in H^1_0(\Omega) : \exists h \in L^2(\Omega), \forall v \in H^1_0(\Omega), B(u, v) = (h, v) \} \]
and \(L^D u = -\nabla \cdot (C(x)\nabla u)\) for \(u \in C^\infty(\Omega)\).
(ii) The operator for the Neumann boundary value problem is given by \(L^N : L^2(\Omega) \to L^2(\Omega)\) with the domain
\[ \mathcal{D}(L^N) = \{ u \in L^2(\Omega) : \exists h \in L^2(\Omega), \forall v \in L^2(\Omega), B(u, v) = (h, v) \} \]
and \(L^N u = -\nabla \cdot (C(x)\nabla u)\) for \(u \in C^\infty(\Omega)\).

It is not hard to see that \(L^D\) and \(L^N\) are symmetric and self-adjoint. Also, it follows from Korn’s inequalities that the bilinear form is coercive in \(H^1(\Omega)\) and \(H^1(\Omega)\).
To formulate the exterior boundary value problem with radiation conditions, we introduce two weighted Sobolev spaces. Let \( q = (1 + |x|)^{-s} \) with \( s > 1/2 \) and the weighted inner product
\[
(f, g)_{H^{1-s}(\Omega)} = (\varrho f, \varrho g) + (\varrho \nabla f, \varrho \nabla g)
\]
for \( f, g \in H^{1}_{0}(\Omega) \).

Denote
\[
H^{1-s}_{0}(\Omega) = \text{completion of } H^{1}_{0}(\Omega) \quad \text{and} \quad H^{1-s}(\Omega) = \text{completion of } H^{1}(\Omega)
\]
with completion being defined in terms of \( \|f\|_{H^{1-s}(\Omega)} = (f, f)_{H^{1-s}(\Omega)} \).

**Definition 3.2.** (i) A function \( u \in H^{1-s}_{0}(\Omega) \) which is \( C^{1} \) smooth for sufficiently large \( |x| \) is called an outgoing (incoming) radiation solution of the Dirichlet problem
\[
\mathcal{L}u - \omega^2 u = f
\]
if and only if \( \forall \psi(x) \in C_{0}^{\infty}(\Omega), B(u, \psi) - \omega^2(u, \psi) = (f, \psi) \) and \( u \) satisfies the outgoing (incoming) radiation conditions (2.5).

(ii) A function \( u \in H^{1-s}(\Omega) \) which is \( C^{1} \) smooth for sufficiently large \( |x| \) is called an outgoing (incoming) radiation solution of the Neumann problem
\[
\mathcal{N}u - \omega^2 u = f
\]
if and only if \( \forall \psi(x) \in C_{0}^{\infty}(\Omega) \cap C_{c}^{\infty}(\mathbb{R}^2), B(u, \psi) - \omega^2(u, \psi) = (f, \psi) \) and \( u \) satisfies the outgoing (incoming) radiation conditions (2.4).

Our first task is to show that the radiation solution is unique. For definiteness, we consider the case of outgoing radiation solution for the Dirichlet problem. The same method works for other types of solutions. To begin, we prove that a radiation solution with homogeneous data decays at a rate \( O(|x|^{-3/2}) \) at infinity.

**Lemma 3.3.** Let \( u(x) \) be an outgoing radiation solution of the homogeneous Dirichlet problem, i.e. \( f = 0 \). Then \( u(x) = O(|x|^{-3/2}) \) as \( |x| \to \infty \).

**Proof.** The proof of this lemma is inspired by the arguments in [14]. Since \( C(x) = C \) for \( |x| > R \), using the representation formula (2.1) in \( \{|x| > R'\} \) with \( R' > R \) and taking into account of \( f = 0 \), we obtain that
\[
u(x) = \int_{\Sigma_{R'}} \{ \Gamma_+(x - y, \omega)[T(D_{y}, \eta(y))u(y)] - [T(D_{y}, \eta(y))\Gamma_{+}(x - y, \omega)]^{t}u(y) \} dS
\]
for all \( |x| > R' \), where \( \Sigma_{R'} = \{|x| = R'\} \) and \( \eta(y) = y/|y| \). By the asymptotic behavior of \( \Gamma_{+}(x - y, \omega) \) (see (v) of Theorem [2.1]), we can see that
\[
\Gamma_{+}(x - y, \omega) = \sum_{j} |x|^{-1/2} L^{*}(\xi^{j}, \omega) a_{j}(\xi^{j}, y) e^{ix\xi^{j}} + O(|x|^{-3/2})
\]
and
\[
[T(D_{y}, \eta(y))\Gamma_{+}(x - y, \omega)]^{t} = -[T(D_{x}, \eta(y))\Gamma_{+}(x - y, \omega)]^{t}
\]
\[
= -\sum_{j} |x|^{-1/2} L^{*}(\xi^{j}, \omega)[T(i\xi^{j}, \eta(y))]^{t} a_{j}(\xi^{j}, y) e^{ix\xi^{j}} + O(|x|^{-3/2}),
\]
where \( a_{j}(\xi^{j}, y) \) is a scalar function. Substituting (3.2) and (3.3) into the representation formula (3.1), we get that
\[
u(x) = \sum_{j} u^{(j)} = \sum_{j} |x|^{-1/2} L^{*}(\xi^{j}, \omega) H_{j}(\xi^{j}) e^{ix\xi^{j}} + O(|x|^{-3/2}),
\]
where $H_j = [h_{j1}, h_{j2}]^\top$ is determined by $u$ on $\Sigma_R$. Clearly $u = \sum_j u^{(j)}$ satisfies the outgoing radiation conditions \(2.4\). Similarly, we can derive that

$$T(D, \nu)u(x) = T(D, \nu) \sum_j u^{(j)}$$

$$= \frac{\nu}{\nu} \sum_j |x|^{-1/2} T(\xi^j, \nu) L^*(\xi^j, \omega) H_j(\xi^j) e^{i x \xi^j} + O(|x|^{-3/2})$$

(3.5)

for any vector $\nu(x)$.

Now letting $\tilde{R} > R$ and using the Green formula in $\Omega_{\tilde{R}}$, we obtain that

$$\int_{\Sigma_R} \{ T(D, \eta(x))u(x) \cdot \overline{u(x)} - u(x) \cdot \overline{T(D, \eta(x))u(x)} \} dS$$

$$= \int_{\partial R} \{ T(D, n)u(x) \cdot \overline{u(x)} - u(x) \cdot \overline{T(D, n)u(x)} \} dS = 0$$

(3.6)

since $u(x) = 0$ on $\partial \Omega$, where $n$, as defined before, is the unit outer normal of $\partial \Omega$.

Here we want to remark that the traction operator $T$ is defined in terms of the inhomogeneous elastic tensor $C(x)$, which is homogeneous on $\Sigma_R$ for all $\tilde{R} > R$. It follows from (3.6) that for sufficiently large $\ell$

$$\sum_{k,j} \left( T(D, \eta)u^{(k)}(x) \cdot \overline{u^{(j)}(x)} - u^{(j)}(x) \cdot \overline{T(D, \eta)u^{(k)}(x)} \right) dSd\tilde{R} = 0,$$

(3.7)

We first deal with the integrands in (3.7) with $k \neq j$. It is enough to consider the term $T(D, \eta)u^{(1)} \cdot \overline{u^{(2)}}$. By the light of the radiation conditions \(2.5\), we can deduce that

$$\frac{1}{\ell} \int_{\Sigma_R} T(D, \eta)u^{(1)}(x) \cdot \overline{u^{(2)}(x)} dSd\tilde{R}$$

$$= \frac{1}{\ell} \int_{\Sigma_R} \sum_{ijkl} C_{ijkl} \partial_i u^{(1)}_k(x) \eta_j u^{(2)}_i(x) dSd\tilde{R}$$

$$= \frac{1}{\ell} \int_{\Sigma_R} \sum_{ijkl} C_{ijkl} \eta_j \{ (\xi^j_k) u^{(1)}_k(x) + O(|x|^{-3/2}) \} u^{(2)}_i(x) dSd\tilde{R}$$

$$= \frac{1}{\ell} \int_{\Sigma_R} \sum_{i} A_{ik}(\eta) u^{(1)}_k(x) \overline{u^{(2)}_i(\tilde{R}\eta)} dSd\tilde{R}$$

$$+ O(\ell^{-1}),$$

(3.8)

where $A_{ik} = \sum_{ji} C_{ijkl} \eta_j (i \xi^j_i)$. Again, in view of the radiation conditions, we have that

$$u^{(1)}_k(\tilde{R}\eta) = O(\tilde{R}^{-1/2}), \quad \frac{\partial}{\partial \tilde{R}} u^{(1)}_k(\tilde{R}\eta) - i \tilde{R}^{1/2} u^{(1)}_k(\tilde{R}\eta) = O(\tilde{R}^{-3/2}),$$

$$u^{(2)}_i(\tilde{R}\eta) = O(\tilde{R}^{-1/2}), \quad \frac{\partial}{\partial \tilde{R}} u^{(2)}_i(\tilde{R}\eta) - i \tilde{R}^{1/2} u^{(2)}_i(\tilde{R}\eta) = O(\tilde{R}^{-3/2})$$

where $\tilde{\eta}^j(\eta) = \xi^j \cdot \eta$. Recall that here $\xi^j$ is the point on $S_j$ related to $\eta$. Since $S_j$ is strictly convex for each $j$, we can see that

$$\tilde{\eta}^j(\eta) > 0 \quad \text{and} \quad \eta^{\tilde{\eta}}(\eta) - \eta^{\tilde{\eta}^2}(\eta) = (\xi^1 - \xi^2, \eta) \neq 0 \quad \text{for all } \eta.$$
We now compute
\[ (3.9) \]
\[
\frac{1}{\ell} \int_{\ell}^{2\ell} \int_{\Sigma_{\hat{R}}} \sum_{ik} A_{ik}(\eta) u^{(1)}_k(\hat{R}) u^{(2)}_i(\hat{R}) dS d\hat{R} 
\]
\[
= \frac{1}{\ell} \int_{\ell}^{2\ell} \int_{\Sigma_{\hat{R}}} \sum_{ik} -\frac{(-1) A_{ik}(\eta)}{\partial_1(\eta) - \partial_2(\eta)} \left[ \partial^2 u^{(1)}_k(\hat{R}) u^{(2)}_i(\hat{R}) + u^{(1)}_k(\hat{R}) \partial^2 u^{(2)}_i(\hat{R}) \right] dS d\hat{R} 
\]
\[
= \frac{1}{\ell} \int_{\ell}^{2\ell} \int_{\Sigma_{\hat{R}}} \sum_{ik} -\frac{(-1) A_{ik}(\eta)}{\partial_1(\eta) - \partial_2(\eta)} \left[ \partial \partial^2 u^{(1)}_k(\hat{R}) u^{(2)}_i(\hat{R}) + u^{(1)}_k(\hat{R}) \partial \partial^2 u^{(2)}_i(\hat{R}) \right] dS d\hat{R} 
\]

\[ = O(\ell^{-1}) \]

where in the third equality we have set \( \eta(\theta) = (\cos \theta, \sin \theta) \). Combining (3.3) and (3.9) leads to
\[ (3.10) \]
\[
\frac{1}{\ell} \int_{\ell}^{2\ell} \int_{\Sigma_{\hat{R}}} T(D, \eta) u^{(1)}(x) \cdot \bar{u}^{(2)}(x) dS d\hat{R} = O(\ell^{-1}) 
\]
and hence

\[ (3.10) \]
\[
\frac{1}{\ell} \int_{\ell}^{2\ell} \int_{\Sigma_{\hat{R}}} T(D, \eta) u^{(k)}(x) \cdot \bar{u}^{(j)}(x) dS d\hat{R} = O(\ell^{-1}) 
\]

for all \( k \neq j \). Plugging (3.11), (3.15) into (3.10) and using (3.11), we obtain that
\[ (3.11) \]
\[
\frac{1}{\ell} \int_{\ell}^{2\ell} \sum_{j} \frac{1}{\ell} \left[ T(\chi, \eta) L^*(\chi, \omega) H_j(\chi) \cdot L^*(\chi, \omega) \overline{H_j(\chi)} \right] 
\]
\[
+ T(\chi, \eta) L^*(\chi, \omega) \overline{H_j(\chi)} \cdot L^*(\chi, \omega) H_j(\chi) dS d\hat{R} = O(\ell^{-1}). 
\]

Letting \( \ell \to \infty \) in (3.11) gives
\[ (3.12) \]
\[
\sum_{j} \int_{0}^{2\pi} T(\chi, \eta) L^*(\chi, \omega) H_j(\chi) \cdot L^*(\chi, \omega) \overline{H_j(\chi)} 
\]
\[
+ T(\chi, \eta) L^*(\chi, \omega) \overline{H_j(\chi)} \cdot L^*(\chi, \omega) H_j(\chi) d\theta = 0. 
\]

Now it is useful to take a closer look at \( L^*(\chi, \omega) \). Since \( \det(L^*(\chi, \omega)) = \phi(\chi, \omega) = 0 \), the two column vectors of \( L^*(\chi, \omega) \) must be linearly dependent. More precisely, let \( W^1(\chi, \omega) := [\omega^2 - \beta(\chi), \gamma(\chi)]^t \) and \( W^2(\chi, \omega) := [\gamma(\chi), \omega^2 - \alpha(\chi)]^t \) be two column vectors of \( L^*(\chi, \omega) \). Then there exists a scalar function \( c(\chi) \) such that
\[ W^2(\chi, \omega) = c(\chi) W^1(\chi, \omega). \]
Therefore, we get that
\[(3.13) \quad L^*(\xi^j, \omega)H_j(\xi^j) = (h_{j1}(\xi^j) + c(\xi^j)h_{j2}(\xi^j))W^1(\xi^j, \omega) = v(\xi^j)W^1(\xi^j, \omega),\]
where \(v(\xi^j) = h_{j1}(\xi^j) + c(\xi^j)h_{j2}(\xi^j).\) Notice that \(W^1(\xi^j, \omega)\) and \(W^2(\xi^j, \omega)\) are real vectors. Substituting (3.13) into the formula (3.12) yields
\[(3.14) \quad \sum_j \int_0^{2\pi} |T(\xi^j, \eta)W^1(\xi^j, \omega) \cdot W^1(\xi^j, \omega)|v(\xi^j)^2 d\theta = 0.\]
It has been shown in [13] (see the proof of Lemma 12 there) that
\[T(\xi^j, \eta)W^1(\xi^j, \omega) \cdot W^1(\xi^j, \omega) > 0 \quad \forall \eta,\]
which immediately implies \(v(\xi^j) = 0.\) From the asymptotic formula of \(u\) (see (3.4)), we now conclude that \(u(x) = O(|x|^{-3/2}).\)

Now we are at a position to prove the uniqueness of the outgoing radiation solution for the Dirichlet problem. As mentioned before, the same proof can be applied to other types of solutions.

**Theorem 3.4.** There exists at most one outgoing radiation solution for the Dirichlet problem.

**Proof.** It suffices to prove that if \(u(x) \in H^1_0(-\omega^2, \Omega),\) which is \(C^1\) for \(|x|\) large, satisfies \(L^D u - \omega^2 u = 0\) and the radiation conditions, then \(u(x) \equiv 0\) in \(\Omega.\) It follows from Lemma 3.3 that
\[u(x) = o(|x|^{-1/2}) \quad \text{as} \quad |x| \to \infty.\]
Since \(C(x) = C\) for \(|x| > R, u(x)\) is in fact \(C^\infty\) in \(|x| > R\). Let \(\chi(x) = \chi(|x|) \in C^\infty(\mathbb{R}^2)\) satisfy
\[\chi(x) = \begin{cases} 0 & \text{in} \quad |x| < 5R/4, \\ 1 & \text{in} \quad |x| > 3R/2. \end{cases}\]
Then \(v(x) = \chi(x)u(x) \in C^\infty(\mathbb{R}^2)\) satisfies
\[(3.15) \quad v(x) = o(|x|^{-1/2}) \quad \text{as} \quad |x| \to \infty\]
and
\[L(D, \omega) = (L(D) + \omega^2 I)v(x) = g(x),\]
where \(\text{supp} (g) \subseteq \{|x| \leq 3R/2\}.\) Define the differential operator \(L^*(D, \omega)\) with symbol \(L^*(\xi, \omega).\) It is readily seen that
\[L^*(D, \omega)L(D, \omega)v = \phi(D, \omega)v = L^*(D, \omega)g =: \tilde{g},\]
where \(\phi(D, \omega)\) is the differential operator (scalar) with symbol \(\phi(\xi, \omega).\) Likewise, we have \(\text{supp} (\tilde{g}) \subseteq \{|x| \leq 3R/2\}.\) Having conditions (2.3), (2.4) and the asymptotic formula (3.15) in mind, we now apply Littman’s result [11], which is a generalization of Rellich’s result, to conclude that
\[u(x) = v(x) = 0 \quad \text{in} \quad \{|x| > 3R/2\}.\]
Now by the unique continuation property, we have that \(u(x) = 0\) in \(\Omega_{2R}\) and thus \(u(x) \equiv 0\) in \(\Omega.\) To use the unique continuation property, we need \(u(x) \in H^2(\Omega_{2R}),\) which is guaranteed by the elliptic regularity theorem with Lipschitz coefficients \(C_{ijkl}(x).\)
4. Limiting Absorption Principle

The main theme of this paper is to prove the following theorem.

**Theorem 4.1** (Limiting absorption principle). Let \( \mathbb{C} \supset Q^+ := (\omega_0, \omega_1) \times i(0, \varepsilon) \), where \( 0 < \omega_0 < \omega_1 \) and \( \varepsilon > 0 \). Assume \( f \in L^2_x(\Omega) := \{ f \in L^2(\Omega) : \text{supp}(f) \text{ is compact} \} \). Then the map

\[
\mathcal{R}(\cdot): Q^+ \rightarrow H_0^{1,s}(\Omega)
\]

defined by \( \mathcal{R}(z)f = (\mathcal{L}^D - z)^{-1}f \) is uniformly continuous.

**Remark 4.2.** Likewise, we can prove that \( \mathcal{R}(\cdot): Q^- \rightarrow H_0^{1,s}(\Omega) \) is uniformly continuous by the same arguments, where \( Q^- := (\omega_0, \omega_1) \times i(-\varepsilon, 0) \). Also, the same conclusion holds when \( \mathcal{L}^D \) is replaced by \( \mathcal{L}^N \) with \( H_0^{1,s}(\Omega) \) being substituted by \( H^{1,s}(\Omega) \).

Theorem 4.1 will be proved below by a series of lemmas. We first need a uniform estimate of the fundamental solution \( \Gamma \) with \( \zeta \in \Lambda^+_0 \). Recall that \( \Gamma(\cdot, \sqrt{\zeta}) \) is defined by

\[
\Gamma(\cdot, \sqrt{\zeta}) = \frac{1}{4\pi^2} \int_{\mathbb{R}^2} (\zeta I - L(\zeta))^{-1} e^{i\sigma \xi} d\xi.
\]

**Lemma 4.3.** Let \( \nu \) be any multi-index. Then

(i) for \( \varepsilon_0 > 0 \), \( \partial^\nu \Gamma(x, \sqrt{\zeta}) \) is a continuous function in \( \mathbb{R}^2 \setminus \{0\} \times \Lambda^+_0 \) and converges to zero more rapidly than any power of \( |x|^{-1} \) as \( |x| \to \infty \), where the convergence is uniform in \( \Lambda^+_{\varepsilon_0} \);

(ii) for \( \varepsilon_0 = 0 \), \( \partial^\nu \Gamma(x, \sqrt{\zeta}) = O(|x|^{-1/2}) \) as \( |x| \to \infty \) uniformly for \( x/|x| \) in \( \Lambda^+_0 \), where \( \Lambda^+_0 \) is defined as \( \Lambda^+_{\varepsilon_0} \) with \( \varepsilon_0 = 0 \).

**Proof.** This lemma can be proved by methods in [12], where the same results were shown for first order systems of partial differential equations. Here we only sketch some crucial steps and refer to [12] for more details. To establish (i), we observe that for \( \varepsilon_0 > 0 \)

(a) \( \partial^\nu_\zeta (\zeta I - L(\zeta))^{-1} \) is a continuous function of \( (\xi, \zeta) \) in \( \mathbb{R}^2 \times \Lambda^+_{\varepsilon_0} \);

(b) for any \( \xi, (\zeta I - L(\zeta))^{-1} \) is an analytic function of \( \zeta \) in \( \Lambda^+_{\varepsilon_0} \);

(c) there exists a constant \( c_\nu \), such that

\[
|\partial^\nu_\zeta (\zeta I - L(\zeta))^{-1}| \leq c_\nu (1 + |\xi|)^{-2-|\nu|}.
\]

Then (i) is an easy consequence of Lemma 3 in [12].

To prove (ii), we first observe that

\[
\det(\lambda^2 - L(\xi)) = \alpha(\xi)\beta(\xi) - \gamma^2(\xi) - \lambda^2[\alpha(\xi) + \beta(\xi)] + \lambda^4 = (\lambda^2 - \lambda_1(\xi)^2)(\lambda^2 - \lambda_2(\xi)^2) = (\lambda + \lambda_1(\xi))(\lambda - \lambda_1(\xi))(\lambda + \lambda_2(\xi))(\lambda - \lambda_2(\xi)),
\]

where \( \lambda_j(\xi)^2 = \{ (\alpha(\xi) + \beta(\xi)) \pm (-1)^j \sqrt{(\alpha(\xi) - \beta(\xi))^2 + 4\gamma^2(\xi)} \}/2 > 0 \) for all \( \xi \neq 0 \). It is clear that \( \lambda_j(\xi)^2 \) is homogenous of degree 2 and therefore \( \lambda_j(\xi)(>0) \) is homogeneous of degree 1. In view of (2.3) and (2.4), the two curves defined by \( \{ \xi \in \mathbb{R}^2 : \lambda_j(\xi) = 1 \}, j = 1, 2, \) are strictly convex and nonintersecting. Now we can
express \((\lambda^2 I - L(\xi))^{-1}\) by the method of partial fraction, namely,
\[
(\lambda^2 I - L(\xi))^{-1} = (\det(\lambda^2 I - L(\xi)))^{-1}L^*(\xi, \lambda) = \sum_j \left\{ \frac{P^+_j(\xi)}{\lambda - \lambda_j(\xi)} + \frac{P^-_j(\xi)}{\lambda + \lambda_j(\xi)} \right\},
\]
where \(P^+_j(\xi) = \pm 2\lambda_j(\xi)^{-1}L^*(\xi, \lambda_j(\xi))\) are \(C^\infty\) functions in \(\mathbb{R}^2 \setminus \{0\}\). Therefore, we have that
\[
\Gamma(x, \sqrt{\zeta}) = \frac{1}{4\pi^2} \int_{\mathbb{R}^2} \sum_j \left( \frac{P^+_j(\xi)}{\sqrt{\zeta} - \lambda_j(\xi)} + \frac{P^-_j(\xi)}{\sqrt{\zeta} + \lambda_j(\xi)} \right) e^{i\zeta d\xi}.
\]
The integral on the right side of (4.1) is exactly the one studied in [12]. Thus, (ii) follows directly from the main theorem in [12].

**Remark 4.4.** As for the local behavior of \(\Gamma(x, \sqrt{\zeta})\) near 0, it is not hard to check that
\[
\Gamma(x, \sqrt{\zeta}) = O(\ln |x|)
\]
and
\[
\partial^\nu \Gamma(x, \sqrt{\zeta}) = O(|x|^{-1}) \quad \forall |\nu| = 1,
\]
uniformly for \(\zeta \in \Lambda^+_0\).

By means of Lemma 4.3, we can prove that

**Lemma 4.5.** There exist a number \(R' > 0\) and a constant \(c > 0\) such that for all \(\zeta \in \Lambda^+_0\) and all \(u(x) \in \mathcal{D}(\mathcal{L}^D)\) satisfying
\[
\mathcal{L}^D u - \zeta u = f \in L^2_\zeta(\Omega),
\]
we have
\[
\|u\|_{H^{1, -\nu}(\Omega)} \leq c(\|u\|_{L^2(\Omega, \mu)} + \|f\|_{L^2(\Omega)}).
\]

**Proof.** Let \(\varphi \in C^\infty(\mathbb{R}^2)\) satisfy \(\varphi(x) = 0\) for \(|x| \leq R + 1\); \(= 1\) for \(|x| > R + 2\). Then
\[
-\left[ L(D, \sqrt{\zeta})(\varphi u) \right]_i = \left[ (-L(D) - \zeta I)(\varphi u) \right]_i
\]
\[
= -\sum_{jkl} C_{ijkl}(x) \left\{ \partial_i \partial_j \varphi u_k + \partial_i \varphi \partial_j u_k + \partial_j \varphi \partial_i u_k \right\} + \varphi f_i
\]
\[
= -\sum_{jkl} C_{ijkl} \left\{ \partial_i \partial_j \varphi u_k + \partial_i \varphi \partial_j u_k + \partial_j \varphi \partial_i u_k \right\} + \varphi f_i
\]
\[
= g_i.
\]
The right-hand side of (4.5) has compact support. It is clear that
\[
\varphi u(x) = -\int_{\mathbb{R}^2} \Gamma(x - y, \sqrt{\zeta})g(y)dy = -\int_{\mathcal{K}} \Gamma(x - y, \sqrt{\zeta})g(y)dy,
\]
where \(\mathcal{K} = \{R + 1 \leq |x| \leq R + 2\} \cup \text{supp}(f)\) is a compact set in \(\Omega\). We want to estimate
\[
\|\varphi u\|^2_{H^{1, -\nu}(\Omega)} = \int_\Omega \varphi^2(\varphi u)^2 + |\nabla(\varphi u)|^2 dx.
\]
In view of (4.6) and using (ii) of Lemma 4.3 and (4.2), we immediately have that

$$\int_{\Omega} \varrho^2 |\varphi u|^2 dx \leq c_1 \int_{\Omega} |g|^2 dx. \quad (4.7)$$

Next, let $K_0$ be a bounded open neighborhood of $K$. Then

$$\int_{\Omega} \varrho^2 |\nabla (\varphi u)|^2 dx = \int_{\Omega} \varrho^2 \left| \int_{K} \nabla_x \Gamma(x-y, \sqrt{\zeta}) g(y) dy \right|^2 dx$$

$$= \int_{\Omega \setminus K_0} \varrho^2 \left| \int_{K} \nabla_{\zeta} \Gamma(x-y, \sqrt{\zeta}) g(y) dy \right|^2 dx$$

$$\quad + \int_{K_0} \varrho^2 \left| \int_{K} \nabla_y \Gamma(x-y, \sqrt{\zeta}) g(y) dy \right|^2 dx$$

$$=: I + II. \quad (4.8)$$

Using (ii) of Lemma 4.3 again, we get that

$$I \leq c_2 \int_{\Omega} |g|^2 dx. \quad (4.9)$$

On the other hand, we can estimate

$$II \leq c_3 \int_{K_0} \int_{K_0} |x-y|^{-1} g(y) dy dx$$

$$\leq c_3 \int_{K_0} \left( \int_{K_0} |g(y)|^2 |x-y|^{-1} dy \right) \left( \int_{K_0} |x-y|^{-1} dy \right) dx$$

$$\leq c_4 \int_{K_0} \int_{K_0} |g(y)|^2 |x-y|^{-1} dxdy$$

$$\leq c_5 \int_{K_0} |g(y)|^2 dy$$

$$\leq c_5 \int_{\Omega} |g|^2 dy. \quad (4.10)$$

Combining (4.7), (4.8), (4.9), and (4.10) yields

$$\|\varphi u\|_{H^{1-s}(\Omega)} \leq c_6 \|g\|_{L^2(\Omega)}$$

and therefore

$$\|u\|_{H^{1-s}(\Omega)} \leq \|\varphi u\|_{H^{1-s}(\Omega)} + \|(1-\varphi)u\|_{H^{1-s}(\Omega)} \leq c\tau (\|u\|_{H^1(\Omega;R^2)} + \|f\|_{L^2(\Omega)}). \quad (4.11)$$

Now let $\tilde{\varphi}(x) \in C_0^\infty(\mathbb{R}^2)$ be a real-valued function with $\text{supp} (\tilde{\varphi}) \subset \{|x| < R+3\}$ and $\tilde{\varphi}(x) = 1$ on $\{|x| \leq R+2\}$. Then by Korn’s inequality and the strong convexity
condition, we get that
\begin{equation}
\|
abla u\|^2_{L^2(\Omega_{R+2})} \leq \|
abla(\tilde{\varphi} u)\|^2_{L^2(\Omega)} \leq c_8 B(\tilde{\varphi} u, \tilde{\varphi} u)
\end{equation}
\begin{align*}
&= c_8 \int \sum_{ijkl} C_{ijkl}(x) \partial_i(\tilde{\varphi} u_k) \partial_j(\tilde{\varphi} u_i) dx \\
&= c_8 \int \sum_{ijkl} C_{ijkl}(x) \{ \partial_i \tilde{\varphi} \partial_j \tilde{\varphi} u_k \partial_j + \tilde{\varphi} \partial_i \tilde{\varphi} u_k \partial_j + \tilde{\varphi} \partial_j \tilde{\varphi} u_k \partial_i + \tilde{\varphi}^2 \partial_i \partial_j u_k \partial_j \} dx \\
&= c_8 \int \sum_{ijkl} C_{ijkl}(x) \partial_i \tilde{\varphi} \partial_j \tilde{\varphi} u_k \partial_j dx + c_8/2 \int \sum_{ijkl} C_{ijkl}(x) \partial_i u_k \partial_j(\tilde{\varphi}^2 u_i) dx \\
&+ c_8/2 \int \sum_{ijkl} \partial_i(\tilde{\varphi}^2 u_k) C_{ijkl}(x) \partial_j u_i dx \\
&= c_8 \int \sum_{ijkl} C_{ijkl}(x) \partial_i \tilde{\varphi} \partial_j \tilde{\varphi} u_k \partial_j dx + c_8/2(\zeta u + f, \tilde{\varphi}^2 u) + c_8/2(\tilde{\varphi}^2 u, \zeta u + f) \\
&\leq c_9(\|u\|^2_{L^2(\Omega_{R+3})} + \|f\|^2_{L^2(\Omega_{R+3})}).
\end{align*}
Substituting (4.12) into (4.11) immediately gives (4.4). \hfill \Box

Remark 4.6. Using (i) of Lemma 4.3, we can replace \(\|u\|_{H^{1,-\epsilon}(\Omega)}\) by \(\|u\|_{H^{1}(\Omega)}\) on the left-hand side of (4.4) and the estimate is uniform with respect to \(\zeta \in \Lambda^\epsilon_0\) with \(\epsilon_0 > 0\).

Remark 4.7. Lemma 4.5 is also valid for the Neumann problem \(\mathcal{L}^N\). The boundary data only play a role in (4.12), which is satisfied for zero Neumann data. Also, we use Korn’s (second) inequality in this case. Consequently, we get an extra term \(\|\tilde{\varphi} u\|^2_{L^2(\Omega)},\) but it does not affect the estimate (4.4).

Now we are ready to prove Theorem 4.1.

Proof of Theorem 4.1. We prove this theorem by a contradictory argument. The similar approach was also used in [2] and [10]. Let the theorem be not true. Then there exist two sequences \(\{\mu_n\}, \{\mu'_n\} \subset Q^+\) such that
\[|\mu_n - \mu'_n| < \frac{1}{n}\] and \(\|\mathcal{R}(\mu_n) f - \mathcal{R}(\mu'_n) f\|_{H^{1,-\epsilon}(\Omega)} \geq c > 0\).

Assume that \(\mu_n \rightarrow \mu \in Q^+\). Denote \(u_n = \mathcal{R}(\mu_n) f\) and \(u'_n = \mathcal{R}(\mu'_n) f\). Since \(\mathcal{L}^D\) is self-adjoint, the resolvent \(\mathcal{R}(\zeta)\) with \(\text{Im}\zeta \neq 0\) is a bounded operator in \(L^2(\Omega)\). It is readily seen that \(u_n, u'_n \in H^1_0(\Omega) \subset H^1_{0-\epsilon}(\Omega)\). We first want to claim that
\begin{equation}
\sup_n \|u_n\|_{H^{1,-\epsilon}(\Omega)} < \infty.
\end{equation}

We give an indirect proof of (4.13). Suppose that (4.13) does not hold. Then there exists a subsequence of \(\{u_n\}\), still denoted by \(\{u_n\}\), such that
\[\lim_{n \rightarrow \infty} \|u_n\|_{H^{1,-\epsilon}(\Omega)} = \infty.\]

Define \(w_n = u_n/\|u_n\|_{H^{1,-\epsilon}(\Omega)}\), so \(\|w_n\|_{H^{1,-\epsilon}(\Omega)} = 1\). Therefore, by Rellich’s compactness theorem, there exists a subsequence of \(\{w_n\}\), denoted by \(\{w_n\}\) as well, such that
\[w_n \rightarrow w\quad\text{in}\quad L^2(\Omega_{R_1}).\]
Also, \( w_n \) solves
\[
\mathcal{L}^D w_n - \mu_n w_n = f / \| u_n \|_{H^1(\Omega)} =: f_n,
\]
where \( \text{supp}(f_n) = \text{supp}(f) \). By choosing \( R_1 > R' \) with \( R' \) given in Lemma 4.5 and using Lemma 4.3, we obtain that \( \| w_n - w \|_{H^1(\Omega)} \to 0 \) and \( w \in H^1_{0}\right)\} \). Moreover, for any \( \varphi(x) \in C^\infty(\Omega) \), we have that
\[
B(w, \varphi) - \mu(w, \varphi) = \lim_{n \to \infty} B(w_n, \varphi) - \mu_n(w_n, \varphi) = \lim_{n \to \infty} (f_n, \varphi) = 0.
\]
In other words, \( w \) satisfies
\[
\mathcal{L}^D w - \mu w = 0.
\]
Now if \( \text{Im} \mu \neq 0 \), then \( \| w_n - w \|_{H^1} \to 0 \) and \( w \in H^1_0(\Omega) \) (see Remark 4.6), i.e. \( w \in \mathcal{D}(\mathcal{L}^D) \). Hence \( w \) must be zero. This leads to a contradiction since
\[
\| w \|_{H^1(\Omega)} = \lim_{n \to \infty} w_n \|_{H^1(\Omega)} = 1.
\]
On the other hand, for the case \( \text{Im} \mu = 0 \), we aim to show that \( w \) satisfies the radiation conditions. To this end, let \( \text{supp}(f) \subset \{|x| < R_2 \} \) for some \( R_2 > 0 \) and \( \varsigma(x) = C^\infty(\mathbb{R}^2) \) satisfy
\[
\varsigma(x) = \begin{cases} 0 & \text{in } \{|x| \leq R_2\}, \\ 1 & \text{in } \{|x| > R_2 + 1\}. \end{cases}
\]
Doing the same computations as in (4.5), we can deduce that
\[
-\mathcal{L}(\varsigma w_n) - \mu_n(\varsigma w_n) = g(x, w_n, \nabla w_n) \quad \text{in } \mathbb{R}^2,
\]
where \( g(x, w_n, \nabla w_n) \) contains \( \partial^\nu w_n(x) \) for \( |\nu| \leq 1 \) and is supported in \( \{ R_1 \leq |x| \leq R_1 + 1 \} =: K \) (see the right-hand side of (4.3)). Note that \( g \) does not involve \( f_n \) since \( \varsigma f_n = 0 \). Therefore, \( \varsigma w_n \) can be represented by
\[
\varsigma w_n(x) = -\int_K \Gamma(x - y, \sqrt{\mu_n}) g(y, w_n(y), \nabla w_n(y)) dy.
\]
Clearly, \( g(x, w_n, \nabla w_n) \to g(x, w, \nabla w) \) in \( L^2(K) \). Recall that \( \Gamma(x, \sqrt{\mu_n}) \) converges to \( \Gamma_+(x, \sqrt{\mu}) \) uniformly in \( |x| > a > 0 \) (see (i) of Theorem 2.1). Therefore, taking \( n \to \infty \) in (4.10) gives
\[
w(x) = \varsigma w(x) = -\int_K \Gamma_+(x - y, \sqrt{\mu}) g(y, w(y), \nabla w(y)) dy
\]
for any \( x \in \{|x| > R_2 + 2\} \). Now it is easy to see that \( w(x) \) satisfies the radiation conditions (2.5). That is, \( w(x) \) is an outgoing radiation solution of (4.15). By the uniqueness theorem, we obtain \( w(x) = 0 \), which is impossible since \( \| w \|_{H^1(\Omega)} = 1 \). Thus, (4.13) holds. Likewise, we can show
\[
\sup_n \| u_n \|_{H^1(\Omega)} < \infty.
\]
In view of (4.13), (4.17) and using Rellich’s compactness theorem and Lemma 4.5 again, we can prove that there exist \( u, u' \in H^1_{0}\right)\} \). Therefore, we
\[
\| u_n - u \|_{H^1(\Omega)} \to 0 \quad \text{and} \quad \| u'_n - u' \|_{H^1(\Omega)} \to 0,
\]
where, as usual, \( \{u_n\} \) and \( \{u'_n\} \) represent subsequences. Going over the same arguments as above, we immediately obtain that \( u \) and \( u' \) are solutions of \( \mathcal{L}^D u - \mu u = f \) and satisfy the outgoing radiation conditions if \( \text{Im} \mu = 0 \). Therefore, we
must have \( u = u' \). But this is not possible since \( \|u - u'\|_{H^1_0(\Omega)} \geq c > 0 \). The proof of Theorem 4.1 is now complete. \( \square \)

From Theorem 4.1 and its proof, we immediately have that

**Corollary 4.8.** There exists an outgoing (incoming) radiation solution to the exterior Dirichlet or Neumann boundary value problem for \( f \in L^2_0(\Omega) \).

## 5. Discussion of the spectrum of \( \mathcal{L}^D \) and \( \mathcal{L}^N \)

With the help of the limiting absorption principle, we want to show that all spectrum of \( \mathcal{L}^D \) and \( \mathcal{L}^N \) are absolutely continuous spectrum. It suffices to prove that \( \mathcal{H}_{ac}^D = L^2(\Omega) \) and \( \mathcal{H}_{ac}^N = L^2(\Omega) \), where \( \mathcal{H}_{ac}^D \) and \( \mathcal{H}_{ac}^N \) are called the subspaces of absolute continuity of \( \mathcal{L}^D \) and \( \mathcal{L}^N \), respectively. We refer to [3] for the definition and other properties of the subspace of absolute continuity.

To begin, we observe that \( s(\mathcal{L}^D) \subset \mathbb{R} \) and \( s(\mathcal{L}^N) \subset \mathbb{R} \) because they are self-adjoint. Here and below, \( s(\cdot) \) denotes the spectrum of the operator. Now let \( -\lambda < 0 \). Then we get from Korn’s inequality that for \( u \in H_0^1(\Omega) \)

\[
B(u, u) + \lambda \|u\|^2_{L^2(\Omega)} \geq c \sum_{|\nu|=1} \|\partial^\nu u\|^2_{L^2(\Omega)} + \lambda \|u\|^2_{L^2(\Omega)} \geq \min\{c, \lambda\} \|u\|^2_{H^1(\Omega)},
\]

which implies \( s(\mathcal{L}^D) \subset [0, \infty) \). Similarly, using Korn’s inequality for \( u \in H^1(\Omega) \), we can derive

\[
B(u, u) + \lambda \|u\|^2_{L^2(\Omega)} \geq \varepsilon (c' \|u\|^2_{H^1(\Omega)} - c'' \|u\|^2_{L^2(\Omega)}) + \lambda \|u\|^2_{L^2(\Omega)}
= \varepsilon c' \|u\|^2_{H^1(\Omega)} + (\lambda - \varepsilon c'') \|u\|^2_{L^2(\Omega)},
\]

where \( c' > 0, c'' > 0, \) and \( 0 < \varepsilon < 1 \). Taking \( \varepsilon \) sufficiently small so that \( \lambda - \varepsilon c'' > 0 \), we obtain \( s(\mathcal{L}^N) \subset [0, \infty) \).

**Theorem 5.1.** \( \mathcal{H}_{ac}^D = \mathcal{H}_{ac}^N = L^2(\Omega) \) and \( s_{ac}(\mathcal{L}^D) = s_{ac}(\mathcal{L}^N) = [0, \infty) \). Here \( s_{ac}(\cdot) \) denotes the absolutely continuous spectrum of the operator.

**Proof.** We will prove this theorem for \( \mathcal{L}^D \). The proof for \( \mathcal{L}^N \) is similar. To show \( \mathcal{H}_{ac}^D = L^2(\Omega) \), it suffices to prove that \( f \in L^2(\Omega) \) belongs to \( \mathcal{H}_{ac}^D \) since \( \mathcal{H}_{ac}^D \) is closed in \( L^2(\Omega) \) and \( L^2(\Omega) \) is dense in \( L^2(\Omega) \).

Now let \( \{E(\lambda)\} \) be the spectral family for the self-adjoint operator \( \mathcal{L}^D \). Then \( E(\lambda) \) satisfies

(a) \( E(\lambda) = \lim_{\varepsilon \to 0^+} E(\lambda + \varepsilon) = E(\lambda + 0) \);
(b) \( E(-0) = \lim_{\lambda \to -0} E(\lambda) = 0 \), for \( s(\mathcal{L}^D) \subset [0, \infty) \);
(c) \( (E(\lambda)f, f) = \|E(\lambda)f\|^2_{L^2(\Omega)} \geq 0 \) is nondecreasing in \( \lambda \) and

\[
\lim_{\lambda \to \infty} \|E(\lambda)f\|^2_{L^2(\Omega)} = \|E(\infty)f\|^2_{L^2(\Omega)} = \|f\|^2_{L^2(\Omega)}
\]

(see [3]). Let \( \lambda > \lambda_0 > 0 \). Then by Stone’s formula we obtain that

\[
(5.1) \quad (\{E(\lambda) - E(\lambda_0)\}f, f) = \lim_{\varepsilon \to 0^+} \frac{1}{2\pi i} \int_{\lambda_0}^{\lambda} (\mathcal{R}(z + i\varepsilon) - \mathcal{R}(z - i\varepsilon))f, f)dz.
\]

Theorem 4.1 asserts that

\[
(\{\mathcal{R}(z + i\varepsilon) - \mathcal{R}(z - i\varepsilon)\}f, f) \to (\{\mathcal{R}^+(z) - \mathcal{R}^-(z)\}f, f)
\]
uniformly on \([\lambda_0, \lambda]\), where \(R^\pm(z) = \lim_{\varepsilon \to 0^+} R(z \pm i\varepsilon)\). Therefore, interchanging the limit and the integral in (5.1) gives

\[
(E(\lambda)f, f) = \frac{1}{2\pi} \int_{\lambda_0}^{\lambda} (R^+(z) - R^-(z)) f dz.
\]

Because the left-hand side of (5.2) is nonnegative, nondecreasing, and continuous in \(\lambda\), we can assume that

\[
(E(\lambda)f, f) = \frac{1}{2\pi} \int_{\lambda_0}^{\lambda} G(z) dz
\]

for some nonnegative function \(G(z)\). Taking \(\lambda_0 \to 0\) leads to

\[
(E(\lambda)f, f) = \frac{1}{2\pi} \int_{0}^{\lambda} G(z) dz \quad \forall \ \lambda \in \mathbb{R},
\]

and thus \((E(\lambda)f, f)\) is an absolutely continuous measure, i.e. \(f \in \mathcal{H}^D_{ac}\). As mentioned above, this implies \(\mathcal{H}^D_{ac} = L^2(\Omega)\). In other words, the subspace of singularity \(\mathcal{H}^D_s\) is \(\{0\}\) and we have \(s_{ac}(\mathcal{L}^D) = [0, \infty)\). □

**Corollary 5.2.** There exists no embedded eigenvalue for \(\mathcal{L}^D\) and \(\mathcal{L}^N\).
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