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Abstract. This paper is concerned with the inhomogeneous nonlinear Shrödinger equation (INLS-equation)

\[ iu_t + \Delta u + V(\epsilon x)|u|^p u = 0, \quad x \in \mathbb{R}^N. \]

In the critical and supercritical cases \( p \geq 4/N \), with \( N \geq 2 \), it is shown here that standing-wave solutions of (INLS-equation) on \( H^1(\mathbb{R}^N) \) perturbation are nonlinearly unstable or unstable by blow-up under certain conditions on the potential term \( V \) with a small \( \epsilon > 0 \).

1. Introduction

The nonlinear Schrödinger equation (NLS-equation henceforth)

\[ iu_t + \Delta u + |u|^p u = 0, \quad x \in \mathbb{R}^N, \quad t > 0, \]

arises in various physical contexts in the description of a nonlinear wave such as propagation of a laser beam, water waves at the free surface of an ideal fluid and plasma waves. In particular, it models the propagation of intense laser beams in a homogeneous bulk medium with a Kerr nonlinearity. It was suggested that stable high power propagation can be achieved in plasma by sending a preliminary laser beam that creates a channel with a reduced electron density, and thus reduces the nonlinearity inside the channel [5]. Under these conditions, beam propagation can be modeled, in the simplest case, by the following inhomogeneous nonlinear Schrödinger equation (INLS-equation in the sequel) of the form

\[ iu_t + \Delta u + V(\epsilon x)|u|^p u = 0, \quad x \in \mathbb{R}^N, \quad t > 0, \]

where \( N \geq 2 \) for \( 0 < p < \frac{4}{N-2} \) (\( N \geq 3 \)) and \( 0 < p < \infty \) (\( N = 2 \)). The solution \( u \) is the electric field in laser and optics, and \( V(\epsilon x) \) is proportional to the electron density with a small parameter \( \epsilon > 0 \).

The NLS-equation has been studied by many authors. It is easy to show the local existence of (1.1) [2, 6, 9] in \( H^1(\mathbb{R}^N) \). That is, there exists \( T > 0 \), such that (1.1) has a unique solution \( u \in C([0,T), H^1(\mathbb{R}^N)) \) with the initial data \( u_0 \in H^1 \).
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and such a $T$ satisfies either $T = \infty$, or

$$T < +\infty \quad \text{and} \quad \lim_{t \to T} \|u(t)\|_1 = +\infty,$$

where $\|\cdot\|_1$ is the norm in $H^1(\mathbb{R}^N)$.

Existence and nonexistence of blow-up solutions of the INLS-equation have been studied by Merle for certain types of inhomogeneities [11]. In particular, for the critical power $p = 4/N$, it is shown in [11] that the solution of (1.2) is globally well posed in $H^1$ with the $L_2$-norm of the initial data $u_0$ bounded by $\|\varphi_\omega\|_{2/\sqrt{N}}(0)$, where $\varphi_\omega$ is the unique radially symmetric solution of

$$\Delta \varphi_\omega - \omega \varphi_\omega + \varphi_\omega^{1+4/N} = 0,$$

where $\|\cdot\|_2$ is the norm of $L_2(\mathbb{R}^N)$. On the other hand, under certain conditions on $V$, Merle [11] showed the existence and lower $L_2$-bound of blow-up solutions. Stability of standing waves in the critical case was studied by Fibich and Wang in [4]. Their results indicated that stability of the standing waves depends on how its $L_2$-norm compares with $V^{N/2}(0)|R|_2^2$, where $R$ is the ground state solution of (1.7).

In this paper, attention is given principally to the instability and instability by blow-up of solutions of the INLS-equation. Suppose $V$ satisfies the following properties:

- $V$ is radially symmetric, $V(\epsilon x) = V(\epsilon r) \geq V_0 > 0$, $r = |x|$, $\epsilon > 0$,
- $(H_0)$ $V \in C^4 \cap L_\infty(\mathbb{R}^N)$, and $|V^{(i)}(r)| \leq c_0 \epsilon r$, $i = 1, 2, 3, 4$,

where $c_0$ is a constant and $V^{(i)}$ is the $i$th derivative of $V$.

It is easy to prove [15], as in the homogeneous case $V = V(0)$ ([2], [6], [9]), that the local existence and uniqueness of the solution of (1.2) $u \in C([0, T), H^1)$ with the initial data $u_0 \in H^1$, and such a time of existence $T$, satisfies either $T = \infty$ or $T < \infty$ and $\lim_{t \to T^-} \|u(t)\|_1 = \infty$.

**Notation.** As above and henceforth, we denote the norm of $L_p(\mathbb{R}^N)$ by $\|\cdot\|_p$ and the inner product of $L_2(\mathbb{R}^N)$ by $(\cdot, \cdot)$. We denote by $\|\cdot\|_s$ the norm of Sobolev space $H^s(\mathbb{R}^N)$. Here we employ the standard notation $H^s_r = \{u \in H^s, \quad u(x) = u(r), r = |x|\}$ with the norm $\|u\|_s$. We also denote the integral $\int_{\mathbb{R}^N} dx$ simply by $\int$.

By a standing wave, we mean a solution of (1.2) in the form $\psi(x, t) = e^{i\omega t} \varphi_\omega(r)$, where $\omega > 0$ and $\varphi_\omega \in H^1(\mathbb{R}^N)$. It readily follows that $\varphi_\omega$ must satisfy the elliptic equation

$$\Delta \varphi_\omega - \omega \varphi_\omega + V(\epsilon r)\varphi_\omega^{p+1} = 0,$$

where $\varphi_\omega(0) = 0$, and $\varphi_\omega(\pm \infty) = 0$.

The existence of positive solution $\varphi_\omega \in H^1$ which is called “ground state” has already been proved by Wang and Zeng [16] and Fibich and Wang [4].

**Proposition 1.1.** Assume $V$ satisfies the condition $(H_0)$. Let $\omega > 0$. Then there exists $\epsilon_0 > 0$ and a unique positive solution $\varphi_\omega$ in $H^1(\mathbb{R}^N)$ to (1.3) for $\forall \epsilon < \epsilon_0$. Moreover, $\varphi_\omega(r) \leq c_0 e^{-r/\sqrt{2}}, \forall \epsilon < \epsilon_0$ with some constant $c_0$.

**Proof.** See Fibich and Wang [4].
Equation (1.2) can be written in Hamiltonian form and has the invariants
\begin{equation}
E(u) = \int \frac{1}{2} \nabla u^2 - \frac{1}{p+2} V(\varepsilon r) |u|^{p+2}
\end{equation}
and
\begin{equation}
Q(u) = \frac{1}{2} \int |u|^2.
\end{equation}

Stability and instability of standing waves for NLS have been studied by many people [1, 3, 8, 12, 13, 14]. The natural definition of stability of standing waves is \textit{nonlinear stability (orbital)}.

**Definition 1.2.** The standing wave $\psi(x, t) = e^{i\omega t} \varphi_\omega(|x|)$ is nonlinearly stable if for every $\epsilon > 0$ there is a $\delta > 0$ such that $\inf_{\theta \in \mathbb{R}} \|u_0 - e^{i\theta} \varphi_\omega\|_1 < \delta$. Then (1.2) has a unique solution $u \in C([0, \infty); H^1(\mathbb{R}^N))$ with $u(0) = u_0 \in H^1(\mathbb{R}^N)$, and conserved $E(u(t)) = E(u_0)$ and $Q(u(t)) = Q(u_0)$ for all $t \geq 0$ such that
\[
\inf_{\theta \in \mathbb{R}} \|u(t) - e^{i\theta} \varphi_\omega\|_1 < \epsilon
\]
for $0 \leq t < \infty$. Otherwise $\psi = e^{i\omega t} \varphi_\omega$ is called nonlinearly \textit{unstable}.

It is interesting to compare the INLS-equation with the NLS-equation for instability results at the critical case $p = 4/N$. It is known that, at $p = 4/N$, the standing waves of the NLS-equation are strongly unstable [1, 11], i.e. the standing waves are unstable by blow-up in finite time. However, the stability or instability of standing waves for the INLS-equation really depends on the potential term $V$ in the nonlinearity.

In the critical case, $p = 4/N$, Fibich and Wang [4] obtained the stability result of the standing wave $\psi(r, t) = e^{i\omega t} \varphi_\omega$ by using the variational techniques [10, 12].

**Proposition 1.3 [4].** Let $p = 4/N$, and $\omega > 0$. If $V$ satisfies the assumption $(H_0)$ and
\begin{equation}
V(0)V^{(4)}(0) < G_N|V''(0)|^2,
\end{equation}
then $\psi(x, t) = e^{i\omega t} \varphi_\omega(r)$ is nonlinearly stable in $H^1(\mathbb{R}^N)$ for $\epsilon$ small enough, where
\[
G_N = \frac{6(N+2)}{N} \int_{\mathbb{R}^N} r^2 R^{\frac{N}{4}+1} L_0^{-1} \left( r^2 R^{\frac{N}{4}+1} \right),
\]
$R(r)$ is the ground state of
\begin{equation}
\Delta R - R + R^{1+4/N} = 0
\end{equation}
and $L_0 = \Delta - 1 + \left(1 + \frac{4}{N}\right) R^{1/N}$.

**Remark.** It was also shown in [4] numerically that $G_N < 0$ when $N = 2$. In fact, we prove in Section 3 that $G_N < 0$ for all $N \geq 2$. In this case, $V^{(4)}(0)$ is necessarily negative for stability of the standing waves.

Define a function $d(\omega)$ which plays a central role in stability and instability by
\begin{equation}
d(\omega) = E(\varphi_\omega) + \omega Q(\varphi_\omega).
\end{equation}
It is easy to see that the stability condition (1.6) is equivalent to the convexity of $d$, that is, $d''(\omega) > 0$. Notice that for the regular NLS, $d''(\omega) = 0$ in the critical case.

It is our purpose here to show instability of standing waves (Theorem 2.3) and strong instability (Theorem 2.5) for INLS or (1.2) in critical or supercritical cases.
The results complement those of Fibich and Wang [4] which dealt with the stability only in the critical case. In particular, our results show that in the critical case, a sufficient condition for instability is when $V^{(4)}(0) > 0$. It is not known what happens when $V^{(4)}(0)$ is negative but (1.6) is violated.

To establish the instability results in view, we are basically following the argument of Goncalves Rebeio [7] who studied the case of the nonlinear Schrödinger equation with external magnetic field. It is noted that INLS is different from NLS with the pure power nonlinearity, scaling and dilation technique does not give the description of action $d(\omega)$ explicitly. Thus, we cannot apply the Grillakis-Shatah-Strauss abstract formalism [8] or the Shatah-Strauss [11] techniques for instability. Using detailed analysis with variational characterization, we are able to construct unstable flow near the standing wave.

The plan of the paper is as follows. In Section 2, some variational properties of standing waves and the principal results of instability (Theorem 2.3) and strong unstable flow near the standing wave.

2. The Standing Waves and the Instability Results

We define functionals $L$, $I$ and $P$ in the following:

\begin{equation}
L(u) = E(u) + \omega Q(u) = \frac{1}{2} \int |\nabla u|^2 - \frac{1}{p+2} \int V(\varepsilon r)|u|^{p+2} + \frac{\omega}{2} \int |u|^2, \\
I(u) = \int |\nabla u|^2 - \int V(\varepsilon r)|u|^{p+2} + \omega \int |u|^2 \quad \text{and}
\end{equation}

\begin{equation}
P(u) = \int |\nabla u|^2 - \frac{1}{p+2} \int \left( \frac{pN}{2} V(\varepsilon r) - \varepsilon r V'(\varepsilon r) \right) |u|^{p+2}.
\end{equation}

Let $u^\lambda(x) = \lambda^{\frac{N}{p}} u(\lambda x)$. A simple computation shows that

\begin{equation}
\frac{d}{d\lambda} L(u^\lambda) = \frac{1}{\lambda} P(u^\lambda).
\end{equation}

On the other hand, the following virial identity can be easily verified [11]:

\begin{equation}
\frac{d^2}{dt^2} \int r^2 |u(r,t)|^2 = 8P(u),
\end{equation}

where $u$ is the solution of INLS with the initial data in the space

\[ \Sigma = \{ u \in H^1_1(\mathbb{R}^N), \quad ru \in L_2(\mathbb{R}^N) \}. \]

The proof of (2.5) for classical solutions is given by Glassey (referenced in [11]).

\textbf{Lemma 2.1.} If $\varphi_\omega$ is a positive solution of (1.3), then $L(\varphi_\omega) = \inf \{ L(u), u \neq 0, L_u'(u) = 0 \}$ and the following Pohozaev identities hold, i.e. $P(\varphi_\omega) = 0$ and $L_\omega(\varphi_\omega) = 0$.

\textbf{Proof.} The proof of the first part of the lemma can be found in [4]. For the Pohozaev identities, define $\varphi_\lambda^\omega = \lambda^{N/2} \varphi_\omega(\lambda r)$ with $\lambda > 0$. Then one obtains that

\[ P(\varphi_\omega) = \frac{d}{d\lambda} L(\varphi_\lambda^\omega) \big|_{\lambda=1} = \langle L'(\varphi_\omega), \frac{d\varphi_\lambda^\omega}{d\lambda} \big|_{\lambda=1} \rangle = 0. \]

Similarly, we can prove $I(\varphi_\omega) = 0$ by $\phi_\lambda^\omega(x) = \lambda \varphi_\omega(r)$. 

\[ \mathrm{If} \quad \varphi_\omega \mathrm{is} \quad \mathrm{a} \quad \mathrm{positive} \quad \mathrm{solution} \quad \mathrm{of} \quad (1.3), \quad \mathrm{then} \quad L(\varphi_\omega) = \inf \{ L(u), u \neq 0, L_u'(u) = 0 \} \quad \mathrm{and} \quad \mathrm{the} \quad \mathrm{following} \quad \mathrm{Pohozaev} \quad \mathrm{identities} \quad \mathrm{hold}, \quad \mathrm{i.e.} \quad P(\varphi_\omega) = 0 \quad \mathrm{and} \quad L_\omega(\varphi_\omega) = 0. \]
Lemma 2.2.

\begin{equation}
\tag{2.6}
d(\omega) = \inf \{L(u); \ u \neq 0, \ u \in H^1_\omega(\mathbb{R}^N), \ I(u) = 0\},
\end{equation}

where $L(u)$ and $I(u)$ are defined in (2.1) and (2.2), respectively.

Recall $d(\omega) = E(\Phi_\omega) + \omega Q(\Phi_\omega) = L(\Phi_\omega)$ defined in (1.8).

Proof. Define

\begin{equation}
\tag{2.7}
d_0 = \inf \{L(u); \ u \neq 0, \ u \in H^1_\omega(\mathbb{R}^N), \ I(u) = 0\}.
\end{equation}

First it is observed that there is some $u \in H^1_\omega(\mathbb{R}^N)$ such that $I(u) = 0$. Indeed, if $I(u) < 0$, then we set $u^\lambda = \lambda^{N/2}u(\lambda r)$ and it follows that

\begin{equation}
\tag{2.8}
I(u^\lambda) = \omega \int |u|^2 + \lambda^2 \int |\nabla u|^2 - \lambda^{N/2} \int V\left(\frac{\lambda r}{\lambda}\right)|u|^{p+2}.
\end{equation}

Since $I(u^\lambda) > 0$, as $\lambda \to 0$ and $I(u^0) = I(u) < 0$, there exists some $\lambda_0 \in (0,1)$ such that $I(u^\lambda_0) = 0$ by the continuity of $I$ at $\lambda$. Next suppose $\{u_n\} \subset H^1_\omega$ is a minimizing sequence of (2.7) with $I(u_n) = 0$ and $\lim_{n \to \infty} L(u_n) = d(\omega)$. We can assume that $u_n \geq 0$. Otherwise we can consider $u^+_n = \max\{u_n, 0\} \geq 0$. It is clear that the problem (2.7) is equivalent to

\begin{equation}
\tag{2.9}
d(\omega) = \inf \left\{ \left(\frac{1}{2} - \frac{1}{p+2}\right) \int |\nabla u|^2 + \omega |u|^2; \ u \neq 0, \ u \in H^1_\omega(\mathbb{R}^N), \ I(u) = 0 \right\}
\end{equation}

It follows from (2.9) that $u_n$ is bounded in $H^1_\omega(\mathbb{R}^N)$. Therefore there exists a subsequence, denoted again by $u_n$, such that $u_n \rightharpoonup u_0 \in L^p(\mathbb{R}^N)$ weakly. By the following compact embedding (Strauss’ Lemma): $H^1_\omega(\mathbb{R}^N) \hookrightarrow L^p(\mathbb{R}^N)$ for $N \geq 2$, we get $u_n \to u_0$ strongly in $L^{p+2}(\mathbb{R}^N)$ after choosing some subsequence.

Now we claim $u_0 \neq 0$. In fact, by Gagliardo-Nirenberg inequality and $I(u_n) = 0$,

\begin{align*}
|u_n|^{p+2}_{p+2} &\leq C_{p,N} |\nabla u_n|_2^{\frac{2N}{N-2}} |u_n|_2^{\frac{4(p+2)(N-2)}{p+2}} \\
&\leq C_{p,N,\omega} |\nabla u_n|_2^{p+2}.
\end{align*}

This implies $|u_n|_{p+2} \geq C_{p,N,\omega} > 0$. Therefore it follows from the strong limit $u_n \to u_0$ in $L^{p+2}(\mathbb{R}^N)$ that $u_0 \neq 0$. By the lower-semicontinuity, one obtains

\begin{align}
\liminf_{n \to \infty} \left(\frac{1}{2} - \frac{1}{p+2}\right) \int |\nabla u_n|^2 + \omega |u_n|^2 &\geq \left(\frac{1}{2} - \frac{1}{p+2}\right) \int |\nabla u_0|^2 + \omega |u_0|^2 \\
\lim_{n \to \infty} L(u_n) &\leq \lim_{n \to \infty} \int |\nabla u_n|^2 + \omega |u_n|^2 - V(\epsilon r)|u_n|^2 = 0.
\end{align}

If $I(u_0) < 0$, we choose $u^\lambda_0 = \lambda^{N/2}u_0(\lambda r)$ with $\lambda \in (0,1)$ such that $I(u^\lambda_0) = 0$. It follows from (2.10) that

\begin{align}
\tag{2.10}
L(u^\lambda_0) &= \left(\frac{1}{2} - \frac{1}{p+2}\right) \int \lambda^2 |\nabla u_0|^2 + \omega |u_0|^2 \\
&< \left(\frac{1}{2} - \frac{1}{p+2}\right) \int |\nabla u_0|^2 + \omega |u_0|^2 \leq d_0
\end{align}
which contradicts the definition of \( d_0 \). Consequently we have \( I(u_0) = 0 \) and \( L(u_0) = d_0 \).

By Lagrange-Euler equation, there exists a Lagrange multiplier \( \theta \) such that
\[
L'(u_0) + \theta L'(u_0) = 0
\]
and
\[
(L'(u_0), u_0) + \theta (I'(u_0), u_0) = 0.
\]
Since \( I(u_0) = (L'(u_0), u_0) = 0 \), it follows from (2.13) that
\[
\theta \int V(\epsilon r)|u_0|^{p+2} = 0.
\]

It is concluded that \( \theta = 0 \) because \( u_0 \neq 0 \). Therefore \( u_0 \) solves the equation \( L'(u_0) = 0 \), that is, \( u_0 \) is the positive solution of (1.3) in \( H^1_+(\mathbb{R}^N) \). By the uniqueness of the solution of (1.3) in \( H^1_+(\mathbb{R}^N) \), \( u_0 = \varphi_\omega \) and \( d_0 = d(\omega) \). This completes the proof of Lemma 2.2.

One of the main results of the present paper is the nonlinear instability of standing waves in \( H^1(\mathbb{R}^N) \). It is stated as follows.

**Theorem 2.3 (Instability).** Assume \( (H_0) \) holds. Let \( \omega > 0 \) and let \( \varphi_{\omega} \) be the ground-state solution of (1.3). If \( \partial^2_l E(\varphi_{\omega})|_{\lambda=1} < 0 \), then \( \psi(r,t) = e^{i\omega t}\varphi_{\omega}(r) \) is nonlinearly unstable in \( H^1 \), where \( \varphi_{\lambda}(r) = \lambda^{\frac{N}{2}}\varphi_{\omega}(\lambda r), \lambda > 0 \), and \( r = |x| \).

**Corollary 2.4.** Assume \( (H_0) \) holds. Let \( \omega > 0 \). Then there exists a \( \varepsilon > 0 \) such that for any \( 0 < \varepsilon < \varepsilon_0 \), \( \partial^2_l E(\varphi_{\omega})|_{\lambda=1} < 0 \), if
a) \( p > 4/N \), or
b) \( p = 4/N \) and \( V^{(4)}(0) > 0 \).

Therefore, in either case, \( \psi = e^{i\omega t}\varphi_{\omega}(r) \) is nonlinearly unstable in \( H^1 \).

Furthermore, using the virial identity (2.5) with detailed analysis for invariant sets, we are able to show the following result of strong instability.

**Theorem 2.5 (Instability by blow up).** Assume \( (H_0) \) holds. Let \( \omega > 0 \). If \( V \) satisfies the conditions
a) \( p = 4/N \): \( V^{(4)}(0) > 0 \) or
b) \( p > 4/N \): \( \text{either } V''(0) < 0 \text{ or } V''(0) = 0, V^{(4)}(0) > 0 \) with \( p < 8/N \),
then the standing wave \( \psi = e^{i\omega t}\varphi_{\omega}(r) \) is nonlinearly unstable in the following sense. For any \( \delta > 0 \), there exists \( T < +\infty \) and a function \( u_0 \in H^1(\mathbb{R}^N) \) with \( \|u_0 - \varphi_{\omega}\|_1 < \delta \), such that the solution \( u \) of (1.2) with \( u(0) = u_0 \) satisfies
\[
\lim_{t \to T} \|\nabla u(t)\|_2 = +\infty.
\]

3. Nonlinear instability

In this section, we give a proof of our main results stated above. The proof is basically following the argument of Goncalves Rebeiro \([7]\), which is a detour of the Grillakis-Shatah-Strauss formalism \([8]\). If dilation and scaling would yield the \( \omega \)-variable trajectory, the convexity of concavity separates stability from instability by the action \( d(\omega) \). However, in the present case, such trajectory cannot be obtained by scaling and dilation because of the inhomogeneous nonlinearities.
For \( \epsilon_0 > 0 \), define a tubular neighborhood around the orbit \( \{ e^{i\theta} \varphi_\omega; \theta \in \mathbb{R} \} \) by
\[
U_{\epsilon_0}(\varphi_\omega) = \left\{ v \in H^1_0(\mathbb{R}^N); \inf_{\theta \in \mathbb{R}} \| v - e^{i\theta} \varphi_\omega \|_1 < \epsilon_0 \right\}.
\]
The proof of Theorem 2.3 is approached via a series of lemmas.

**Lemma 3.1.** If \( \partial_\lambda^2 E(\varphi_\omega^\lambda)|_{\lambda=1} < 0 \), where \( \varphi_\omega^\lambda = \lambda \mathcal{L} \varphi_\omega(\lambda x) \) with \( \lambda > 0 \), then there exist \( \epsilon_0 > 0 \), \( \delta_0 > 0 \) and a mapping \( \lambda : U_{\epsilon_0}(\varphi_\omega) \to (1 - \delta_0, 1 + \delta_0) \) such that
\[
(3.2) \quad I(v^{\lambda(\epsilon)}) = 0 \quad \forall v \in U_{\epsilon_0}(\varphi_\omega),
\]
where \( v^\lambda = \lambda \mathcal{L} v(\lambda x) \) and \( I(u) \) is defined in (2.2) i.e.
\[
I(u) = \int |\nabla u|^2 - \int V(\varepsilon r)|u|^{p+2} + \omega \int |u|^2.
\]

**Proof.** A simple calculation shows that
\[
\frac{\partial}{\partial \lambda} I(u^\lambda) \bigg|_{\lambda=1, v^\lambda = \varphi_\omega} = \left\langle I'(\varphi_\omega), \frac{\partial \varphi_\omega^\lambda}{\partial \lambda} \right|_{\lambda=1} \right\rangle = \langle I'_\omega(\varphi_\omega), \Phi_\omega \rangle,
\]
where \( \Phi_\omega = \frac{\partial \varphi_\omega^\lambda}{\partial \lambda}. \)

Note that \( \langle I'(\varphi_\omega), \Phi_\omega \rangle \neq 0 \). Indeed, if \( \langle I'_\omega(\varphi_\omega), \Phi_\omega \rangle = 0 \), then \( \Phi_\omega \) would be tangent to \( S \) at \( \varphi_\omega \), where
\[
S = \left\{ u \in H^1_0(\mathbb{R}^N); \quad u \neq 0, I(u) = 0 \right\}.
\]
In this case, \( \langle L'_\omega(\varphi_\omega)\Phi_\omega, \Phi_\omega \rangle \geq 0 \) since \( \varphi_\omega \) minimizes \( L(u) \) on \( S \) by Lemma 2.2. This leads to a contradiction of the assumption
\[
\partial_\lambda^2 E(\varphi_\omega^\lambda) \bigg|_{\lambda=1} = \langle L''(\varphi_\omega)\Phi_\omega, \Phi_\omega \rangle < 0,
\]
where \( \partial_\lambda E(\varphi_\omega^\lambda)|_{\lambda=1} = \langle L'(\varphi_\omega), \Phi_\omega \rangle = 0. \)

The result is then obtained by the implicit function theorem with
\[
I(v^\lambda) \bigg|_{\lambda=1, v^\lambda = \varphi_\omega} = I(\varphi_\omega) = 0.
\]
This completes the proof of Lemma 3.1. \( \square \)

**Lemma 3.2.** If \( \partial_\lambda^2 E(\varphi_\omega^\lambda)|_{\lambda=1} < 0 \), then there exist \( \epsilon_1 > 0 \) and \( \delta_1 > 0 \) with the following property: for any \( v \in U_{\epsilon_1}(\varphi_\omega) \) satisfying \( |v|_2 = |\varphi_\omega|_2 \), there exists \( \lambda(v) \in (1 - \delta_1, 1 + \delta_1) \) such that
\[
(3.3) \quad E(\varphi_\omega) < E(v) + (\lambda(v) - 1)P(v),
\]
where \( P(v) \) is defined in (2.3).

**Proof.** From the assumption \( \partial_\lambda^2 E(\varphi_\omega^\lambda)|_{\lambda=1} < 0 \) and the continuity of \( \partial_\lambda^2 E(v^\lambda) \) in \( \lambda \) and \( v \), there exist \( \epsilon_1 > 0 \) and \( \delta_1 > 0 \) such that \( \partial_\lambda^2 E(v^\lambda) < 0 \) for all \( \lambda \in (1 - \delta_1, 1 + \delta_1) \) and \( v \in U_{\epsilon_1}(\varphi_\omega) \). Since \( \partial_\lambda E(v^\lambda)|_{\lambda=1} = \frac{1}{\lambda} P(v^\lambda)|_{\lambda=1} = P(v) \), the Taylor expansion at \( \lambda = 1 \) gives
\[
(3.4) \quad E(v^\lambda) < E(v) + (\lambda - 1)P(v)
\]
for \( \lambda \in (1 - \delta_1, 1 + \delta_1) \) and \( v \in U_{\epsilon_1}(\varphi_\omega) \).

By Lemma 3.1, we can take \( \delta_1 > 0, \epsilon_1 > 0 \) such that \( \delta_1 < \delta_0, \epsilon_1 < \epsilon_0 \) small enough so that there exists \( \lambda(v) \in (1 - \delta_1, 1 + \delta_1) \), and \( I(v^{\lambda(v)}) = 0 \) for any
v ∈ U_{ε_1}(ϕ_ω). Furthermore, from Lemma 2.2 if \(|v|_2 = |ϕ_ω|_2\) such that \(I(v^λ) = 0\), then one obtains from the fact that \(Q(v^λ) = Q(v)\) that

\[
E(v^λ) = L(v^λ) - \omega Q(v^λ) \geq L(ϕ_ω) - \omega Q(v)
\]

(3.5) \(= L(ϕ_ω) - \omega Q(ϕ_ω) = E(ϕ_ω)\).

Therefore, from (3.4) and (3.5), we obtain (3.3). This completes the proof of Lemma 3.2.

We next define

\[A = \{v ∈ U_{ε_1}(ϕ_ω), \ E(v) < E(ϕ_ω), |v|_2 = |ϕ_ω|_2, P(v) < 0\}.\]

For any \(u_0 \in U_{ε_1}(ϕ_ω)\), we define the exit time from \(U_{ε_1}(ϕ_ω)\) as follows:

\[T(u_0) = \sup \{T > 0 : u(t) ∈ U_{ε_1}(ϕ_ω), \ 0 ≤ t < T\},\]

where \(u(t)\) is the solution of (1.2).

**Lemma 3.3.** If \(\partial^2_λ^2 E(ϕ_λ^κ)|_λ = 1 < 0\), then for any \(u_0 \in A\), there exists \(δ_0 = δ_0(u_0) > 0\) such that \(P(u(t)) < -δ_0\) for \(0 ≤ t < T(u_0)\).

**Proof.** For \(u_0 ∈ A\), let \(δ_2 = E(ϕ_ω) - E(u_0) > 0\). From Lemma 3.2 and the conservation laws \(E(u(t)) = E(u_0)\) and \(Q(u(t)) = Q(u_0)\), we have

\[
0 < δ_2 < (λ(u(t)) - 1)P(u(t)), \quad 0 ≤ t < T(u_0).
\]

Thus, \(P(u(t)) \neq 0\) for \(0 ≤ t < T(u_0)\) and \(|λ(u(t)) - 1| < δ_1\). Since the mapping \(t \mapsto P(u(t))\) is continuous and \(P(u_0) < 0\), we have \(P(u(t)) < 0\) by (3.6) for \(0 ≤ t < T(u_0)\). It follows from (3.6) that

\[
-δ_1 < λ(u(t)) - 1 < 0, \quad 0 ≤ t < T(u_0),
\]

\[
-P(u(t)) > \frac{δ_2}{1 - λ(u(t))} ≥ \frac{δ_2}{δ_1}, \quad 0 ≤ t < T(u_0).
\]

Taking \(δ_0 = \frac{δ_2}{δ_1}\), the proof of Lemma 3.3 is completed.

Now we are in a position to prove Theorem 2.3.

**Proof of Theorem 2.3.** Since \(\partial^2_λ E(ϕ_λ^κ)|_λ = 1 = 0\), \(\partial^2_λ^2 E(ϕ_λ^κ)|_λ = 1 < 0\) and \(P(ϕ_λ^κ) = λ∂_λ^2 E(ϕ_λ^κ)\) with \(Q(ϕ_λ^κ) = Q(ϕ_ω)\), we have \(E(ϕ_λ^κ) < E(ϕ_ω)\) and \(P(ϕ_λ^κ) < 0\) for \(λ > 1\) sufficiently close to 1. Moreover, \(|ϕ_λ^κ|_2 = |ϕ_ω|_2\) and \(\|ϕ_λ^κ - ϕ_ω\|_1 → 0\) as \(λ → 1^+\), which implies \(ϕ_λ^κ ∈ A\) for \(λ → 1^+\).

By the exponential decay of \(ϕ_ω\) in \(r\), it is clear that \(∫ r^2 |ϕ_λ^κ(r)|^2 < ∞\). Hence it follows from the virial identity (2.5)

\[
\frac{d^2}{dt^2} \int r^2 |u_λ(t, r)|^2 = 8P(u_λ(t)) \quad 0 ≤ t < T(ϕ_λ^κ),
\]

where \(u_λ(t)\) is the solution of (1.2) with the initial data \(u_λ(0) = ϕ_λ^κ\). From Lemma 3.3, there exists \(δ_λ > 0\) such that

\[
P(u_λ(t)) < -δ_λ, \quad 0 ≤ t < T(ϕ_λ^κ).
\]

Hence from (3.7), (3.8) and the inequality \(|u|_2 ≤ \frac{2}{N} |∇u||ru|\), one can conclude that \(T(ϕ_λ^κ) < ∞\). The proof of Theorem 2.3 is now completed.
Proof of Corollary 2.4. We estimate $\partial_{\lambda}^2 E(\phi_\lambda^\lambda)$ at $\lambda = 1$ for small $\epsilon > 0$ in the following. First we observe from (2.3) that

$$P(\phi_\lambda^\lambda) = \lambda^2 \int |\nabla \phi|^2 - \frac{\lambda^{\frac{pN}{2}}}{p+2} \int \left( \frac{pN}{2} V \left( \frac{\epsilon r}{\lambda} \right) - V' \left( \frac{\epsilon r}{\lambda} \right) \frac{\epsilon r}{\lambda} \right) |\phi_\omega|^p \phi_\omega,$$

$$Q(\phi_\lambda^\lambda) = Q(\phi_\omega) = \frac{1}{2} \int |\phi_\omega|^2$$

and

$$\frac{\partial}{\partial \lambda} E(\phi_\lambda^\lambda) = \frac{\partial}{\partial \lambda} L(\phi_\lambda^\lambda) = \frac{1}{\lambda} P(\phi_\lambda^\lambda).$$

Hence

$$\frac{\partial^2}{\partial \lambda^2} E(\phi_\lambda^\lambda) \bigg|_{\lambda=1} = \frac{\partial^2}{\partial \lambda^2} L(\phi_\lambda^\lambda) \bigg|_{\lambda=1} = \left( -\frac{1}{\lambda^2} P(\phi_\lambda^\lambda) + \frac{1}{\lambda} \frac{\partial}{\partial \lambda} P(\phi_\lambda^\lambda) \right) \bigg|_{\lambda=1}$$

(3.9)

because $P(\phi_\lambda^\lambda) \big|_{\lambda=1} = P(\phi_\omega) = 0$. A direct calculation gives

$$\left. \frac{\partial}{\partial \lambda} P(\phi_\lambda^\lambda) \right|_{\lambda=1}$$

$$= 2 \left[ \int |\nabla \phi_\omega|^2 - \frac{pN}{4(p+2)} \int \left( \frac{pN}{2} V(\epsilon r) - V'(\epsilon r)(\epsilon r) \right) |\phi_\omega|^p \phi_\omega \right.$$

$$- \frac{1}{2(p+2)} \int \left( -\frac{pN}{2} V'(\epsilon r)(\epsilon r) + V'(\epsilon r)(\epsilon r) + V''(\epsilon r)(\epsilon r)^2 \right) |\phi_\omega|^p \phi_\omega \left. \right]$$

$$= 2 \int |\nabla \phi_\omega|^2 - \frac{1}{p+2} \int \left( \frac{(pN)^2}{4} V(\epsilon r) + (1 - pN)V'(\epsilon r)(\epsilon r) + V''(\epsilon r)(\epsilon r)^2 \right) |\phi_\omega|^p \phi_\omega.$$

(3.10)

On the other hand, from $P(\phi_\omega) = 0$, one obtains

$$|\nabla \phi_\omega|^2 = \frac{pN}{2(p+2)} \int V(\epsilon r)|\phi_\omega|^p + \frac{1}{p+2} \int \epsilon r V'(\epsilon r)|\phi_\omega|^p.$$

(3.11)

Therefore

$$\left. \frac{\partial^2}{\partial \lambda^2} E(\phi_\lambda^\lambda) \right|_{\lambda=1}$$

$$= \frac{1}{p+2} \int \left[ (2 - \frac{pN}{2}) \frac{pN}{2} V(\epsilon r) - (3 - pN)V'(\epsilon r)(\epsilon r) - \epsilon^2 r^2 V''(\epsilon r) \right] |\phi_\omega|^p \phi_\omega.$$
For a small $\epsilon > 0$, Taylor expansion shows that
\[
\left(2 - \frac{pN}{2}\right) \frac{pN}{2} V(\epsilon r) - (3 - pN)V'(\epsilon r)\epsilon r - \epsilon^2 r^2 V''(\epsilon r)
\]
\[
= \left(2 - \frac{pN}{2}\right) \frac{pN}{2} \left(V(0) + \frac{1}{2} V''(0)(\epsilon r)^2 + \frac{1}{4} V^{(4)}(0)(\epsilon r)^4\right)
\]
\[
- (3 - pN) \left(V''(0)(\epsilon r)^2 + \frac{1}{6} V^{(4)}(0)(\epsilon r)^4\right)
\]
\[
r - V''(0)(\epsilon r)^2 - \frac{1}{2} V^{(4)}(0)(\epsilon r)^4 + O((\epsilon r)^6)
\]
\[
= \left(2 - \frac{pN}{2}\right) \frac{pN}{2} V(0) + \left[\left(2 - \frac{pN}{2}\right) \frac{pN}{4} - (3 - pN) - 1\right] V''(0)(\epsilon r)^2
\]
\[
+ \left[\left(2 - \frac{pN}{2}\right) \frac{pN}{48} - \frac{1}{6}(3 - pN) - \frac{1}{2}\right] V^{(4)}(0)(\epsilon r)^4 + O((\epsilon r)^6)
\]
\[
= \left(2 - \frac{pN}{2}\right) \frac{pN}{2} V(0) + \frac{1}{2} \left(2 - \frac{pN}{2}\right) \left(\frac{pN}{2} - 4\right) V''(0)(\epsilon r)^2
\]
\[\text{(3.12)}\]
\[
+ \left[\left(2 - \frac{pN}{2}\right) \frac{pN}{48} - \frac{1}{3} \left(3 - \frac{pN}{2}\right)\right] V^{(4)}(0)(\epsilon r)^4 + O((\epsilon r)^6).
\]

By Proposition 1.1, \(\int O((\epsilon r)^6)|\varphi_\omega|^p \, dx = O(\epsilon^6)\), as \(\epsilon \to 0\). It follows from (3.12) that \(\frac{d^2}{d\lambda^2} E(\varphi_\lambda)|_{\lambda = 1} < 0 \iff \exists \epsilon_0 > 0\) for any \(0 < \epsilon < \epsilon_0\), either
(a) \(p > \frac{4}{3}\), or
(b) \(p = \frac{4}{3}\) and \(V^{(4)}(0) > 0\).

The proof of Corollary 2.4 is completed.

Now we show that \(G_N < 0\) for any \(N \geq 2\).

**Theorem 3.4.** Let \(p = \frac{4}{N}\) with \(N \geq 2\) and
\[
G_N = \frac{6(N + 2)}{N} \int r^2 R^\frac{4}{N} + 1 L_0^{-1}(r^2 R^\frac{4}{N})
\]
\[
\int r^4 R^\frac{4}{N} \frac{\omega}{r^2}
\]
defined in Proposition 1.3, and ground state \(R\) is defined in (1.7). Then \(G_N < 0\).

In order to prove Theorem 3.4, we need the following lemma.

**Lemma 3.5.** \(\inf_{(f,R)=0} \langle L_0 f, f \rangle = 0\), where \(\langle \cdot, \cdot \rangle\) is the \(L_2\)-inner product.

**Proof.** See Proposition 2.7 in [13].

**Proof of Theorem 3.4.** To show that \(G_N < 0\), it suffices to prove
\[\text{(3.13)}\]
\[
\int r^2 R^\frac{4}{N} + 1 g > 0,
\]
where \((-L_0)g = r^2 R^\frac{4}{N} + 1\), that is, \(g = g(r)\) satisfies the equation
\[\text{(3.14)}\]
\[
-\Delta g + g - \left(1 + \frac{4}{N}\right) R^\frac{4}{N} = r^2 R^\frac{4}{N} + 1,
\]
or we need to show that
\[\text{(3.15)}\]
\[
(-L_0 g, g) = \int r^2 R^\frac{4}{N} + 1 g > 0.
\]
According to Lemma 3.5, first, we claim
\[(3.16) \quad \int Rg = 0 \]
so that we can apply Lemma 3.5 to obtain
\[(3.17) \quad \int r^2 R^{\frac{N}{2}+1}g \geq 0. \]
After (3.17) is proved, we will show
\[\int r^2 R^{\frac{N}{2}+1}g \neq 0. \]

**Claim.** \(\int Rg = 0.\)

In fact, multiplying (1.7) by \(g\) and using integration by parts yields
\[(3.18) \quad - \int \nabla R \cdot \nabla g - \int Rg + \int R^{1+\frac{N}{2}}g = 0. \]
Similarly, multiplying (3.14) by \(R\) and using integration by parts yields
\[(3.19) \quad \int \nabla R \cdot \nabla g + \int Rg - \int \left(1 + \frac{4}{N}\right) R^{\frac{N}{2}+1}g = \int r^2 R^{\frac{N}{2}+2}. \]
Combining (3.18) with (3.19), we obtain
\[(3.20) \quad \frac{4}{N} \int R^{\frac{N}{2}+1}g = - \int r^2 R^{\frac{N}{2}+2}. \]
On the other hand, multiplying (1.7) by \(rg'(r)\) and integrating over \(\mathbb{R}^N\) yields
\[\int \left(R'' + \frac{N-1}{r} R' - R + R^{1+\frac{N}{2}}\right) rg' = 0. \]
Integrating by parts and using (3.14) yields
\[(N-2) \int \nabla R \cdot \nabla g - \int r Rg' + \int r R^{1+\frac{N}{2}}g' - \int r R' \left(g - \left(1 + \frac{4}{N}\right) R^{\frac{N}{2}+1}g - r^2 R^{\frac{N}{2}+1}\right) = 0. \]
A direct calculation shows that
\[(3.21) \quad (N-2) \int \nabla R \cdot \nabla g + N \int Rg - N \int R^{\frac{N}{2}+1}g - \frac{N}{2} \int r^2 R^{\frac{N}{2}+2} = 0. \]
Combining (3.19) with (3.21) yields
\[2 \int Rg + 2 \left(1 - \frac{4}{N}\right) \int R^{\frac{N}{2}+1}g = - \frac{N}{2} \left(1 - \frac{N}{2}\right) \int r^2 R^{\frac{N}{2}+2}. \]
Therefore \(\int Rg = 0\) directly follows from (3.20).

By Lemma 3.5, it follows that \(\int r^2 R^{\frac{N}{2}+1}g \geq 0.\) Now we claim: \(\int r^2 R^{\frac{N}{2}+1}g > 0,\)
or \((-L_0g, g) > 0.\) It is observed that
\[(3.22) \quad 0 = \min_{(f, R) = 0 \atop f \in H^1} (-L_0 f, f) \leq \min_{(f, R) = 0 \atop f \in H^1} (L_0 f, f) \leq (-L_0 v, v), \]
where \(v = \frac{g}{|g|_2}.\)

Therefore, to prove \((-L_0g, g) > 0,\) it suffices to show the following lemma.
**Lemma 3.6.** \[ \min_{\{f, R\} = 0 \atop f \in H^1, |f|_2 = 1} (-L_0 f, f) > 0. \]

**Proof of Lemma 3.6.** If not, assume that
\[ \min_{\{f, R\} = 0 \atop f \in H^1, |f|_2 = 1} (-L_0 f, f) = 0. \]

Let \( \{f_j\} \) be a sequence in \( H^1_+(\mathbb{R}^N) \) with \( |f_j|_2 = 1, (f_j, R) = 0, (-L_0 f_j, f_j) \geq 0 \) and
\[ \lim_{j \to \infty} (-L_0 f_j, f_j) = 0. \]

Then, \( \forall \delta > 0, \exists N_0 > 0 \) such that for \( j > N_0, 0 < (-L_0 f_j, f_j) < \delta \) or
\[ (3.23) \quad 1 \leq |\nabla f_j|^2 + |f_j|^2 \leq (1 + \frac{4}{N}) \int R^\frac{4}{N} f_j^2 + \delta. \]

Since \( |R|_\infty < \infty \), (3.23) implies \( f_j \) is uniformly bounded in \( H^1_\infty \) for \( j \to \infty \). By standard arguments, it follows that there is a subsequence of the \( \{f_j\} \), which is denoted again by \( \{f_j\} \), and a \( f^* \in H^1_\infty(\mathbb{R}^N) \) such that \( f_j \to f^* \) weekly in \( H^1_\infty(\mathbb{R}^N), f_j \to f^* \) a.e. \( \mathbb{R}^N \), and \( f_j \to f^* \) a.e. \( L^2_{\text{loc}}(\mathbb{R}^N) \). On the other hand, we have
\[ (f^*, R) = \lim_{j \to \infty} \langle f_j, R \rangle = 0. \]

Because of the exponential decay of \( R \) to 0 as \( r \to \infty \) and local convergence of \( f_j \) in \( L_2 \), we obtain that
\[ \int R^\frac{4}{N} f_j^2 \to \int R^\frac{4}{N} (f^*)^2 \quad j \to \infty. \]

Taking the limit in (3.23) yields \( 1 \leq (1 + \frac{4}{N}) \int R^\frac{4}{N} |f^*|^2 + \delta \). As \( \delta > 0 \), it must be the case that \( f^* \neq 0 \). It is now shown that the infimum is achieved. Indeed,
\[ |\nabla f|_2^2 \leq \operatorname{inf}_{j \to \infty} |\nabla f_j|_2. \]

Since \( (R^\frac{4}{N} f_j, f_j) \to (R^\frac{4}{N} f^*, f^*) \) as \( j \to \infty \), it is deduced that
\[ 0 \leq (-L_0 f^*, f^*) \leq \operatorname{inf}_{j \to \infty} (-L_0 f_j, f_j) = 0. \]

Since \( f^* \neq 0 \), define \( g^* = \frac{f^*}{|f^*|_2} \). Then we have \( g^* \in H^1_\infty, |g^*|_2 = 1, (g^*, R) = 0, \) and
\( (-L_0 g^*, g^*) = 0. \) Consequently, there exist nontrivial critical points \( (g^*, \alpha, \beta) \) for the Lagrange multiplier problem,
\[ (3.24) \quad -L_0 g^* = \alpha g^* + \beta R \text{ subject to } |g^*|_2 = 1 \text{ and } (g^*, R) = 0. \]

Using (3.24) and the fact that \( (g^*, R) = 0 \), it is easy to see \( \alpha = 0 \). Therefore,
\[ (3.25) \quad -L_0 g^* = \beta R. \]

On the other hand, let \( f = \frac{4}{N} R(r) - \frac{1}{2} f R'(r) \). Then \( -L_0 f = R \). It follows from (3.25) that
\( -L_0 (g^* - \beta f) = 0 \), that is, \( g^* - \beta f \in \text{Ker}(-L_0) \). But \( \text{Ker}(-L_0) = \text{Span}\{R, |i = 1, 2, \ldots, N\} \) (see [13]) implies \( g^* - \beta f \) is not a function of \( r \). This is a contradiction with the fact that \( g^* \) and \( f \) are the functions of \( r \), i.e., radially-symmetric functions. Therefore, it is shown that
\[ \min_{\{f, R\} = 0 \atop f \in H^1, |f|_2 = 1} (-L_0 f, f) > 0. \]

The proof of Lemma 3.6, as well as Theorem 3.4, is therefore completed.
4. Instability by blow up

In this section, we will prove the strong instability of standing waves \( \psi = e^{i\omega t} \varphi_\omega(r) \) (Theorem 2.5). The method is based on the idea by Cazenave in [2] to construct some invariant sets of the flow of (1.2). Here we construct some cross-constrained invariant sets for the inhomogeneous nonlinearities. Then we apply the virial identity to obtain the blow-up solution for a small perturbation of \( \psi = e^{i\omega t} \varphi_\omega \).

The following additional assumptions on \( V \) are needed in the proof of a strong instability of the standing wave (Theorem 2.5):

\[
(H_1) \quad \lambda^2 \left( \frac{pN}{2} V(\varepsilon r) - V'(\varepsilon r)(\varepsilon r) \right) - \lambda^{\frac{pN}{2}} \left( \frac{pN}{2} V \left( \frac{\varepsilon r}{\lambda} \right) - V' \left( \frac{\varepsilon r}{\lambda} \right) \right) \varepsilon > 0
\]

for all \( 0 < \lambda < 1 \) and \( r > 0 \).

\[
(H_2) \quad \left( \frac{pN}{2} - 2 \right) V(\varepsilon r) - V'(\varepsilon r)\varepsilon r - \left( \frac{pN}{2} - 2 \right) \lambda^{\frac{pN}{2}} \left( \frac{\varepsilon r}{\lambda} \right) + \lambda^{\frac{pN}{2}} V' \left( \frac{\varepsilon r}{\lambda} \right) \varepsilon > 0
\]

for all \( 0 < \lambda < 1 \) and \( r > 0 \).

Define the set \( M \) as

\[
(4.1) \quad M = \{ u \in H^1_0(\mathbb{R}^N); \quad P(u) = 0, \quad I(u) < 0 \},
\]

where \( I(u) \) and \( P(u) \) are defined in (2.2) and (2.3), respectively.

Lemma 4.1. (a) Assume \( p > 4/N \) or \( p = 4/N \) with \( V^{(4)}(0) > 0 \) for a small \( \varepsilon > 0 \). Then the assumptions \( H_1 \) and \( H_2 \) hold.

(b) For a small \( \varepsilon > 0 \), the set \( M \) is nonempty, if

1) \( p = 4/N, \quad V^{(4)}(0) > 0 \) or

2) \( p > 4/N, \quad V''(0) < 0 \) or

3) \( 4/N < p < 8/N, \quad V''(0) = 0 \) and \( V^{(4)}(0) > 0 \).

Proof of Lemma 4.1. For part (a), first we prove the assumption that \( H_1 \) holds. In fact,

\[
\lambda^2 \left( \frac{pN}{2} V(\varepsilon r) - V'(\varepsilon r)(\varepsilon r) \right) - \lambda^{\frac{pN}{2}} \left( \frac{pN}{2} V \left( \frac{\varepsilon r}{\lambda} \right) - V' \left( \frac{\varepsilon r}{\lambda} \right) \right) \varepsilon
\]

\[
= \lambda^2 \left[ \frac{pN}{2} V(0) + \left( \frac{pN}{4} - 1 \right) V''(0)(\varepsilon r)^2 + \left( \frac{pN}{2} \cdot 4! - \frac{1}{3!} \right) V^{(4)}(0)(\varepsilon r)^4
\]

\[
+ O((\varepsilon r)^6) \right] - \lambda^{\frac{pN}{2}} \left[ \frac{pN}{2} V(0) + \left( \frac{pN}{4} - 1 \right) V''(0)(\varepsilon r)^2
\]

\[
+ \left( \frac{pN}{2} \cdot 4! - \frac{1}{3!} \right) V^{(4)}(0) \lambda^4 + O((\varepsilon r)^6) \right]
\]

\[
= \left( \lambda^2 - \lambda^{\frac{pN}{2}} \right) \frac{pN}{2} V(0) + \left( \lambda^2 - \lambda^{\frac{pN}{2}-2} \right) \left( \frac{pN}{4} - 1 \right) V''(0)(\varepsilon r)^2
\]

\[
+ \left( \frac{pN}{2} \cdot 4! - \frac{1}{3!} \right) \left( \lambda^2 - \lambda^{\frac{pN}{2}-4} \right) V^{(4)}(0)(\varepsilon r)^4 + O((\varepsilon r)^6) > 0
\]

if \( p > 4/N \) or \( p = 4/N \) and \( V^{(4)}(0) > 0 \) with \( \varepsilon \to 0 \).
For assumption $H_2$, we calculate for $0 < \lambda < 1$, $r > 0$

$$
\left(\frac{pN}{2} - 2\right)V(\varepsilon r) - V'(\varepsilon r)\varepsilon r - \left(\frac{pN}{2} - 2\right)\lambda^{\frac{2N}{p}}V\left(\frac{\varepsilon r}{\lambda}\right) + \lambda^{\frac{2N}{p}}V'\left(\frac{\varepsilon r}{\lambda}\right)\varepsilon r
$$

$$
= \left(\frac{pN}{2} - 2\right)\left((1 - \lambda^{\frac{2N}{p}})V(0) + O((\varepsilon r)^2)\right)
$$

$$
- (1 - \lambda^{\frac{2N}{p} - 2})V''(0)\varepsilon r^2 - \frac{V^{(4)}(0)}{3!}(\varepsilon r)^4 + \frac{\lambda^{\frac{2N}{p}}}{3!}V^{(4)}(0)(\frac{\varepsilon r}{\lambda})^4 + O((\varepsilon r)^6)
$$

$$
= \left(\frac{pN}{2} - 2\right)(1 - \lambda^{\frac{2N}{p}})V(0) + \left(\frac{pN}{2} - 2\right)O((\varepsilon r)^2)
$$

$$
- (1 - \lambda^{\frac{2N}{p} - 2})V''(0)\varepsilon r^2 - \frac{1}{3!}V^{(4)}(0)(1 - \lambda^{\frac{2N}{p} - 4})(\varepsilon r)^4 + O((\varepsilon r)^6) > 0
$$

if $p > 4/N$ or $p = 4/N$ and $V^{(4)}(0) > 0$ with $\varepsilon \to 0$.

To finish the proof of part (b) of Lemma 4.1, we define $\varphi_\lambda = \lambda \varphi(x)$ with $\lambda > 0$ where $\varphi_1 = \varphi$ is the ground state of

$$
(4.2) \quad \Delta \varphi - \omega \varphi + V(0)\varphi^{p+1} = 0.
$$

A simple calculation shows that

$$
(4.3) \quad \int |\nabla \varphi|^2 + \omega \int |\varphi|^2 - \int V(0)|\varphi|^{p+2} = 0 \quad \text{and}
$$

$$
(4.4) \quad \frac{1}{2} \int |\nabla \varphi|^2 - \frac{1}{2(p+2)} \int \frac{pN}{2}V(0)|\varphi|^{p+2} = 0.
$$

For a small $\varepsilon > 0$, we estimate

$$
P(\varphi_\lambda) = \frac{1}{2} \lambda^{p+2} \int |\nabla \varphi|^2 - \frac{\lambda^{p+2}}{2(p+2)} \int \left(\frac{pN}{2}V(\varepsilon r) - V'(\varepsilon r)(\varepsilon r)\right)|\varphi|^{p+2}
$$

and

$$
P(\varphi) = \frac{1}{2} |\nabla \varphi|^2 - \frac{1}{2(p+2)} \int \left[\frac{pN}{2}V(0) + \frac{pN}{4}V''(0)(\varepsilon r)^2
$$

$$
- V''(0)(\varepsilon r)^2 + \frac{pN}{2}V^{(4)}(0)(\varepsilon r)^4 - \frac{1}{3!}V^{(4)}(0)(\varepsilon r)^4 + O((\varepsilon r)^6)\right]|\varphi|^{p+2}
$$

$$
= \frac{1}{2} \int |\nabla \varphi|^2 - \frac{1}{2(p+2)} \int \frac{pN}{2}V(0)|\varphi|^{p+2}
$$

$$
- \frac{1}{2(p+2)} \left(\frac{pN}{4} - 1\right) V''(0) \int (\varepsilon r)^2 |\varphi|^{p+2}
$$

$$
- \left(\frac{pN}{8} - 1\right) V^{(4)}(0) \frac{1}{4!(\frac{2}{4} + 1)} \int (\varepsilon r)^4 + O((\varepsilon r)^6)|\varphi|^{p+2}
$$

$$
= - \frac{1}{2(p+2)} \left(\frac{pN}{4} - 1\right) V''(0) \int (\varepsilon r)^2 |\varphi|^{p+2}
$$

$$
- \left(\frac{pN}{8} - 1\right) V^{(4)}(0) \frac{1}{4!(\frac{2}{4} + 1)} \int [\varepsilon r]^4 + O((\varepsilon r)^6)|\varphi|^{p+2}.
$$

Since $\varphi$ is exponentially decay at $r$, $P(\varphi) > 0$ under the conditions (a) or (b). On the other hand, for a small $\varepsilon > 0$ and $\lambda \to \infty$

$$
P(\varphi_\lambda) = \frac{\lambda^2}{2} \int |\nabla \varphi|^2 - \frac{\lambda^{p+2}}{2(p+2)} \int \left(\frac{pN}{2}V(0) + O((\varepsilon r)^2)\right)\varphi|^{p+2} < 0.
$$
By continuity of $P(\varphi_\lambda)$ for $\lambda \in [1, \infty)$, there exists $\mu \in (1, \infty)$ such that $P(\varphi_\mu) = 0$.

To prove $I(\varphi_\mu) < 0$, we estimate that

$$I(\varphi_\mu) = \mu^2 \omega \int |\varphi|^2 + \mu^2 \int [\nabla \varphi]^2 - \mu^{p+2} \int V(\varepsilon)|\varphi|^{p+2}$$

$$= \mu^2 \omega \int |\varphi|^2 + \mu^2 \int [\nabla \varphi]^2 - \mu^{p+2} \left( \int (V(0) + O(\varepsilon r^2)) |\varphi|^{p+2} \right)$$

$$= \mu^2 \left[ \omega \int |\varphi|^2 + \int [\nabla \varphi]^2 - \int V(0)|\varphi|^{p+2} \right]$$

$$- (\mu^{p+2} - \mu^2) \left( \int (V(0) + O(\varepsilon r^2)) |\varphi|^{p+2} \right)$$

$$= - \mu^2 (\mu^p - 1) \left( \int (V(0) + O(\varepsilon r^2)) |\varphi|^{p+2} \right) < 0.$$

Since $\mu > 1$, this implies $\varphi_\mu \in M$. The proof of Lemma 4.1 is complete.

The proof of the strong instability result (Theorem 2.5) is approached via a series lemmas. Define $d_M$ as follows:

$$d_M = \inf \{ L(v); \ v \neq 0, \ v \in M \}.$$

**Lemma 4.2.** Under the same assumptions of $V, p$ and $N$ in Lemma 4.1, $d_M \geq d(\omega)$, where $d(\omega)$ is defined in (1.8).

**Proof.** Let $u^\lambda = \lambda^{N/2} u(\lambda x)$, for $u \in M$. Then one has

$$I(u^\lambda) = \omega \int |u|^2 + \lambda^2 \int [\nabla u]^2 - \lambda^{2N} \int V \left( \frac{\varepsilon r}{\lambda} \right) |u|^{p+2},$$

$$P(u^\lambda) = \lambda^2 \int [\nabla u]^2 - \frac{\lambda^{2N}}{p+2} \int \left( \frac{pN}{2} V \left( \frac{\varepsilon r}{\lambda} \right) - V' \left( \frac{\varepsilon r}{\lambda} \right) \frac{\varepsilon r}{\lambda} \right) |u|^{p+2},$$

$$L(u^\lambda) = \frac{1}{2} \lambda^2 \int [\nabla u]^2 - \frac{1}{p+2} \lambda^{2N} \int V \left( \frac{\varepsilon r}{\lambda} \right) |u|^{p+2} + \frac{\omega}{2} \int |u|^2,$$

and

$$\frac{\partial}{\partial \lambda} L(u^\lambda) = \frac{1}{\lambda} P(u^\lambda).$$

Since $u \in M$, there exists $\mu \in (0, 1)$ such that $I(u^\mu) = 0$. Indeed, at $\lambda \to 0$, $I(u_0) \to \int |u|^2 > 0$, and $I(u^\lambda) < 0$ at $\lambda = 1$ by the definition of $M$. Applying the relation $P(u) = 0$ and using (4.8), one obtains

$$\lambda \frac{\partial}{\partial \lambda} L(u^\lambda) = \frac{\lambda^2}{p+2} \int \left( \frac{pN}{2} V(\varepsilon r) - V'(\varepsilon r) \varepsilon r \right) |u|^{p+2}$$

$$- \frac{\lambda^{2N}}{p+2} \int \left( \frac{pN}{2} V \left( \frac{\varepsilon r}{\lambda} \right) - V' \left( \frac{\varepsilon r}{\lambda} \right) \frac{\varepsilon r}{\lambda} \right) |u|^{p+2}.$$

Under the conditions of Lemma 4.1, $V$ satisfies the assumption $H_1$. Therefore $\frac{\partial}{\partial \lambda} L(u^\lambda) > 0$ when $\lambda \in (\mu, 1)$, and $L(u^\lambda)$ reaches the minimal at $\mu$. Since $I(u^\mu) = 0$, we have $L(u^\mu) \geq d(\omega)$ as the definition of $d(\omega)$. Therefore $L(u) \geq L(u^\mu) \geq d(\omega)$, which implies that $d_M \geq d(\omega)$. This completes the proof of Lemma 4.2.

Define a set $\Gamma_\omega$ as

$$\Gamma_\omega = \{ u \in H^1_0(\mathbb{R}^N); \ L(u) < d(\omega), \ P(u) < 0, \ I(u) < 0 \}.$$

where $L, P, I$ and $d(\omega)$ are defined in (2.1), (2.3), (2.2) and (1.8), respectively.
Lemma 4.3. Under the same conditions of \( V, p \) and \( N \) in Lemma 4.1, \( \Gamma_\omega \) is invariant under the flow of (1.2) in the sense that: If \( u_0 \in \Gamma_\omega \), then the unique solution \( u(t) \) of (1.2), \( 0 \leq t < T \), with the initial data \( u_0 \) satisfies
\[
(4.12) \quad u(t) \in \Gamma_\omega, \quad \text{for} \quad t \in [0, T),
\]
where \( T > 0 \) is the maximum existence time of the solution \( u(t) \).

Proof. It is observed by the conservation laws that \( L(u(t)) = L(u_0) < d(\omega) \), for \( 0 \leq t < T \). If there exists \( t_0 > 0 \) such that \( I(u(t_0)) = 0 \), then by Lemma 2.2, we get \( L(u(t_0)) \geq d(\omega) \), and this shows that \( d(\omega) \leq L(u(t_0)) < d(\omega) \). This is a contradiction. Therefore
\[
(4.13) \quad I(u(t)) < 0, \quad \text{for} \quad t \in [0, T).
\]
If there exists \( t_1 > 0 \) such that \( P(u(t_1)) = 0 \), then \( u(t_1) \in M \) by (4.13). It follows that \( L(u(t_1)) \geq d_M \geq d(\omega) \), which is a contradiction. Therefore the proof of Lemma 4.3 is complete.

Lemma 4.4. Under the assumptions of Lemma 4.1, the solution \( u(t) \) of (1.2) with the initial data \( u_0 \in \Gamma_\omega \) blows up in finite time.

Proof. Let \( u_0 \in \Gamma_\omega \). Since \( I(u_0) < 0 \), following the same arguments as in Lemma 4.2, there exists \( \mu \in (0, 1) \) such that \( I(u_0^\mu) = 0 \) and \( I(u_0^0) < 0 \) for any \( \lambda \in (\mu, 1) \), where \( u_0^\lambda = \lambda^{N/2}u_0(\lambda x) \). A direct calculation shows that for any \( \eta \in (0, 1) \), we have
\[
L(u_0) - L(u_0^\eta) = \frac{1}{2} P(u_0) - \frac{1}{2} P(u_0^\eta)
+ \frac{1}{2(p + 2)} \int \left( \frac{pN}{2} - 2 \right) V'(er) - V'(er)(er) \right) |u_0|^{p+2}
\]
\[
- \frac{1}{2(p + 2)} \int \left( \frac{pN}{2} - 2 \right) \eta \frac{2^N}{\eta} \left( \frac{er}{\eta} \right) - \eta \frac{2^N}{\eta} \left( \frac{er}{\eta} \right) \right) |u_0|^{p+2}.
\]
Since the assumption \( H_2 \) is satisfied, it turns out that
\[
L(u_0) - L(u_0^\eta) > \frac{1}{2} P(u_0) - \frac{1}{2} P(u_0^\eta).
\]
Since \( P(u_0) < 0 \), we have two possibilities:

i) \( P(u_0^\eta) \leq 0 \) or

ii) there exists some \( \xi \in (\mu, 1) \) such that \( P(u_0^\xi) = 0 \) and \( I(u_0^\xi) < 0 \).

In case i), we have
\[
(4.16) \quad L(u_0) - L(u_0^\eta) > \frac{1}{2} P(u_0) - \frac{1}{2} P(u_0^\eta) \geq \frac{1}{2} P(u_0).
\]
While in case ii),
\[
(4.17) \quad L(u_0) - L(u_0^\xi) \geq \frac{1}{2} P(u_0) - \frac{1}{2} P(u_0^\xi) = \frac{1}{2} P(u_0).
\]
Clearly \( I(u_0^\eta) = 0 \) and \( u_0^\xi \in M \) in case i) and ii), respectively. So we have \( L(u_0^\eta) \geq d(\omega) \) or \( L(u_0^\xi) \geq d_M \geq d(\omega) \) by Lemma 4.2. Consequently, \( P(u_0) < 2(L(u_0) - d(\omega)) = -\delta < 0 \), for any \( u_0 \in \Gamma_\omega \), where \( \delta \) is a fixed positive number determined by \( u_0 \). Applying the virial identity (2.5)
\[
\frac{d^2}{dt^2} \int r^2 |u(r, t)|^2 = 8P(u(t))
\]
and the invariant sets of $\Gamma_\omega$, it follows from the inequality $|u_2| \leq \frac{2}{N} |\nabla u_2| r u_2$ that the solution $u(t)$ of (1.2) with the initial data $u_0 \in \Gamma_\omega$ blows up in finite time. This completes the proof of Lemma 4.4.

By Lemma 4.4, we are able to prove Theorem 2.5.

Proof of Theorem 2.5. Let $\varphi_\omega$ be the ground state of (1.3). Then we have the Pohozaev's identities $I(\varphi_\omega) = P(\varphi_\omega) = 0$. Let $\varphi_\lambda = \lambda^{N/2} \varphi_\omega(\lambda x)$ with $\lambda > 1$. From (4.9) and (4.10) and the assumption $H_1$, it follows that

$$\frac{d}{d\lambda} L(\varphi_\lambda) = \frac{1}{\lambda} P(\varphi_\lambda) < 0$$

when $\lambda > 1$. Note that the assumption $H_1$ changes the sign to negative if $\lambda > 1$. Moreover, since $P(\varphi_\omega) = 0$,

$$\left. \frac{d}{d\lambda} I(\varphi_\lambda) \right|_{\lambda=1} = -p \int |\nabla \varphi_\omega|^2 < 0.$$

Therefore, as $\lambda \to 1^+$, $L(\varphi_\lambda) < d(\omega)$, $P(\varphi_\lambda) < 0$ and $I(\varphi_\lambda) < 0$, i.e. $\varphi_\lambda \in \Gamma_\omega$. It follows from Lemma 4.4 that the solution $u$ of (1.2) with such an initial data $u(0) = \varphi_\lambda$ blows up in finite time. On the other hand, it is clear that $\varphi_\lambda \to \varphi_\omega$ in $H_1^1(\mathbb{R}^N)$ as $\lambda \to 1^+$. This completes the proof of Theorem 2.5. □
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