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Abstract. We prove some new properties of the weakly $H$-convex functions recently introduced by Danielli, Garofalo and Nhieu. As an interesting application of our results we prove a theorem of Busemann-Feller-Alexandrov type in the Heisenberg groups $\mathbb{H}^n$, $n = 1, 2$.

1. Introduction

Recently, there has been increasing interest in developing a theory of fully nonlinear sub-elliptic equations. The occurrence of such equations in CR geometry, as well as in stochastic control problems in financial mathematics (for this latter aspect see [Sto1], [Sto2]), makes them an interesting object of study. Since the natural setting for these equations are graded nilpotent Lie groups, also known as Carnot groups, it is desirable to obtain an existence and regularity theory both local, and for boundary value problems, in such ambients.

With this objective in mind, we recall that a fundamental aspect of the classical theory of fully nonlinear equations is the connection between convexity and the Monge-Ampère equation

\begin{equation}
\det(D^2u) = f(x, u, Du).
\end{equation}

Such an equation is degenerate elliptic on $C^2$ convex functions, and elliptic on uniformly convex ones. In a Carnot group $G$ there is an interesting class of equations related to (1.1), which we might say is of Monge-Ampère type. Let $X = \{X_1, ..., X_m\}$ be an orthonormal system of bracket-generating left-invariant vector fields. We recall here that if $g = V_1 \oplus ... \oplus V_r$ represents a grading of the Lie algebra on $G$, with $[V_i, V_j] = V_{i+j}$, $i = 1, ..., r-1$, $[V_1, V_r] = \{0\}$, then $X$ is obtained by the formula $X_i(g) = (L_g)^*(e_i)$, where $\{e_1, ..., e_m\}$ is a fixed orthonormal basis of $V_1$, and $(L_g)_*$ denotes the differential of left-translations on $G$. Given an open set $\Omega \subset G$, we denote by $\Gamma^k(\Omega)$ the Folland-Stein space of functions having continuous...
derivatives up to order \( k \) with respect to the vector fields \( X_1, \ldots, X_m \). We emphasize that when the step of the group is \( r = 2 \), then \( \Gamma^2(\Omega) \subset C^1(\Omega) \). For a smooth function \( u \), denote by \( \text{Hess}_X(u) = [u_{ij}] \) its symmetrized horizontal Hessian, i.e., the \( m \times m \) matrix with entries

\[
(1.2) \quad u_{ij} \overset{\text{def}}{=} \frac{X_i X_j u + X_j X_i u}{2}.
\]

The horizontal Monge-Ampère equation in \( \mathcal{G} \) is defined by

\[
(1.3) \quad \det \text{Hess}_X(u) = f(g, u, Xu).
\]

The geometric meaning of (1.3) is as follows. If we consider the horizontal subbundle \( \mathcal{H} \mathcal{G} = \bigcup_{g \in \mathcal{G}} H_g \subset T \mathcal{G} \), where \( g \rightarrow H_g \) denotes the distribution of planes spanned by the system \( X \), then the (Riemannian) Gaussian curvature \( K_H \) in \( g \) of the graph of the restriction of \( u \) to \( H_g \) is given by the equation

\[
\det \text{Hess}_X(u) = K_H(g) \left( 1 + |Xu|^2 \right)^{(m+2)/2},
\]

which is of the type (1.3). The question thus naturally arises of when such an equation, or more in general (1.3), is elliptic. In the paper [DGN1] Danielli, Nhieu and the first author have introduced a geometric notion of convexity, called weak \( H \)-convexity. Among other things they proved that (1.3) is (degenerate) elliptic precisely on the class of weakly \( H \)-convex functions in the Heisenberg group \( \mathbb{H}^n \). Our main results are Theorems 2.1, 6.8, 7.1, and 7.8.

In this paper we take up the investigations in [DGN1] and develop some new properties of weakly \( H \)-convex functions in the Heisenberg group \( \mathbb{H}^n \). Our main results are Theorems 2.1, 6.8, 7.1, and 7.8.

The Heisenberg group is the simplest prototype of a Carnot group of step two; see [S]. It can be identified with the Euclidean space \( \mathbb{C}^n \times \mathbb{R} \cong \mathbb{R}^{2n+1} \), endowed with the nonabelian group law

\[
g \circ g' = (x, y, t) \circ (x', y', t') = (x + x', y + y', t + t' + \frac{1}{2}(\langle x, y' \rangle - \langle x', y \rangle)).
\]

The Heisenberg algebra admits the decomposition \( \mathfrak{h}_n = V_1 \oplus V_2 \), where \( V_1 = \mathbb{R}^{2n} \times \{0\}_t \), and \( V_2 = \{0\}_{2n} \times \mathbb{R}_t \). Identifying \( \mathfrak{h}_n \) with the space of left-invariant vector fields on \( \mathbb{H}^n \), one easily recognizes that a basis for \( \mathfrak{h}_n \) is given by the \( 2n+1 \) vector fields

\[
(1.4) \quad \begin{align*}
(L_{0g}), \left( \frac{\partial}{\partial x_i} \right) & \overset{\text{def}}{=} X_i = \frac{\partial}{\partial x_i} - \frac{y_i}{2} \frac{\partial}{\partial t}, \\
(L_{0g}), \left( \frac{\partial}{\partial y_i} \right) & \overset{\text{def}}{=} X_{n+i} = \frac{\partial}{\partial y_i} + \frac{y_i}{2} \frac{\partial}{\partial t}, \\
(L_{0g}), \left( \frac{\partial}{\partial t} \right) & \overset{\text{def}}{=} T = \frac{\partial}{\partial t},
\end{align*}
\]

and that the only nontrivial commutation relation is

\[
(1.5) \quad [X_i, X_{n+j}] = T \delta_{ij} , \quad i, j = 1, \ldots, n.
\]
Concerning Theorem 2.1 we mention that, while an earlier version of this paper was in progress, Gutiérrez and Montanari announced the following result for the first Heisenberg group \( \mathbb{H}^1 \) (see Theorem 3.1 in [GM]).

**Theorem 1.1.** Let \( \Omega \subset \mathbb{H}^1 \) be a \( C^1 \) bounded open set, and let \( u, v \in C^2(\Omega) \) be such that \( u + v \) is a weakly \( H \)-convex function, \( v < u \) in \( \Omega \) and \( v = u \) on \( \partial \Omega \). Then

\[
\int_{\Omega} \left\{ \det Hess_X(u) + \frac{3}{4} (Tu)^2 \right\} \, dg 
\leq \int_{\Omega} \left\{ \det Hess_X(v) + \frac{3}{4} (Tv)^2 \right\} \, dg .
\]

This result, like our Theorem 2.1, is inspired to the monotonicity theorem for convex functions first proved in a classical paper by Krylov [K], except that now one also has the \( L^2 \) norm of the commutator \( Tu \) in the integrand. At the time Theorem 1.1 was announced we had independently developed for the first Heisenberg group computations analogous to those in [GM], but we were still uncertain about the role of the term \( (Tu)^2 \) and felt that perhaps it should have been absorbed (i.e., controlled) by the term \( \det Hess_X(u) \). However, in a private conversation Gutiérrez expressed to the first author his conviction that the term \( (Tu)^2 \) should not be absorbed by \( \det Hess_X(u) \). Following such a conversation it immediately occurred to us that Gutiérrez’s remark was in fact confirmed by a counterexample recently constructed in [DGN2]. This point is discussed in detail in Section 9, but see also Remark 6.4.

Our Theorem 2.1 represents a generalization of Theorem 1.1 to the Heisenberg group \( \mathbb{H}^2 \). However, our work differs from that in [GM] in three aspects. First of all, workers in the field traditionally accept as a given that any result which holds true for \( \mathbb{H}^1 \) easily extends to the higher-dimensional groups \( \mathbb{H}^n \). This is not the case for Theorem 1.1. While the proof of the latter closely follows the original argument of Krylov [K] for the classical case, the proof of Theorem 2.1 is very involved and has entailed a substantial effort. For \( \mathbb{H}^2 \) the situation is incredibly more complex than that of \( \mathbb{H}^1 \), and to successfully handle the new Lagrangian terms involved has required several new ideas. We believe that our analysis of the Heisenberg group \( \mathbb{H}^2 \) can be profitably used as a paradigm of the situation for \( \mathbb{H}^n \), with \( n \geq 3 \).

A second distinction between our work and the forthcoming paper [GM] is that in the latter paper the central motivation for proving Theorem 1.1 is to use it as the main tool in the proof of the following result (Theorem 5.5 in [GM]), which the authors call “a maximum principle similar to Alexandrov’s estimate”.

**Theorem 1.2.** Let \( u \in C^2(B) \) be a weakly \( H \)-convex function in the gauge ball \( B = B(0, R) \subset \mathbb{H}^1 \), and suppose that \( u = 0 \) on \( \partial B \). For every \( g_o \in B \) there exists a constant \( C > 0 \), depending on \( \text{dist}(g_o, \partial B) \), such that

\[
|u(g_o)| \leq C \left( \int_B [\det Hess_X(u) + \frac{3}{4} (Tu)^2] \right)^{1/2} \, dg .
\]

We mention in passing that, although there is no explicit estimate on the constant \( C \) in [GM], if one keeps track of the various cases one recognizes that it blows up at the boundary like a negative power of \( \text{dist}(g_o, \partial B) \). This is obviously not optimal since by assumption \( u \) vanishes on \( \partial B \), and thereby one should expect \( C \) to vanish as a positive power of \( \text{dist}(g_o, \partial B) \). Establishing such correct dependence seems however a more difficult question.
Theorem 1.2 is deduced by means of Theorem 1.1, various comparison theorems, and a lengthy analysis of the geometry of the gauge balls. Although this line of reasoning seems natural if one proceeds by analogy with Krylov’s alternative approach to the classical geometric maximum principle of Alexandrov-Bakelman-Pucci in [K], it should be noted that Theorem 1.2 is not a maximum principle of geometric type. To clarify this point we present in Section 8 a completely elementary proof of such a result which does not use any of the tools in [GM], and in particular makes no use of the monotonicity Theorem 1.1. In fact, for every $\mathbb{H}^n$ we prove a stronger statement, Theorem 8.3, that can be directly deduced from the standard one-dimensional Poincaré inequality and a compactness result for weakly $H$-convex functions, which is Theorem 9.2 in [DGN1].

The third difference between our paper and [GM] is that one of our main motivations for proving the monotonicity Theorem 2.1 was to use it to bridge the gap between the above-mentioned compactness Theorem 9.2 in [DGN1] and the integral version of the Busemann-Feller-Alexandrov due to Ambrosio and Magnani [AM]. This important aspect seems to have gone unnoticed in [GM]. Establishing a pointwise result of Busemann-Feller-Alexandrov type, i.e., the existence a.e. of the (nonsymmetrized) second derivatives of a weakly $H$-convex function was one of the main steps in the program set forth in [DGN1]. In Theorem 7.8 of this paper we have been able to give an affirmative answer to this question for the first two Heisenberg groups. We also mention that in the forthcoming article [DGNT] we will study the Busemann-Feller-Alexandrov theorem in the general setting of Carnot groups of step two.

We now describe the results in this paper. For a function $u$ on $\mathbb{H}^2$ we consider the $4 \times 4$ matrix $\text{Hess}_X(u) = [u_{ij}]_{i,j=1,...,4}$ defined by (1.2). We note that in $\mathbb{H}^2$ a basis of the Lie algebra of left-invariant vector fields is given by $\{X_1, X_2, X_3, X_4, T\}$, where the latter are defined by (1.4). We note explicitly that we now have from (1.5) the following nontrivial commutation relations

$$[X_1, X_3] = [X_2, X_4] = T,$$

all other commutators being trivial. For a function $u \in \Gamma^2(\mathbb{H}^2)$ we introduce the fully nonlinear operator acting on $u$ as follows:

$$S_{ma}(u) = \text{det Hess}_X(u) + \frac{3}{4} \left\{ \text{det} \begin{pmatrix} u_{11} & u_{13} \\ u_{13} & u_{33} \end{pmatrix} + \text{det} \begin{pmatrix} u_{22} & u_{24} \\ u_{24} & u_{44} \end{pmatrix} \\ + 2 \text{det} \begin{pmatrix} u_{12} & u_{14} \\ u_{23} & u_{34} \end{pmatrix} \right\} (Tu)^2 + \frac{5}{16} (Tu)^4.$$

We call such an operator the \textit{generalized sub-elliptic Monge-Ampère operator}. The adjective sub-elliptic is well justified by the appearance of the terms containing the commutator $Tu$.

In Section 2 we prove Theorem 2.1. As we have already mentioned, one important consequence of the basic identity \text{(2.6)} in Theorem 2.1 is that if $u$ and $v$ are (sufficiently smooth) weakly $H$-convex functions in a domain $\Omega \subset \mathbb{H}^2$, $u \geq v$ in $\Omega$, and $u = v$ on $\partial \Omega$, then

$$\int_\Omega S_{ma}(u) \, dg \leq \int_\Omega S_{ma}(v) \, dg.$$
For functions on $H^1$ such a fully nonlinear operator takes the simpler form

$$S_{ma}(u) = \det \text{Hess}_X(u) + \frac{3}{4} (Tu)^2,$$

and therefore (1.8) says nothing new with respect to Theorem 1.1.

In Section 3 we prove that, remarkably, on every smooth weakly $H$-convex function in $H^2$ the fully nonlinear operator in (1.7) is positive, i.e., $S_{ma}(u) \geq 0$. While the positivity of $\det \text{Hess}_X(u)$ is guaranteed by Theorem 2.2 because of the $2 \times 2$ minors within curly brackets in the definition of $S_{ma}(u)$ such important property is a priori very much in doubt. On the other hand, such positivity plays a crucial role in the applications; see for instance the proof of Theorem 7.1.

In Section 4 we generalize Theorem 1.1 to the four-dimensional Engel group of step $r = 3$. Such a group is interesting since it constitutes a higher step model of the Heisenberg group. Because the nonvanishing commutators are of order three, Theorem 4.1 displays a new feature with respect to the case of the Heisenberg group. In this connection, we mention the article [DGNT], which contains an interesting generalization of Theorem 4.1 to arbitrary Carnot groups.

In Section 5 we consider the sub-elliptic “cones” proposed in [DGN1], and establish a basic comparison result between weakly $H$-convex functions and some appropriate regularizations of such cones; see Theorem 5.9. Here, we rely, among other things, on the comparison theorem of Bieske [B] for the $\infty$-sub-Laplacian; see also the recent generalization of this result due to C. Wang [Wa2].

In Section 6 we study the action of the fully nonlinear operator appearing in Theorem 2.1 on the regularized sub-elliptic cones $\Gamma_{H,\epsilon}$ in (5.3). The main result is Theorem 6.8 which describes the limit as $\epsilon \to 0$ of the generalized Monge-Ampère measure of $\Gamma_{H,\epsilon}$. It is important to stress here that, although the sub-elliptic cone does constitute an explicit singular solution of the horizontal Monge-Ampère equation (1.3) with zero right-hand side (see Theorem 10.9 in [DGN1]), it is different from the classical case in that it is not a fundamental solution of the latter; see Proposition 6.6. However, Theorem 6.8 states that the cone is a “fundamental solution” of the generalized Monge-Ampère operator appearing in Theorem 2.1.

We emphasize that Proposition 6.6 also shows that the analogue of the Alexandrov-Bakelman-Pucci (ABP) estimate (1.9) below cannot possibly hold. As we explain in Section 9 this negative phenomenon also follows from the results in [DGN2].

In Section 7 we take up a beautiful idea in the paper by Trudinger and Wang [TW], combined with the results in Sections 2, 5 and 6 to derive some basic consequences of Theorem 2.1 and of Theorem 6.8. One of them is the local estimate of the generalized Monge-Ampère measure from above; see Theorem 7.1. Such an estimate, which should be thought of as a fully nonlinear Caccioppoli-type inequality, proves in particular that the commutator of every weakly $H$-convex function belongs to $L^2_{loc}$, hence the function itself belongs to the space $BV^2_{X,loc}$, i.e., all its second derivatives along the vector fields (not just the symmetrized ones) are Radon measures. This fundamental information allows us to close the gap between the basic $L^{\infty} - L^1$ compactness estimates in Theorem 9.2 from [DGN1] and the integral version of the Busemann-Feller-Alexandrov theorem due to Ambrosio and Magnani [AM]. We thus obtain a pointwise version for weakly $H$-convex functions of the theorem of Busemann-Feller and Alexandrov on the existence a.e. of the second derivatives of a convex function; see Theorem 7.8.
In Section 8 we give a simple proof of a global estimate from below for the generalized Monge-Ampère measure; see Corollary 8.4. As we have already mentioned, despite their resemblance, there exists a marked discrepancy between such a result and the geometric Alexandrov-Bakelman-Pucci estimate
\[
\sup_{\Omega} |u| \leq \frac{\text{diam}(\Omega)}{\omega_n^{1/n}} \left( \int_{\Omega} |\det D^2 u| \, dx \right)^{1/n},
\]
valid in a bounded domain \(\Omega \subset \mathbb{R}^n\) for any convex function \(u \in C^2(\Omega) \cap C(\overline{\Omega})\), such that \(u = 0\) on \(\partial \Omega\).

In Section 9 we connect the already-mentioned negative phenomenon in Remark 6.7 to certain conjectured a priori inequalities of ABP type which presently constitute a fundamental open question to further the development of the theory of fully nonlinear sub-elliptic equations.

2. Monotonicity for smooth convex functions in the Heisenberg groups

In [K] Krylov proved the following result (in fact, he proved a parabolic version of it). Consider a \(C^1\) bounded open set \(\Omega \subset \mathbb{R}^n\), and let \(u, v \in C^3(\Omega)\) be convex functions such that \(u \geq v\) in \(\Omega\) and \(u = v\) on \(\partial \Omega\); then
\[
\int_{\Omega} \det(D^2 u) \, dx \leq \int_{\Omega} \det(D^2 v) \, dx.
\]

The aim of this section is to establish Theorem 2.1. The latter provides a basic sub-elliptic version of (2.1), and represents a fundamental property of weakly \(H\)-convex functions. For the first Heisenberg group \(\mathbb{H}^1\), such a monotonicity result can be given an elementary proof; see Theorem 1.1 in [GM]. The case of \(\mathbb{H}^2\) involves a large amount of additional work and new ideas with respect to the classical case, as one needs to exploit to the fullest extent the intrinsic symmetries of the Heisenberg group in order to handle the complex integrands involved.

For a \(C^1\) domain \(\Omega\) in a Carnot group \(G\) we denote by \(\nu\) the Riemannian outer unit normal to \(\partial \Omega\). We introduce the horizontal normal to \(\partial \Omega\) (see [DGN3])
\[
\nu_X = (\nu_{X,1}, \ldots, \nu_{X,m})^T,
\]
whose components are defined by
\[
\nu_{X,i} = \langle X_i, \nu \rangle.
\]

When the group \(G\) is \(\mathbb{H}^n\), we have \(\nu_X = (\nu_{X,1}, \ldots, \nu_{X,2n})^T\). In such a case, we will indicate by \(\nu_X^\perp = J(\nu_X)\) the image of \(\nu_X\) through the symplectic \(2n \times 2n\) matrix
\[
J = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix},
\]
where 0 and \(I\) respectively indicate the zero and the identity matrix in \(\mathbb{R}^n\). Thus, when for instance \(n = 2\), we have
\[
\nu_X^\perp = (\nu_{X,3}, \nu_{X,4}, -\nu_{X,1}, -\nu_{X,2})^T.
\]

Henceforth in this paper, we adopt the summation convention over repeated indices. Also for ease of notation, given a function \(u \in \Gamma^2(\Omega)\), where \(\Omega\) is an open subset of a Carnot group, we let
\[
H(u) = \det \text{Hess}_X(u).
\]
Theorem 2.1. Let $\Omega \subset \mathbb{H}^2$ be a $C^1$ bounded open set, and consider two weakly $H$-convex functions $u,v \in \Gamma^3(\Omega)$ such that $u \geq v$ in $\Omega$ and $u = v$ on $\partial \Omega$. For $0 \leq s \leq 1$ we set

$$z = z(g,s) \overset{def}{=} (1-s)u(g) + sv(g), \quad g \in \Omega.$$  

Denoting by $S_{ma}(z)$ the modified sub-elliptic Monge-Ampère operator $\mathcal{L}$ acting on the function $g \mapsto z(g,s)$, we have

\begin{equation}
\frac{d}{ds} \int_{\Omega} S_{ma}(z) \, dg = \int_{\partial \Omega} \frac{\partial H(z)}{\partial z_{ij}} \nu_{X,i} \nu_{X,j} |\nabla z| \, d\sigma + \frac{3}{4} \int_{\partial \Omega} \langle \text{Hess}_X(z)\nu_{X}^2, \nu_X \rangle (Tz)^2 |\nabla z| \, d\sigma.
\end{equation}

Since $u$ and $v$ are weakly $H$-convex, $z$ is also weakly $H$-convex, and Theorem 2.2 below guarantees that the right-hand side of (2.6) is nonnegative. We thus conclude that the function $s \mapsto \int_{\Omega} S_{ma}(z(g,s)) \, dg$ is increasing on $[0,1]$, hence in particular

\begin{equation}
\int_{\Omega} S_{ma}(u) \, dg \leq \int_{\Omega} S_{ma}(v) \, dg.
\end{equation}

To prepare for the proof of Theorem 2.1 we begin by recalling the relevant notion of convexity introduced in [DGN1]. Given a Carnot group $G$, a function $u : G \to \mathbb{R}$ is called weakly $H$-convex if for every $g \in G$ and $0 \leq \lambda \leq 1$ one has

\begin{equation}
(2.8) \quad u(g\delta_\lambda(g^{-1}g')) \leq (1-\lambda)u(g) + \lambda u(g'), \quad \text{for every } g' \in H_g,
\end{equation}

where $H_g$ indicates the horizontal plane through $g \in G$. In (2.8) we have indicated by $\delta_\lambda : G \to G$ the anisotropic dilations on $G$. The point $g\delta_\lambda(g^{-1}g')$ denotes the twisted convex combination of $g$ and $g'$ based at $g$. We also mention the paper [LMS], where the authors have introduced for the Heisenberg group $\mathbb{H}^n$ a notion of convexity in the viscosity sense of [CIL], called $v$-convexity, and derived various properties for the relevant convex functions. While it is easy to see that every weakly $H$-convex function is also $v$-convex, the more delicate reverse implication has been recently established in the papers [BR], [Wa3], [M]. As a consequence, one now knows that the geometric notion of weak $H$-convexity is in fact equivalent to that of $v$-convexity.

In the abelian case, when the step of the grading of $g$ is simply $r = 1$, we can identify $V_1$ with $\mathbb{R}^m$, and then $X_i = \partial/\partial x_i$ is just its standard basis. In this situation, for every $g \in G \cong \mathbb{R}^m$ the horizontal plane $H_g$ can be identified with $\mathbb{R}^m$ itself, and thus the notion of weak $H$-convexity (2.8) gives back the classical notion of convexity. In the nonabelian case $r > 1$, however, things are drastically different, and the notion of weak $H$-convexity turns out to be much harder to work with than its classical predecessor since: 1) It lacks symmetry, in the sense that in (2.8) the base point $g$ plays a privileged role, and it is not possible to interchange $g$ and $g'$; 2) At every point $g \in G$ it only guarantees a quantitative control of the function $u$ on the lower-dimensional manifold $H_g$. Obtaining control on a set of full measure from such information is a very hard task. As a consequence, the theory of weakly $H$-convex functions displays many new challenging aspects.

Despite these unsettling obstructions, however, the notion of weak $H$-convexity turns out to be the correct one for studying (1.3). In fact, thanks to the following result, which is Theorem 5.11 in [DGN1], but see also [LMS] for a similar result
for the Heisenberg group, the equation (1.3) is elliptic precisely on those functions \( u \in \Gamma^2(G) \) which are uniformly weakly \( H \)-convex.

**Theorem 2.2.** A function \( u \in \Gamma^2(G) \) is (uniformly) weakly \( H \)-convex if and only if \( \text{Hess}_X(u) \) is (definite) semi-definite positive on \( G \).

We now turn to the main objective of this section. We start with a calculus lemma for arbitrary Carnot groups inspired to Krylov’s approach in [K].

**Lemma 2.3.** Let \( G \) be a Carnot group and \( \Omega \subset G \) be a \( C^1 \) bounded open set. Consider two functions \( u, v \in \Gamma^3(\Omega) \cap C^1(\Omega) \) such that \( u \geq v \) in \( \Omega \) and \( u = v \) on \( \partial \Omega \). For \( 0 \leq s \leq 1 \) we set

\[
z = z(g, s) := (1 - s)u(g) + sv(g), \quad g \in \Omega,
\]

and

\[
f(s) = \int_\Omega H(z(g, s)) \, dg, \quad 0 \leq s \leq 1.
\]

We have

\[
f'(s) = \int_{\partial \Omega} \sum_{i,j=1}^m \frac{\partial H(z)}{\partial z_{ij}} \nu_{X,i} \nu_{X,j} |\nabla z_s| \, d\sigma - \int_{\partial \Omega} \sum_{i,j=1}^m X_i \frac{\partial H(z)}{\partial z_{ij}} X_j(z_s) \, dg,
\]

where we have indicated with \( d\sigma \) the Riemannian volume measure on \( \partial \Omega \).

**Proof.** In the sequel we will indicate with \( z_s \) the partial derivative

\[
\frac{\partial}{\partial s}z = v - u.
\]

We note explicitly that \( z_s \leq 0 \) in \( \Omega \), and \( z_s = 0 \) on \( \partial \Omega \). Since by the \( C^1 \) assumption on \( u \) and \( v \) we also have \( z \in \Gamma^1(\Omega) \), the Riemannian unit normal \( \nu \) to \( \partial \Omega \) satisfies the relation

\[
\nabla z_s = \nu |\nabla z_s|,
\]

where \( \nabla \) indicates the Riemannian gradient in \( G \). A differentiation now gives

\[
f'(s) = \int_{\Omega} \frac{\partial H(z)}{\partial z_{ij}} \frac{\partial z_{ij}}{\partial s} \, dg = \int_{\Omega} \frac{\partial H(z)}{\partial z_{ij}} (z_s)_{ij} \, dg.
\]

Using the definition (1.2), and integrating by parts, we find

\[
f'(s) = \frac{1}{2} \int_{\partial \Omega} \frac{\partial H(z)}{\partial z_{ij}} X_j(z_s) \langle X_i, \nu \rangle \, d\sigma - \frac{1}{2} \int_{\Omega} X_i \frac{\partial H(z)}{\partial z_{ij}} X_j(z_s) \, dg + \frac{1}{2} \int_{\partial \Omega} \frac{\partial H(z)}{\partial z_{ij}} X_i(z_s) \langle X_j, \nu \rangle \, d\sigma - \frac{1}{2} \int_{\Omega} X_j \frac{\partial H(z)}{\partial z_{ij}} X_i(z_s) \, dg.
\]

Using (2.12) we see that

\[
X_i(z_s) = \langle X_i, \nu \rangle |\nabla z_s| = \nu_{X,i} |\nabla z_s|.
\]

Substitution in (2.13) gives

\[
f'(s) = \int_{\partial \Omega} \frac{\partial H(z)}{\partial z_{ij}} \nu_{X,i} \nu_{X,j} |\nabla z_s| \, d\sigma - \int_{\Omega} X_i \frac{\partial H(z)}{\partial z_{ij}} X_j(z_s) \, dg,
\]

which is (2.11).
Lemma 2.3 brings us to the essential new aspect of our study. We stress that in the abelian setting, i.e., when the group $G$ is just Euclidean $\mathbb{R}^m$, then \{X_1, ..., X_m\} is just the standard basis \{\partial/\partial x_1, ..., \partial/\partial x_m\} of $\mathbb{R}^m$, and with $z_{ij} = \partial^2 z/\partial x_i \partial x_j$ we have

$$X_i \frac{\partial H(z)}{\partial z_{ij}} = \sum_{i=1}^m \frac{\partial}{\partial x_i} \frac{\partial}{\partial z_{ij}} \left( \det(D^2 z) \right).$$

Therefore, combining Lemma 2.3 with the following null-Lagrangian property of the determinant of the Hessian of a $C^3$ function (see Theorem 2 on p. 441 of [E], or also [Da]),

$$\sum_{i=1}^n \frac{\partial}{\partial x_i} \frac{\partial}{\partial z_{ij}} \left( \det(D^2 z) \right) = 0, \quad j = 1, ..., n,$$

one immediately obtains from (2.11) the monotonicity of the functional

$$E(z)(s) = \int_\Omega \det D^2(z(x,s)) \, dx$$

which was established in [K] in the proof of (2.1).

The remaining part of this section is devoted to finding, at least for the setting of the Heisenberg group $H^2$, the appropriate replacement of the null-Lagrangian property (2.15), with the intent of proving Theorem 2.1. This turns out to be a highly nontrivial task. Instead of looking for a pointwise identity, we have derived a new integral version of (2.15).

We begin by analyzing, for a function $z \in \Gamma^3(H^2)$, the special symmetries of the quantity

$$\sum_{i=1}^4 X_i \frac{\partial H(z)}{\partial z_{ij}}, \quad j = 1, ..., 4.$$

The next lemma describes the structure of this quantity.

**Lemma 2.4.** Let $z \in \Gamma^3(H^2)$. There exist nonlinear functions of the symmetrized horizontal derivatives $z_{ij}$, $A^i_j \in \Gamma^1(H^2)$, such that for every $j = 1, ..., 4$

$$\sum_{i=1}^4 X_i \frac{\partial H(z)}{\partial z_{ij}} = \frac{3}{2} \sum_{i=1, i \neq j}^4 A^i_j X_i(Tz).$$

**Proof.** The symmetrized horizontal Hessian of $z$ is given by

$$\text{Hess}_X(z) = \begin{pmatrix} z_{11} & z_{12} & z_{13} & z_{14} \\ z_{21} & z_{22} & z_{23} & z_{24} \\ z_{31} & z_{32} & z_{33} & z_{34} \\ z_{41} & z_{42} & z_{43} & z_{44} \end{pmatrix}.$$

From the cofactor expansion of the determinant of (2.18) we obtain for $j = 1, ..., 4,$

$$H(z) = z_{1j} C_{1j} + ... + z_{4j} C_{4j},$$

where we have denoted with $C_{ij}$ the cofactor of the element $z_{ij}$ of the matrix $\text{Hess}_X(z)$. This gives

$$\frac{\partial H(z)}{\partial z_{ij}} = C_{ij}.$$
We now analyze the case in which \( j = 1 \) in \((2.16)\). Using \((2.19)\) we find that

\[
\sum_{i=1}^{4} X_i \frac{\partial H(z)}{\partial z_{i1}} = \sum_{i=1}^{4} X_i C_{i1} = X_1 \left[ \begin{array}{ccc}
\bar{z}_{22} & \bar{z}_{23} & \bar{z}_{24}
\end{array} \right] - X_2 \left[ \begin{array}{ccc}
\bar{z}_{12} & \bar{z}_{13} & \bar{z}_{14}
\end{array} \right] + X_3 \left[ \begin{array}{ccc}
\bar{z}_{12} & \bar{z}_{13} & \bar{z}_{14}
\end{array} \right] - X_4 \left[ \begin{array}{ccc}
\bar{z}_{12} & \bar{z}_{13} & \bar{z}_{14}
\end{array} \right].
\]

For \( i, j, k = 1, \ldots, 4 \), we now denote by \( \{ijk\} \) the complex of all terms in the expansion \((2.20)\) containing any of the derivatives \( X_i \bar{z}_{jk}, X_j \bar{z}_{ik}, X_k \bar{z}_{ij} \). For instance, we have

\[
\{122\} = X_1 \bar{z}_{22} \det \left( \begin{array}{ccc}
\bar{z}_{33} & \bar{z}_{34} \\
\bar{z}_{43} & \bar{z}_{44}
\end{array} \right) - X_2 \bar{z}_{12} \det \left( \begin{array}{ccc}
\bar{z}_{33} & \bar{z}_{34} \\
\bar{z}_{43} & \bar{z}_{44}
\end{array} \right).
\]

Likewise, we have

\[
\{124\} = X_1 \bar{z}_{24} \det \left( \begin{array}{ccc}
\bar{z}_{33} & \bar{z}_{34} \\
\bar{z}_{43} & \bar{z}_{44}
\end{array} \right) + X_3 \bar{z}_{14} \det \left( \begin{array}{ccc}
\bar{z}_{33} & \bar{z}_{34} \\
\bar{z}_{43} & \bar{z}_{44}
\end{array} \right),
\]

or also

\[
\{144\} = X_1 \bar{z}_{44} \det \left( \begin{array}{ccc}
\bar{z}_{22} & \bar{z}_{23} \\
\bar{z}_{32} & \bar{z}_{33}
\end{array} \right) - X_4 \bar{z}_{14} \det \left( \begin{array}{ccc}
\bar{z}_{22} & \bar{z}_{23} \\
\bar{z}_{32} & \bar{z}_{33}
\end{array} \right).
\]

We now observe that, thanks to the commutation relations \((1.6)\), one easily recognizes from the definition \((1.2)\) of the symmetric derivatives that

\[
X_1 \bar{z}_{22} - X_2 \bar{z}_{12} = 0, \quad X_1 \bar{z}_{44} - X_4 \bar{z}_{14} = 0,
\]

and so both the terms \(\{122\}\) and \(\{144\}\) vanish. As for \(\{124\}\) we have from \((1.6)\)

\[
X_1 \bar{z}_{24} - X_2 \bar{z}_{14} = - \frac{1}{2} X_1(Tz), \quad X_1 \bar{z}_{42} - X_4 \bar{z}_{12} = \frac{1}{2} X_1(Tz),
\]

and so we also have \(\{124\} = 0\).

The first nonzero term in \((2.20)\) is

\[
(2.21) \quad \{123\} = - X_1 \bar{z}_{23} \det \left( \begin{array}{ccc}
\bar{z}_{32} & \bar{z}_{34} \\
\bar{z}_{42} & \bar{z}_{44}
\end{array} \right) - X_3 \bar{z}_{12} \det \left( \begin{array}{ccc}
\bar{z}_{32} & \bar{z}_{34} \\
\bar{z}_{42} & \bar{z}_{44}
\end{array} \right) + X_2 \bar{z}_{13} \det \left( \begin{array}{ccc}
\bar{z}_{32} & \bar{z}_{34} \\
\bar{z}_{42} & \bar{z}_{44}
\end{array} \right) + X_4 \bar{z}_{13} \det \left( \begin{array}{ccc}
\bar{z}_{32} & \bar{z}_{34} \\
\bar{z}_{42} & \bar{z}_{44}
\end{array} \right).
\]

A computation based on \((1.6)\) now gives

\[
X_2 \bar{z}_{13} - X_1 \bar{z}_{23} = - \frac{1}{2} X_2(Tz), \quad X_3 \bar{z}_{12} - X_1 \bar{z}_{32} = - X_2(Tz).
\]
Substituting in (2.21) we find

\[(2.22) \quad \{123\} = -\frac{3}{2} X_2(Tz) \det \begin{pmatrix} z_{23} & z_{24} \\ z_{34} & z_{34} \end{pmatrix} .\]

After similar computations we find for the other nonvanishing terms in (2.20) that

\[(2.23) \quad \{134\} = -\frac{3}{2} X_4(Tz) \det \begin{pmatrix} z_{22} & z_{23} \\ z_{24} & z_{34} \end{pmatrix} , \]

\[(2.24) \quad \{234\} = \frac{1}{2} X_3(Tz) \left\{ \det \begin{pmatrix} z_{12} & z_{13} \\ z_{24} & z_{34} \end{pmatrix} + 2 \det \begin{pmatrix} z_{23} & z_{14} \\ z_{23} & z_{24} \end{pmatrix} + \det \begin{pmatrix} z_{13} & z_{14} \\ z_{23} & z_{24} \end{pmatrix} \right\} \]

\[= \frac{3}{2} X_3(Tz) \det \begin{pmatrix} z_{12} & z_{14} \\ z_{23} & z_{34} \end{pmatrix} , \]

\[(2.25) \quad \{244\} = -\frac{3}{2} X_4(Tz) \det \begin{pmatrix} z_{12} & z_{13} \\ z_{23} & z_{33} \end{pmatrix} . \]

Inserting (2.22) and (2.23) into (2.24), we conclude that

\[(2.26) \quad \sum_{i=1}^{4} X_i \frac{\partial H(z)}{\partial z_{i1}} = \frac{3}{2} \{ A^1_2 \, X_2(Tz) + A^1_3 \, X_3(Tz) + A^1_4 \, X_4(Tz) \} , \]

where the coefficients \(A^j_i\) are appropriate nonlinear terms involving sums of \(2 \times 2\) minors of the matrix \(\text{Hess}_X(z)\) which are easily computed from (2.22) and (2.23). This proves (2.16) when \(j = 1\). The remaining cases \(j = 2, 3, 4\) are proved similarly.

Since in the sequel it will be crucial to know the fully nonlinear operators \(A^j_i\), we have collected their explicit expressions in the next lemma.

**Lemma 2.5.** In \(\mathbb{R}^2\) the twelve fully nonlinear operators in Lemma 2.4 are given by the following formulas:

\[(2.27) \quad A^1_2 = - \det \begin{pmatrix} z_{23} & z_{24} \\ z_{34} & z_{34} \end{pmatrix} - \det \begin{pmatrix} z_{13} & z_{14} \\ z_{33} & z_{34} \end{pmatrix} , \]

\[A^1_3 = \det \begin{pmatrix} z_{22} & z_{24} \\ z_{24} & z_{34} \end{pmatrix} + \det \begin{pmatrix} z_{12} & z_{14} \\ z_{23} & z_{34} \end{pmatrix} , \]

\[A^1_4 = - \det \begin{pmatrix} z_{22} & z_{23} \\ z_{24} & z_{34} \end{pmatrix} - \det \begin{pmatrix} z_{12} & z_{13} \\ z_{23} & z_{33} \end{pmatrix} . \]
\[ A_1^2 = \det \begin{pmatrix} z_{13} & z_{14} \\ z_{33} & z_{34} \end{pmatrix} + \det \begin{pmatrix} z_{23} & z_{24} \\ z_{33} & z_{44} \end{pmatrix}, \]
\[ A_2^2 = -\det \begin{pmatrix} z_{12} & z_{24} \\ z_{14} & z_{44} \end{pmatrix} - \det \begin{pmatrix} z_{11} & z_{13} \\ z_{14} & z_{34} \end{pmatrix}, \]
\[ A_3^2 = \det \begin{pmatrix} z_{12} & z_{14} \\ z_{23} & z_{34} \end{pmatrix} + \det \begin{pmatrix} z_{11} & z_{13} \\ z_{13} & z_{33} \end{pmatrix}. \]

\[ A_1^3 = \det \begin{pmatrix} z_{14} & z_{12} \\ z_{34} & z_{23} \end{pmatrix} - \det \begin{pmatrix} z_{22} & z_{24} \\ z_{24} & z_{44} \end{pmatrix}, \]
\[ A_2^3 = \det \begin{pmatrix} z_{12} & z_{14} \\ z_{24} & z_{44} \end{pmatrix} + \det \begin{pmatrix} z_{11} & z_{14} \\ z_{13} & z_{34} \end{pmatrix}, \]
\[ A_3^3 = -\det \begin{pmatrix} z_{12} & z_{14} \\ z_{22} & z_{24} \end{pmatrix} - \det \begin{pmatrix} z_{11} & z_{12} \\ z_{13} & z_{23} \end{pmatrix}. \]

\[ A_1^4 = \det \begin{pmatrix} z_{14} & z_{23} \\ z_{34} & z_{24} \end{pmatrix} + \det \begin{pmatrix} z_{12} & z_{13} \\ z_{23} & z_{33} \end{pmatrix}, \]
\[ A_2^4 = -\det \begin{pmatrix} z_{12} & z_{14} \\ z_{23} & z_{34} \end{pmatrix} - \det \begin{pmatrix} z_{11} & z_{13} \\ z_{13} & z_{33} \end{pmatrix}, \]
\[ A_3^4 = \det \begin{pmatrix} z_{12} & z_{14} \\ z_{22} & z_{24} \end{pmatrix} + \det \begin{pmatrix} z_{11} & z_{12} \\ z_{13} & z_{23} \end{pmatrix}. \]

A direct examination of the twelve operators in (2.25)-(2.28) gives the following result, which will be important in the sequel.

**Lemma 2.6.** Let \( A_j^i \) be as in Lemma [2.4] then one has

\[ A_j^i + A_i^j = 0. \]

We are now ready to prove the central result of this section.

**Proof of Theorem 2.1.** We begin as in the proof of Lemma [2.3] and find as for (2.11),

\[ f'(s) = \int_{\partial \Omega} \frac{\partial H(z)}{\partial z_{ij}} \nu_{X,i} \nu_{X,j} \lvert \nabla z_s \rvert \, d\sigma \]
\[ - \int_{\Omega} X_i \frac{\partial H(z)}{\partial z_{ij}} X_j(z_s) \, dg. \]
To evaluate the solid integral in the right-hand side of (2.29) we first employ Lemma 2.4 and then integrate by parts obtaining

\begin{equation}
- \int_{\Omega} X_i \frac{\partial H(z)}{\partial z_{ij}} X_j(z_s) \, dg = - \frac{3}{2} \sum_{j=1}^{4} \sum_{i \neq j}^{4} \int_{\Omega} A^j_i X_i(Tz) X_j(z_s) \, dg
\end{equation}

\begin{align*}
&= - \frac{3}{2} \sum_{j=1}^{4} \sum_{i \neq j}^{4} \int_{\partial \Omega} A^j_i \langle X_i, \nu \rangle \langle X_j, \nu \rangle Tz \, |\nabla z_s| \, d\sigma \\
&\quad + \frac{3}{2} \sum_{j=1}^{4} \sum_{i \neq j}^{4} \int_{\Omega} A^j_i X_i X_j(z_s) \, Tz \, dg \\
&\quad + \frac{3}{2} \sum_{j=1}^{4} \sum_{i \neq j}^{4} \int_{\Omega} X_i A^j_i X_j(z_s) \, Tz \, dg \\
&= (I) + (II) + (III) ,
\end{align*}

where in the boundary integral we have used the relations (2.12), (2.14). We now claim that

\begin{equation}
(I) = - \frac{3}{2} \sum_{j=1}^{4} \sum_{i \neq j}^{4} \int_{\partial \Omega} A^j_i \langle X_i, \nu \rangle \langle X_j, \nu \rangle Tz \, |\nabla z_s| \, d\sigma = 0 .
\end{equation}

This claim follows from the fact that, thanks to the skew-symmetry of the non-linear coefficients $A^j_i$ guaranteed by Lemma 2.6, the factor

\begin{align*}
\sum_{j=1}^{4} \sum_{i \neq j}^{4} A^j_i \langle X_i, \nu \rangle \langle X_j, \nu \rangle = \sum_{j=1}^{4} \sum_{i \neq j}^{4} A^j_i \nu_{X,i} \nu_{X,j}
\end{align*}

in the integrand in (2.31) vanishes identically on $\partial \Omega$.

We then turn to evaluating (II). Using Lemma 2.4 again we see that the sum of the twelve terms in (II) reduces to the expression

\begin{align*}
(II) &= \frac{3}{2} \sum_{j=1}^{4} \sum_{i \neq j}^{4} \int_{\Omega} A^j_i X_i X_j(z_s) \, Tz \, dg \\
&\quad = \frac{3}{2} \int_{\Omega} \left\{ A^1_2 \left[ X_2, X_1 \right](z_s) + A^1_3 \left[ X_3, X_1 \right](z_s) + A^1_4 \left[ X_4, X_1 \right](z_s) + A^2_3 \left[ X_3, X_2 \right](z_s) + A^2_4 \left[ X_4, X_2 \right](z_s) + A^3_4 \left[ X_4, X_3 \right](z_s) \right\} Tz \, dg \\
&\quad = \frac{3}{2} \int_{\Omega} \left\{ A^1_3 \left[ X_3, X_1 \right](z_s) + A^2_4 \left[ X_4, X_2 \right](z_s) \right\} Tz \, dg \\
&\quad = - \frac{3}{4} \int_{\Omega} (A^1_3 + A^2_4) \frac{d}{ds}(Tz)^2 \, dg ,
\end{align*}
where in the second-to-last equality we have used the trivial commutation relations

\[ [X_2, X_1] = [X_4, X_1] = [X_3, X_2] = [X_4, X_3] = 0. \]

From (2.25), (2.26) we find

(2.33) \quad A_1^1 + A_1^3 = B + C ,

where we have let

(2.34) \quad B \overset{\text{def}}{=} \det \begin{pmatrix} 2.22 & 2.24 \\ 2.24 & 2.44 \end{pmatrix} + \det \begin{pmatrix} 2.11 & 2.13 \\ 2.13 & 2.33 \end{pmatrix} ,

(2.35) \quad C \overset{\text{def}}{=} 2 \det \begin{pmatrix} 2.12 & 2.14 \\ 2.23 & 2.34 \end{pmatrix} .

We can thus rewrite (2.32) as follows:

(2.36) \quad (II) = - \frac{3}{4} \int \Omega (B + C) \frac{d}{ds} (Tz)^2 \, dg 

\begin{align*}
&= - \frac{d}{ds} \left( \frac{3}{4} \int \Omega (B + C) (Tz)^2 \, dg \right) \\
&\quad + \frac{3}{4} \int \Omega \frac{dB}{ds} (Tz)^2 \, dg + \frac{3}{4} \int \Omega \frac{dC}{ds} (Tz)^2 \, dg .
\end{align*}

Substituting (2.31), (2.36) into (2.30), and using (2.29), we conclude that

(2.37) \quad \frac{d}{ds} \int \Omega \left\{ H(z) + \frac{3}{4} (B + C) (Tz)^2 \right\} \, dg 

\begin{align*}
&= \int_{\partial \Omega} \frac{\partial H(z)}{\partial z_{ij}} \nu_{X,i} \nu_{X,j} |\nabla z_s| \, d\sigma \\
&\quad + \frac{3}{4} \int \Omega \frac{dB}{ds} (Tz)^2 \, dg + \frac{3}{4} \int \Omega \frac{dC}{ds} (Tz)^2 \, dg \\
&\quad + \frac{3}{2} \sum_{j=1}^4 \sum_{i=1 \atop i \neq j}^4 \int \Omega X_i A_j^1 X_j(z_s) Tz \, dg \\
&= \int_{\partial \Omega} \frac{\partial H(z)}{\partial z_{ij}} \nu_{X,i} \nu_{X,j} |\nabla z_s| \, d\sigma + \frac{3}{4} \text{Monster} ,
\end{align*}
where

\( (2.38) \)

\[ \mathcal{M} = \int_{\Omega} \frac{dB}{ds} (Tz)^2 \, dg + \int_{\Omega} \frac{dC}{ds} (Tz)^2 \, dg + 2 \sum_{j=1}^{4} \sum_{i=1}^{4} \int_{\Omega} X_i A_i^j X_j(z_s) \, Tz \, dg. \]

We now want to understand the \( \mathcal{M} \). We begin by computing the first integral in the right-hand side of (2.38). Using (1.6) one recognizes that

\[ M = \int_{\Omega} \left[ (z_s)_{,22} z_{,44} + z_{,22}(z_s)_{,44} - 2(z_s)_{,24} z_{,24} + (z_s)_{,11} z_{,33} \right. \]

\[ + z_{,11}(z_s)_{,33} - 2(z_s)_{,13} z_{,13} \] \( (Tz)^2 \) \( dg \)

\[ = \int_{\partial \Omega} \left[ \left\langle \begin{pmatrix} z_{,22} \\ z_{,24} \\ z_{,44} \end{pmatrix}, \begin{pmatrix} \nu_{X,4} \\ -\nu_{X,2} \\ -\nu_{X,1} \end{pmatrix} \right\rangle \right] \left| \nabla z_s \right| \, d\sigma \]

\[ - \int_{\Omega} \left[ X_1(z_s) \right. \]

\[ \left. \left( X_1 z_{,33} - X_3 z_{,13} \right) + X_2(z_s) \left( X_2 z_{,44} - X_4 z_{,24} \right) \right. \]

\[ + X_3(z_s) \left( X_3 z_{,11} - X_1 z_{,13} \right) + X_4(z_s) \left( X_4 z_{,22} - X_2 z_{,24} \right) \] \( (Tz)^2 \) \( dg \)

\[ - 2 \int_{\Omega} \left[ \left( z_{,33} X_1(Tz) - z_{,13} X_3(Tz) \right) X_1(z_s) + \left( z_{,44} X_2(Tz) - z_{,24} X_4(Tz) \right) X_2(z_s) \right. \]

\[ + \left( z_{,11} X_3(Tz) - z_{,13} X_1(Tz) \right) X_3(z_s) \]

\[ + \left( z_{,22} X_4(Tz) - z_{,24} X_2(Tz) \right) X_4(z_s) \] \( Tz \) \( dg \).

Using (1.6) one recognizes that

\( (2.40) \)

\[ X_1 z_{,33} - X_3 z_{,13} = \frac{3}{2} X_3(Tz), \]

\[ X_2 z_{,44} - X_4 z_{,24} = \frac{3}{2} X_4(Tz), \]

\[ X_3 z_{,11} - X_1 z_{,13} = -\frac{3}{2} X_1(Tz), \]

\[ X_4 z_{,22} - X_2 z_{,24} = -\frac{3}{2} X_2(Tz). \]
Substituting (2.40) in the second integral on the right-hand side of (2.39) we find

\[
\int_{\Omega} \frac{dB}{ds} (Tz)^2 \, dg 
= \int_{\partial\Omega} \left[ \langle \begin{pmatrix} z_{22} & z_{24} \\ z_{24} & z_{44} \end{pmatrix} \begin{pmatrix} \nu_{X,4} \\ -\nu_{X,2} \end{pmatrix}, \begin{pmatrix} \nu_{X,4} \\ -\nu_{X,2} \end{pmatrix} \rangle + \langle \begin{pmatrix} z_{11} & z_{13} \\ z_{13} & z_{33} \end{pmatrix} \begin{pmatrix} \nu_{X,3} \\ -\nu_{X,1} \end{pmatrix}, \begin{pmatrix} \nu_{X,3} \\ -\nu_{X,1} \end{pmatrix} \rangle \right] (Tz)^2 |\nabla z_s| \, d\sigma 
- \frac{3}{2} \int_{\Omega} \left[ X_3(Tz) \, X_1(z_s) + X_4(Tz) \, X_2(z_s) \right. \\
- X_1(Tz) \, X_3(z_s) - X_2(Tz) \, X_4(z_s) \left. \right] (Tz)^2 \, dg 
- 2 \int_{\Omega} \left[ (z_{33} X_1(Tz) - z_{13} X_3(Tz)) \, X_1(z_s) + (z_{44} X_2(Tz) - z_{24} X_4(Tz)) \, X_2(z_s) \right. \\
+ (z_{11} X_3(Tz) - z_{13} X_1(Tz)) \, X_3(z_s) \\
+ (z_{22} X_4(Tz) - z_{24} X_2(Tz)) \, X_4(z_s) \right] Tz \, dg.
\]

We next compute the second integral on the right-hand side of (2.41). An integration by parts gives

\[
\int_{\Omega} \left[ X_3(Tz) \, X_1(z_s) + X_4(Tz) \, X_2(z_s) \right. \\
- X_1(Tz) \, X_3(z_s) - X_2(Tz) \, X_4(z_s) \left. \right] (Tz)^2 \, dg 
= \int_{\partial\Omega} \left[ \langle X_3, \nu \rangle \langle X_1, \nu \rangle + \langle X_4, \nu \rangle \langle X_2, \nu \rangle \right. \\
- \langle X_1, \nu \rangle \langle X_3, \nu \rangle - \langle X_2, \nu \rangle \langle X_4, \nu \rangle \left. \right] (Tz)^3 |\nabla z_s| \, d\sigma 
- \int_{\Omega} \left[ X_1 X_1(z_s) + X_4 X_2(z_s) - X_1 X_3(z_s) - X_2 X_4(z_s) \right] (Tz)^3 \, dg 
- 2 \int_{\Omega} \left[ X_3(Tz) \, X_1(z_s) + X_4(Tz) \, X_2(z_s) \right. \\
- X_1(Tz) \, X_3(z_s) - X_2(Tz) \, X_4(z_s) \left. \right] (Tz)^2 \, dg.
\]

In this computation some miracles have occurred. First of all, thanks to the special symmetries of the integrand, the boundary integral on the right-hand side of (2.42) disappears. Furthermore, thanks to the commutation relations (1.6), the second term is a pure derivative with respect to \(s\). Finally, the left-hand side (which is what we want to compute) appears with the opposite sign with respect to the
third integral on the right-hand side of (2.42). Solving for such term, we thus obtain

\[ \int_{\Omega} \left[ X_3(Tz) X_1(z_s) + X_4(Tz) X_2(z_s) ight. \\
- X_1(Tz) X_3(z_s) - X_2(Tz) X_4(z_s) \bigg] (Tz)^2 \, dg \\
= \frac{1}{6} \frac{d}{ds} \int_{\Omega} (Tz)^4 \, dg. \]

Armed with (2.43) we return to (2.41) to conclude

\[ \int_{\Omega} \frac{d\Omega}{ds} (Tz)^2 \, dg = - \frac{3}{12} \frac{d}{ds} \int_{\Omega} (Tz)^4 \, dg \\
+ \int_{\partial \Omega} \left[ \begin{pmatrix} 2  & 2 \\ z_{12} & z_{34} \end{pmatrix} \begin{pmatrix} \nu_{X,1} & \nu_{X,2} \\ -\nu_{X,1} & -\nu_{X,2} \end{pmatrix} \right] \begin{pmatrix} (Tz)^2 |\nabla z_s| \, d\sigma \\
- 2 \int_{\Omega} \left[ z_{33} X_1(Tz) - z_{13} X_3(Tz) \right] X_1(z_s) + (z_{44} X_2(Tz) - z_{24} X_4(Tz)) X_2(z_s) \\
+ (z_{11} X_3(Tz) - z_{13} X_1(Tz)) X_3(z_s) \\
+ (z_{22} X_4(Tz) - z_{24} X_2(Tz)) X_4(z_s) \right] Tz \, dg. \]

This gives the first piece of the Monster (2.38). We next compute the second piece. Using (2.35) and integration by parts we find

\[ \int_{\Omega} \frac{dC}{ds} (Tz)^2 \, dg \]

\[ = 2 \int_{\Omega} [z_{12} z_{34} + z_{12}(z_s), 34 - (z_s), 14 z_{23} - z_{14}(z_s), 23] (Tz)^2 \, dg \\
= \int_{\partial \Omega} \left[ 2 z_{34} \nu_{X,1} \nu_{X,2} - 2 z_{12} \nu_{X,3} \nu_{X,4} - 2 z_{24} \nu_{X,1} \nu_{X,2} \nu_{X,4} - 2 z_{14} \nu_{X,2} \nu_{X,3} \right] (Tz)^2 |\nabla z_s| \, d\sigma \\
- \int_{\Omega} \left[ X_1(z_s) (X_2 z_{34} - X_4 z_{23}) + X_2(z_s) (X_1 z_{34} - X_3 z_{14}) \\
+ X_3(z_s) (X_4 z_{12} - X_2 z_{14}) + X_4(z_s) (X_3 z_{12} - X_1 z_{23}) \right] (Tz)^2 \, dg \\
- 2 \int_{\Omega} \left[ (z_{34} X_2(Tz) - z_{23} X_4(Tz)) X_1(z_s) + (z_{34} X_1(Tz) - z_{14} X_3(Tz)) X_2(z_s) \\
(z_{12} X_4(Tz) - z_{14} X_2(Tz)) X_3(z_s) + (z_{12} X_3(Tz) - z_{23} X_1(Tz)) X_4(z_s) \right] Tz \, dg. \]

From (2.35) we recognize that

\[ X_2 z_{34} - X_4 z_{23} = X_3(Tz), \]
\[ X_1 z_{34} - X_3 z_{14} = X_4(Tz), \]
\[ X_4 z_{12} - X_2 z_{14} = -X_1(Tz), \]
\[ X_3 z_{12} - X_1 z_{23} = -X_2(Tz). \]
Substituting (2.46) in the second integral on the right-hand side of (2.45) we obtain

\[
\int_{\Omega} dC \frac{ds}{ds} (Tz)^2 \, dg
\]

\[
= \int_{\partial \Omega} \left[ 2z_{34} \nu_{X,1} \nu_{X,2} + 2z_{12} \nu_{X,3} \nu_{X,4} - 2z_{23} \nu_{X,1} \nu_{X,4} + 2z_{14} \nu_{X,2} \nu_{X,3} \right] (Tz)^2 |\nabla z_s| \, d\sigma
\]

\[- \int_{\Omega} \left[ X_1(z_s) X_3(Tz) + X_2(z_s) X_4(Tz) - X_3(z_s) X_1(Tz) \right]
\]

\[- X_4(z_s) X_2(Tz) \right] (Tz)^2 \, dg
\]

\[- 2 \int_{\Omega} \left[ (z_{34} X_2(Tz) - z_{23} X_4(Tz)) X_1(z_s) + (z_{34} X_1(Tz) - z_{14} X_3(Tz)) X_2(z_s) \right]
\]

\[+ (z_{12} X_4(Tz) - z_{14} X_2(Tz)) X_3(z_s)\]

\[+ (z_{12} X_3(Tz) - z_{23} X_1(Tz)) X_4(z_s) \right] Tz \, dg.
\]

At this point we need to compute the second integral on the right-hand side of (2.37). But this has already been done in (2.42). We can thus use (2.43) and conclude from (2.47) that

\[
\int_{\Omega} dC \frac{ds}{ds} (Tz)^2 \, dg = - \frac{1}{6} \frac{d}{ds} \int_{\Omega} (Tz)^4 \, dg
\]

\[+ \int_{\partial \Omega} \left[ 2z_{34} \nu_{X,1} \nu_{X,2} + 2z_{12} \nu_{X,3} \nu_{X,4} - 2z_{23} \nu_{X,1} \nu_{X,4} + 2z_{14} \nu_{X,2} \nu_{X,3} \right] (Tz)^2 |\nabla z_s| \, d\sigma
\]

\[- 2 \int_{\Omega} \left[ (z_{34} X_2(Tz) - z_{23} X_4(Tz)) X_1(z_s) + (z_{34} X_1(Tz) - z_{14} X_3(Tz)) X_2(z_s) \right]
\]

\[+ (z_{12} X_4(Tz) - z_{14} X_2(Tz)) X_3(z_s)\]

\[+ (z_{12} X_3(Tz) - z_{23} X_1(Tz)) X_4(z_s) \right] Tz \, dg.
\]
Formula (2.48) gives the second piece of the Monster. Inserting (2.44) and (2.48) in (2.38) we conclude that

\[
(2.49) \quad \text{Monster} = - \frac{d}{ds} \left( \frac{5}{12} \right) \int_\Omega (Tz)^4 \, dg + 2 \sum_{j=1}^4 \sum_{i=1}^4 \int_\Omega X_i A_j^T X_j(z_s) Tz \, dg
\]

\[
+ \int_{\partial \Omega} \left[ \left( \begin{array}{cc} z_{22} & z_{24} \\ z_{24} & z_{44} \end{array} \right) \left( \begin{array}{cc} \nu_{X,4} & -\nu_{X,2} \\ -\nu_{X,4} & \nu_{X,2} \end{array} \right) \right] (Tz)^2 |\nabla z_s| \, d\sigma
\]

\[
+ \int_{\partial \Omega} \left[ 2z_{34}\nu_{X,1}\nu_{X,2} + 2z_{12}\nu_{X,3}\nu_{X,4} - 2z_{23}\nu_{X,1}\nu_{X,4} - 2z_{14}\nu_{X,2}\nu_{X,3} \right] (Tz)^2 |\nabla z_s| \, d\sigma
\]

At this point two remarkable facts occur. First, if we consider the vector field on \( \partial \Omega \), \( \nu_X^\perp \), introduced in (2.24), a computation shows that sum of the integrands in the two boundary integrals in (2.49) equals \( \langle \text{Hess}_X(z) \nu_X^\perp, \nu_X^\perp \rangle \), i.e., we have

\[
(2.50) \quad \int_{\partial \Omega} \left[ \left( \begin{array}{cc} z_{22} & z_{24} \\ z_{24} & z_{44} \end{array} \right) \left( \begin{array}{cc} \nu_{X,4} & -\nu_{X,2} \\ -\nu_{X,4} & \nu_{X,2} \end{array} \right) \right] (Tz)^2 |\nabla z_s| \, d\sigma
\]

\[
+ 2z_{34}\nu_{X,1}\nu_{X,2} + 2z_{12}\nu_{X,3}\nu_{X,4} - 2z_{23}\nu_{X,1}\nu_{X,4} - 2z_{14}\nu_{X,2}\nu_{X,3} \right] (Tz)^2 |\nabla z_s| \, d\sigma
\]

The second (big) miracle is contained in the following lemma.
Lemma 2.7. The following identity holds:

\[(2.51) \sum_{j=1}^{4} \sum_{i=1}^{4} X_i A_i^j Y_j(z_*) = (z_{33} X_1(Tz) - z_{13} X_3(Tz)) X_1(z_*) + (z_{44} X_2(Tz) - z_{24} X_4(Tz)) X_2(z_*) \]

\[- (z_{11} X_3(Tz) - z_{31} X_1(Tz)) X_3(z_*) + (z_{22} X_4(Tz) - z_{42} X_2(Tz)) X_4(z_*) \]

\[+ (z_{34} X_2(Tz) - z_{23} X_4(Tz)) X_1(z_*) + (z_{34} X_1(Tz) - z_{14} X_3(Tz)) X_2(z_*) \]

\[- (z_{12} X_4(Tz) - z_{41} X_2(Tz)) X_3(z_*) + (z_{12} X_3(Tz) - z_{32} X_1(Tz)) X_4(z_*) . \]

Proof. We have

\[(2.52) \sum_{j=1}^{4} \sum_{i=1}^{4} X_i A_i^j Y_j(z_*) = (X_2 A_2^1 + X_3 A_3^1 + X_4 A_4^1) X_1(z_*) \]

\[+ (X_1 A_2^1 + X_3 A_4^1 + X_4 A_3^1) X_2(z_*) \]

\[+ (X_1 A_3^2 + X_2 A_2^2 + X_4 A_4^2) X_3(z_*) \]

\[+ (X_1 A_4^2 + X_2 A_4^2 + X_3 A_3^2) X_4(z_*) . \]

The computation of the four terms on the right-hand side of (2.52) is very long, therefore we omit the tedious details and confine ourselves to provide the reader with the final output:

\[(2.53) X_2 A_2^1 + X_3 A_3^1 + X_4 A_4^1 = z_{33} X_1(Tz) + z_{34} X_2(Tz) - z_{13} X_3(Tz) - z_{23} X_4(Tz) , \]

\[X_1 A_2^1 + X_3 A_4^1 + X_4 A_3^1 = z_{34} X_1(Tz) + z_{44} X_2(Tz) - z_{14} X_3(Tz) - z_{24} X_4(Tz) , \]

\[X_1 A_3^2 + X_2 A_2^2 + X_4 A_4^2 = -z_{31} X_1(Tz) - z_{14} X_2(Tz) + z_{11} X_3(Tz) + z_{12} X_4(Tz) , \]

\[X_1 A_4^2 + X_2 A_4^2 + X_3 A_3^2 = -z_{23} X_1(Tz) - z_{24} X_2(Tz) + z_{13} X_3(Tz) + z_{22} X_4(Tz) . \]

To finish the proof of the lemma all we need to do at this point is to substitute the expressions of the four terms in (2.53) in the corresponding equations (2.52), and then recognize that the resulting expression equals the right-hand side of (2.51). \(\square\)

Armed with Lemma 2.7 we can now complete the proof of Theorem 2.1. It suffices to insert (2.50) and (2.51) in (2.49) to find

\[(2.54) \text{Monster} = - \frac{d}{ds} \frac{5}{12} \int_{\Omega} (Tz)^4 dg + \int_{\partial \Omega} \langle \text{Hess}_T(z) \nu_T^1, \nu_T^1 \rangle (Tz)^2 |\nabla z_*| d\sigma . \]

Finally, substitution of (2.54) in (2.37) allows us to reach the sought-for conclusion. \(\square\)

We close this section by formulating a conjecture for a monotonicity result for general n. We plan to come back to this conjecture in a forthcoming study.
Conjecture. Let $\Omega \subset \mathbb{H}^n$ be a $C^1$ domain, and consider two weakly $H$-convex functions $u, v \in \Gamma^3(\Omega)$ such that $u \geq v$ in $\Omega$ and $u = v$ on $\partial \Omega$. With $z$ as in (2.9) one has for suitable numbers $a_{n,k} > 0$

$$
\frac{d}{ds} \int_{\Omega} \left\{ \det \text{Hess}_X(z) + \sum_{k=1}^{n} a_{n,k} \left( \sum (\text{Minors})_{2(n-k)\times2(n-k)} \right) (Tz)^{2k} \right\} \, dg \geq 0 .
$$

Here, the sum is extended to suitably selected minors of order $2(n-k)\times2(n-k)$ of the matrix $\text{Hess}_X(u)$.

3. Positivity of the Monge-Ampère measure

For a function $u \in \Gamma^2(\mathbb{H}^2)$ we consider the modified sub-elliptic Monge-Ampère operator $S_{ma}(u)$ defined in (1.7). Given a weakly $H$-convex $u \in \Gamma^2(\mathbb{H}^2)$, we now introduce a measure on $\mathbb{H}^2$ as follows:

$$
(3.1) \quad \nu_{ma}(E) \overset{\text{def}}{=} \int_E S_{ma}(u) \, dg , \quad E \subset \mathbb{H}^n \text{ is a Borel set} .
$$

In this section we are interested in a basic property of such a measure which will play an important role in Section 7, namely, its positivity. Clearly, when $n = 1$, then such positivity is trivially guaranteed by Theorem 2.2. However, when $n = 2$ such a basic property is a priori very much in doubt. Our next result shows that this property is in fact true for arbitrary (smooth) weakly $H$-convex functions. The proof of the following linear algebra lemma was kindly suggested to us by Duy-Minh Nhieu, and we thank him for his help.

Lemma 3.1. Let $U = (u_{ij})$ be a $4 \times 4$ symmetric, positive semi-definite matrix. Then the quantity

$$
(3.2) \quad (u_{11}u_{33} - u_{13}^2) + (u_{22}u_{44} - u_{24}^2) + 2(u_{12}u_{34} - u_{14}u_{23}) \geq 0 .
$$

Proof. We begin by recalling that, according to the Cholesky factorization (see for instance [Hou]), every symmetric, positive semi-definite matrix $U = (u_{ij})$ can be written as follows: $U = LL'$, where $L$ is a lower-triangular matrix and $L'$ denotes its transpose. Denoting by $L_i$ the $i$-th row of $L$, we thus have $u_{ij} = \langle L_i, L_j \rangle$. The inequality (3.2) is thus equivalent to

$$
(3.3) \quad \{|L_1|^2 |L_3|^2 - \langle L_1, L_3 \rangle^2 \} + \{|L_2|^2 |L_4|^2 - \langle L_2, L_4 \rangle^2 \} + 2 \{\langle L_1, L_2 \rangle \langle L_3, L_4 \rangle - \langle L_1, L_4 \rangle \langle L_2, L_3 \rangle \} \geq 0 .
$$

We can presently write

$$
L_1 = (l_{11}, 0, 0, 0) , \quad L_2 = (l_{21}, l_{22}, 0, 0) , \quad L_3 = (l_{31}, l_{32}, l_{33}, 0) , \quad L_4 = (l_{41}, l_{42}, l_{43}, l_{44}) .
$$
With this notation we find
\[(3.4)\]
\[
\{ |L_1|^2 - |L_3|^2 - \langle L_1, L_3 \rangle^2 \} = l_{11}^2 (l_{31}^2 + l_{32}^2 + l_{33}^2) - l_{11}^2 l_{31}^2 = l_{11}^2 l_{32}^2 + l_{11}^2 l_{33}^2 ,
\]
\[(3.5)\]
\[
\{ |L_2|^2 - |L_4|^2 - \langle L_2, L_4 \rangle^2 \} = (l_{21}^2 + l_{22}^2)(l_{41}^2 + l_{42}^2 + l_{43}^2 + l_{44}^2) - (l_{21} l_{41} + l_{22} l_{42})^2
\]
\[
= (l_{21} l_{42} - l_{22} l_{41})^2 + l_{21}^2 l_{44}^2 + l_{21}^2 l_{43}^2 + l_{22}^2 l_{43}^2 + l_{22}^2 l_{44}^2 .
\]
\[(3.6)\]
\[
2 \{ \langle L_1, L_2 \rangle \langle L_3, L_4 \rangle - \langle L_1, L_4 \rangle \langle L_2, L_3 \rangle \}
\]
\[
= 2 \left[ l_{11} l_{21} (l_{31} l_{44} + l_{32} l_{42} + l_{33} l_{43}) - l_{11} l_{41} (l_{21} l_{31} + l_{22} l_{32}) \right]
\]
\[
= 2 l_{11} l_{21} l_{33} l_{43} + 2 l_{11} l_{21} l_{32} l_{42} - 2 l_{11} l_{41} l_{22} l_{32} .
\]
Using the inequality $2|ab| \leq a^2 + b^2$, we now infer that
\[
2 l_{11} l_{21} l_{33} l_{43} \leq l_{11}^2 l_{33}^2 + l_{21}^2 l_{43}^2 .
\]
Using this inequality, and comparing (3.3) to (3.4), we see that for (3.3) to hold, it satisfies to have
\[(3.7)\]
\[
| 2 l_{11} l_{21} l_{32} l_{42} - 2 l_{11} l_{41} l_{22} l_{32} | \leq l_{11}^2 l_{32}^2 + (l_{21} l_{42} - l_{22} l_{41})^2 + l_{21}^2 l_{44}^2 + l_{22}^2 l_{43}^2 + l_{22}^2 l_{44}^2 .
\]
Since $2|ab| \leq a^2 + b^2$ implies
\[
| 2 l_{11} l_{21} l_{32} l_{42} - 2 l_{11} l_{41} l_{22} l_{32} | \leq l_{11}^2 l_{32}^2 + (l_{21} l_{42} - l_{22} l_{41})^2 ,
\]
the validity of (3.7) now holds trivially. This completes the proof. \(\square\)

Now consider a function $u \in \Gamma^2(\mathbb{H}^2)$. According to Theorem 2.2, the matrix $\text{Hess}_X(u)$ is positive semi-definite. Applying Lemma 3.1 to such a matrix, we obtain the following result.

**Theorem 3.2.** Let $u \in \Gamma^2(\mathbb{H}^2)$ be a weakly $H$-convex function. Then
\[(3.8)\]
\[
\det \begin{pmatrix} u_{22} & u_{24} \\ u_{24} & u_{44} \end{pmatrix} + 2 \det \begin{pmatrix} u_{12} & u_{14} \\ u_{23} & u_{34} \end{pmatrix} + \det \begin{pmatrix} u_{11} & u_{13} \\ u_{13} & u_{33} \end{pmatrix} \geq 0 .
\]

In particular, from (3.8), from Theorem 2.2 and definition (1.7), we obtain
\[
\mathcal{S}_{\text{ma}}(u) \geq \frac{5}{16} (Tu)^4 \geq 0 .
\]

4. Monotonicity for the Engel group of step three

In this section we generalize Theorem 1.1 to an interesting four-dimensional Carnot group of step $r = 3$, the so-called cyclic or Engel group. This group is important in many respects since it represents the next level of difficulty with respect to the Heisenberg group and provides an ideal framework for testing whether results which are true in step 2 generalize to step 3 or higher. The reader unfamiliar with the cyclic group can consult [CG], or also [Mon]. As we will see, because of the nonvanishing higher commutators (see (1.1)), Theorem 1.1 does not hold in the same form for such a group. Instead, we will find a substitute monotonicity result and a suitable expression for the Monge-Ampère measure. We mention here that in the forthcoming paper [DGN] we will take up the ideas in the proof of Theorem 4.1 and establish a useful generalization of this result to arbitrary Carnot groups.
The Engel group $\mathfrak{E} = K_4$ (see ex. 1.1.3 in [CG]) is the Lie group whose underlying manifold can be identified with $\mathbb{R}^4$, and whose Lie algebra is given by the grading,

$$\mathfrak{e} = V_1 \oplus V_2 \oplus V_3 ,$$

where $V_1 = \text{span}\{e_1, e_2\}$, $V_2 = \text{span}\{e_3\}$, and $V_3 = \text{span}\{e_4\}$, so that $m_1 = 2$ and $m_2 = m_3 = 1$. We will denote with $(x, y, t)$ and $s$ respectively, the variables in $V_1$, $V_2$ and $V_3$, so that $X \in \mathfrak{e}$ can be written as $X = xe_1 + ye_2 + te_3 + se_4$. If $g = \exp(X)$, we will identify $g = (x, y, t, s)$. For the corresponding left-invariant vector fields on $\mathfrak{E}$ given by $X_i(g) = (L_g)_*(e_i)$, $i = 1, ..., 4$, we assign the commutators

$$[X_1, X_2] = X_3, \quad [X_1, X_3] = [X_1, [X_1, X_2]] = X_4 ,$$

all other commutators being assumed trivial. We observe right away that the homogeneous dimension of $\mathfrak{E}$ is

$$Q = m_1 + 2 m_2 + 3 m_3 = 7 .$$

The group law in $\mathfrak{E}$ is given by the Baker-Campbell-Hausdorff formula [C]. In exponential coordinates, if $g = \exp(X)$, $g' = \exp(X')$, where $X = \sum_{i=1}^4 x_i X_i$, $X' = \sum_{i=1}^4 y_i X_i$, we have

$$g \circ g' = X + X' + \frac{1}{2} [X, X'] + \frac{1}{12} \left\{ [X, [X, X']] - [X', [X', X']] \right\} .$$

A computation based on (4.1) gives (see also ex. 1.2.5 in [CG])

$$g \circ g' = \left( x + x', y + y', t + t' + P_3, s + s' + P_4 \right) ,$$

where

$$P_3 = \frac{1}{2} (xy' - yx') ,$$

$$P_4 = \frac{1}{2} (x'y' - tx') + \frac{1}{12} \left( x'^2 y' - xx'(y + y') + yx'^2 \right) .$$

Using the Baker-Campbell-Hausdorff formula we find the following expressions for the vector fields $X_1, ..., X_4$:

$$X_1 = \frac{\partial}{\partial x} - \frac{y}{2} \frac{\partial}{\partial t} - \left( \frac{t}{2} + \frac{xy}{12} \right) \frac{\partial}{\partial s} ,$$

$$X_2 = \frac{\partial}{\partial y} + \frac{x}{2} \frac{\partial}{\partial t} + \frac{x^2}{12} \frac{\partial}{\partial s} ,$$

$$X_3 = \frac{\partial}{\partial t} + \frac{x}{2} \frac{\partial}{\partial s} ,$$

$$X_4 = \frac{\partial}{\partial s} .$$

We define $\text{Hess}_X(u) = (u_{ij})_{i,j=1,2}$, and we let $H(u) = \det(\text{Hess}_X(u))$; see (2.5).

**Theorem 4.1.** Let $\Omega \subset \mathfrak{E}$ be a $C^1$ bounded open set, and consider two weakly $H$-convex functions $u, v \in \Gamma^3(\Omega)$ such that $u \geq v$ in $\Omega$ and $u = v$ on $\partial \Omega$. For $0 \leq \tau \leq 1$ we set

$$z = z(g, \tau) \overset{\text{def}}{=} (1 - \tau)u(g) + \tau v(g) , \quad g \in \Omega .$$
We have
\[ \frac{d}{d\tau} \int_{\Omega} \left\{ H(z) + \frac{3}{4} (X_3 z)^2 + \frac{1}{2} (X_2 z)(X_4 z) \right\} \, dg \geq 0. \]

In particular,
\[ \int_{\Omega} \left\{ H(u) + \frac{3}{4} (X_3 u)^2 + \frac{1}{2} (X_2 u)(X_4 u) \right\} \, dg \leq \int_{\Omega} \left\{ H(v) + \frac{3}{4} (X_3 v)^2 + \frac{1}{2} (X_2 v)(X_4 v) \right\} \, dg. \]

**Proof.** We observe preliminarily that by the assumption \( v, v \in \Gamma^3(\overline{\Omega}) \) and the com- 
bmutation relations (4.1), we have \( X_2 u, X_3 u, X_4 u, X_4 v \in C(\overline{\Omega}) \), and this implies in 
particular that \( u, v \in C^1(\Omega) \). We can thus apply the divergence theorem to the 
function \( g \to z(g,s) \). This being said, the proof now proceeds similarly to that of 
Theorem 2.1 up to formula (2.11), which we record again
\[ f'(\tau) = \int_{\partial\Omega} \frac{\partial H(z)}{\partial z,ij} \nu \, |\nabla z| \, d\sigma - \int_{\Omega} X_i \frac{\partial H(z)}{\partial z,ij} X_j(z_\tau) \, dg. \]

To evaluate the solid integral on the right-hand side of (4.3) we proceed as 
before, except that, since the first layer \( V_1 \) of the Engel Lie algebra is only two-
dimensional, similarly to the case of \( H^1 \), the expression of \( H(z) = z_{11} z_{22} - z_{12} z_{12} \) is much simpler. We thus find
\[ X_i \frac{\partial H(z)}{\partial z,ij} X_j(z_\tau) = \{ X_i X_2 X_2 z - X_2(z_{12}) \} X_1(z_\tau) \]
\[ + \{-X_1(z_{12}) + X_2 X_1 X_1 z\} X_2(z_\tau). \]

At this point we use (4.1) to find
\[ X_1 X_2 X_2 z - X_2(z_{12}) = \frac{3}{2} X_2(X_3 z), \]
\[ -X_1(z_{12}) + X_2 X_1 X_1 z = -\frac{3}{2} X_1(X_3 z) + X_4 z. \]

Substituting (4.4), (4.5) in the above formula, we conclude that
\[ X_i \frac{\partial H(z)}{\partial z,ij} X_j(z_\tau) = \frac{3}{2} X_2(X_3 z)X_1(z_\tau) - \frac{3}{2} X_1(X_3 z)X_2(z_\tau) + X_4 z X_2(z_\tau). \]

Because of the appearance of the higher-order commutator \( X_4 = [X_1, [X_1, X_2]] \), 
formula (4.6) is different from the corresponding formula which one obtains in the
case of the first Heisenberg group $\mathbb{H}^1$. Integrating (4.6) on $\Omega$ we find that

\begin{equation}
(4.7) - \int_{\Omega} X_i \frac{\partial H(z)}{\partial z_i} X_j(z_s) \, dg = \frac{3}{2} \int_{\Omega} \left\{ X_2(X - 3z)X_1(z_s) - X_1(X_3z)X_2(z_r) \right\} \, dg \\
- \int_{\Omega} X_4zX_2(z_r) \, dg
\end{equation}

\begin{equation}
= -\frac{3}{2} \int_{\partial\Omega} X_3z \left\{ X_1(z_r)X_2, \nu \right\} - X_2(z_r)\left\{ X_1, \nu \right\} \, d\sigma
\end{equation}

\begin{equation}
+ \frac{3}{2} \int_{\Omega} X_3z \left\{ X_2X_1(z_r) - X_1X_2(z_r) \right\} \, dg - \int_{\Omega} X_4zX_2(z_r) \, dg
\end{equation}

where in the second-to-last equality we have again used (4.1). Also, thanks to (4.8), the boundary integral vanishes since

\[ X_1(z_r)\left\{ X_2, \nu \right\} - X_2(z_r)\left\{ X_1, \nu \right\} = \left[ (X_1, \nu)\left\{ X_2, \nu \right\} - \left\{ X_1, \nu \right\}\left\{ X_2, \nu \right\} \right] |\nabla z_r| \]

Inserting (4.7) in (4.3) we find that

\begin{equation}
(4.8) \frac{d}{d\tau} \int_{\Omega} \left\{ H(z) + \frac{3}{4} (X_3z)^2 \right\} \, dg = \int_{\partial\Omega} \frac{\partial H(z)}{\partial z_i} \nu_{X,i} \nu_{X,j} |\nabla z_r| \, d\sigma - \int_{\Omega} X_4zX_2(z_r) \, dg
\end{equation}

At this point it does not seem obvious that there is any monotonicity attached to (4.3). To disclose it, we integrate by parts the second term on the right-hand side obtaining

\begin{equation}
(4.9) \int_{\Omega} X_4zX_2(z_r) \, dg = \int_{\partial\Omega} z\left\{ X_4, \nu \right\}X_2(z_r) \, d\sigma - \int_{\Omega} zX_4X_2(z_r) \, dg
\end{equation}

We also integrate by parts the following expression

\begin{equation}
(4.10) \int_{\Omega} X_2zX_4(z_r) \, dg = \int_{\partial\Omega} z\left\{ X_2, \nu \right\}X_4(z_r) \, d\sigma - \int_{\Omega} zX_2X_4(z_r) \, dg
\end{equation}

\begin{equation}
= \int_{\partial\Omega} z\left\{ X_2, \nu \right\}X_4(z_r) \, d\sigma - \int_{\Omega} zX_4X_2(z_r) \, dg
\end{equation}

where in the last equality we have used $[X_2, X_4] = 0$. Substituting (4.10) in (4.9) we find that

\begin{equation}
(4.11) \int_{\Omega} X_4zX_2(z_r) \, dg = \int_{\Omega} X_2zX_4(z_r) \, dg \\
+ \int_{\partial\Omega} z \left\{ (X_1, \nu)X_2(z_r) - (X_2, \nu)X_4(z_r) \right\} \, d\sigma
\end{equation}

\begin{equation}
= \int_{\Omega} X_2zX_4(z_r) \, dg,
\end{equation}

where again the boundary integral vanishes thanks to equation (2.14). Using (4.11) we finally recognize that

\begin{equation}
(4.12) \frac{d}{d\tau} \int_{\Omega} X_4z \, X_2z \, dg = 2 \int_{\Omega} X_4z \, X_2(z_r) \, dg.
\end{equation}
If we replace (4.12) in (4.8) we reach the conclusion
\[
\frac{d}{d\tau} \int_{\Omega} \left\{ H(z) + \frac{3}{4} (X_3 z)^2 + \frac{1}{2} (X_2 z)(X_4 z) \right\} \, dg = \int_{\partial \Omega} \frac{\partial H(z)}{\partial z_{ij}} \nu_{X, i} \nu_{X, j} \, |\nabla z_\tau| \, d\sigma.
\]

By the ellipticity of the horizontal Monge-Ampère equation on smooth weakly \(H\)-convex functions we conclude as before that \(\frac{\partial H(z)}{\partial z_{ij}} \nu_{X, i} \nu_{X, j} \geq 0\), thus completing the proof. \(\square\)

Remark 4.2. It is interesting to observe that when the functions \(u\) and \(v\) depend only on the variables \((x, y)\) and \(t\) in the first two layers, then \(X_4 u = X_4 v = 0\) and, at least formally (i.e., without taking into account the global boundary conditions), one obtains from Theorem 4.1 the statement of Theorem 1.1.

5. Sub-elliptic cones

A crucial aspect of the theory of fully nonlinear equations is the possibility of comparing a convex function \(u\), less than or equal to zero on the boundary of a ball, with a cone (or with its regularization) touching the graph of \(u\) at its minimum point. Precisely, if \(u\) is a convex function in \(B = B(x, R) \subset \mathbb{R}^n\) such that \(u \in C(B)\) and \(u \leq 0\) on \(\partial B\), and we consider the cone \(u(x)(R - |y - x|)\), vanishing on \(\partial B\) and touching \(u\) at \(y = x\), then one has for every \(y \in B\)
\[
(5.1) \quad u(y) \leq \frac{u(x)}{R}(R - |y - x|).
\]

The purpose of this section is to establish a basic sub-elliptic counterpart of this property. We stress that the elementary Euclidean proof of (5.1) cannot be reproduced for weakly \(H\)-convex functions in a Carnot group, since the notion of weak \(H\)-convexity (2.8) only involves control on the horizontal plane, and one has to develop a different, more sophisticated approach.

Cones in Euclidean space are built on the Lipschitz function \(\Gamma(x) = |x|\). Such a function has the property of providing the fundamental solution for the Monge-Ampère equation. As we will see in Proposition 6.6 such a property breaks down for the sub-elliptic Monge-Ampère equation \(\det Hess_X(u) = 0\). Nonetheless, in any group of Heisenberg type the anisotropic gauge \(N(g)\) does provide an explicit singular solution. One has in fact the following result, which is Theorem 10.9 in [DGN1].

Theorem 5.1. Let \(G\) be a group of Heisenberg type. Then the gauge \(N(g) = (|x(g)|^4 + 16|y(g)|^2)^{1/4}\) satisfies the equation \(\det Hess_X N = 0\) in \(G \setminus \{0\}\).

Furthermore, one has the following basic information, which is Theorem 6.8 in [DGN1].

Theorem 5.2. Let \(G\) be a group of Heisenberg type. Then the gauge \(N(g) = (|x(g)|^4 + 16|y(g)|^2)^{1/4}\) is weakly \(H\)-convex.

Theorems 5.1 and 5.2 strongly suggest that, at least for groups of Heisenberg type, one should build cones using the distance \(d(g, g') = N(g^{-1} \circ g')\) associated with the gauge (it is not trivial that \(d\) is an actual distance; for this fact, see [Cy]).
Definition 5.3. In a group of Heisenberg type $G$ consider the gauge ball $B(0, R) = \{g \in G \mid N(g) < R\}$. The sub-elliptic cone based on $B(0, R)$ with height $h > 0$ is defined by

$$\Gamma_H(g) = \frac{h}{R} (N(g) - R).$$

We define the cone based on $B(g_0, R)$, $g_0 \in G$, as $g \rightarrow \Gamma_H(g_0^{-1}g)$. The regularized cone based on $B(0, R)$ is given by

$$\Gamma_{H, \epsilon}(g) = \frac{h}{R} ((N(g)^4 + \epsilon^4)^{1/4} - (R^4 + \epsilon^4)^{1/4}), \quad \epsilon > 0.$$

We note explicitly that $\Gamma_H$ is only Lipschitz continuous with respect to the Carnot-Carathéodory metric of $G$. Once Definition 5.3 is introduced, one faces the problem of establishing an appropriate analogue of (5.1). Unfortunately, an elementary direct approach does not seem available. On the other hand, Euclidean cones enjoy another basic property: they are singular solutions of the nonlinear operator $\Delta_\infty u = \sum_{i,j=1}^n D_{ij}u D_iu D_ju$ introduced by G. Aronsson in his classical papers [Ar1], [Ar2]. Thereby, an indirect (and quite nonelementary) proof of (5.1) can be obtained by appealing to the fundamental comparison theorem for viscosity solutions of $\Delta_\infty$ due to R. Jensen [J].

This brings us to introduce the following strongly nonlinear operator. In a Carnot group $G$ the $\infty$-sub-Laplacian is defined by

$$\mathcal{L}_\infty u = \langle Hess_X(u)Xu, Xu \rangle = \sum_{i,j=1}^m X_i X_j u X_i u X_j u.$$

A classical solution is a function $u \in \Gamma^2(G)$ which solves $\mathcal{L}_\infty u = 0$ in the classical sense. The following result will be crucial in the sequel; see Proposition 6.4 in [DGN1].

Theorem 5.4. Let $G$ be a group of Heisenberg type, with gauge $N(g) = (|x(g)|^4 + 16|y(g)|^2)^{1/4}$. Then $\mathcal{L}_\infty N = 0$, in the classical sense in $G \setminus \{0\}$.

In the Heisenberg group Tom Bieske has introduced a notion of viscosity solution for (5.4) based on comparison with suitable quadratic polynomials weighted according to the grading of the Lie algebra (see [B]), and also the subsequent developments due to Bieske and L. Capogna [BC]. Bieske’s comparison theorem, and the recent generalization of such a result due to C. Wang [Wa1], will be important to us. We mention that, based on the results in [B], Lu, Manfredi and Stroffolini have defined cones in $\Gamma_{\infty}$ by solving the Dirichlet problem for (5.4) on metric balls. However, such general perspective which has an obvious interest would presently be of no use for us. The reason being that to carry our program we have to make extensive explicit computations for the sub-elliptic cones, or better for their regularizations, of all the geometric quantities involved in the definition (1.7). In connection with viscosity solutions of $\mathcal{L}_\infty$ we will also need the following result.

Proposition 5.5. Given a Carnot group $G$, let $u \in C(G)$ be a weakly $H$-convex function; then $u$ is a viscosity subsolution of $\mathcal{L}_\infty$.

Proof. After Proposition 10.7 in [DGN1] it was proved that in every Carnot group a continuous weakly $H$-convex function is a viscosity subsolution of the horizontal Monge-Ampère equation. This is trickier than proving the proposition, as one has
to involve horizontal planes. A trivial modification of that argument allows us to reach the sought-for conclusion for the operator $L_\infty$. □

The next result is Theorem 1.6 in [B] for the Heisenberg group $\mathbb{H}^n$, and Theorem C in [Wa1] for all Carnot groups. The notions of sub- and supersolutions of $L_\infty$ are intended in the viscosity sense introduced in [B].

**Theorem 5.6.** Given a Carnot group $G$, let $\Omega \subset G$ be a connected open set, $u$ an upper semicontinuous subsolution, and $v$ a lower semicontinuous supersolution in $\Omega$ of the $\infty$-sub-Laplacian $L_\infty$. Suppose that for every $g_0 \in \partial \Omega$ one has
\[
\limsup_{g \to g_0} u(g) \leq \liminf_{g \to g_0} v(g),
\]
where both sides are not $-\infty$ or $+\infty$ simultaneously; then $u \leq v$ in $\Omega$.

We now return to the main objective of this section.

**Lemma 5.7.** Let $G$ be a group of Heisenberg type. For every $\epsilon > 0$ the regularized cone $\Gamma_{H,\epsilon} \in C^\infty(G)$ is weakly $H$-convex.

**Proof.** The real-valued function $k(s) = (s^4 + \epsilon^4)^{1/4} - (R^4 + \epsilon^4)^{1/4}$ is nondecreasing and convex on the interval $s \geq 0$. One has in fact
\[
k'(s) = s^3(s^4 + \epsilon^4)^{1/4} \geq 0 , \quad k''(s) = \frac{3s^4\epsilon^2}{(s^4 + \epsilon^4)^{7/4}} \geq 0 .
\]
Since $\Gamma_{H,\epsilon} = k(N)$, from Theorem 5.2 we infer the conclusion. □

The next simple lemma will be important in the sequel.

**Lemma 5.8.** Let $\epsilon > 0$ be fixed; then one has for every $g \in B(0,R)$
\[
\Gamma_H(g) \leq \Gamma_{H,\epsilon}(g) .
\]

**Proof.** Consider the real-valued function
\[
f(s) = \frac{h}{R}(s - R) - \frac{h}{R}\left[(s^4 + \epsilon^4)^{1/4} - (R^4 + \epsilon^4)^{1/4}\right] , \quad 0 \leq s \leq R .
\]
Clearly, $f(R) = 0$. Moreover,
\[
f'(s) = \frac{h}{R} \frac{(s^4 + \epsilon^4)^{3/4} - s^3}{(s^4 + \epsilon^4)^{3/4}} \geq 0 .
\]
We infer $f(s) \leq 0$ for every $0 \leq s \leq R$. This proves the lemma. □

With these ingredients in hand we can finally prove the following sub-elliptic version of (5.1).

**Theorem 5.9.** Let $G$ be a group of Heisenberg type and let $u \in C(B)$ be a weakly $H$-convex function in $B = B(0,R)$ such that $\limsup_{\partial B} u \leq 0$.

Consider the cone (5.2), with $h = -u(0)$. This means that $\Gamma_H$ touches $u$ at $g = 0$. One has
\[
u(g) \leq \Gamma_H(g) , \quad \text{for every } g \in B .
\]
Combining (5.5) with Lemma 5.8, we also have
\[
u(g) \leq \Gamma_{H,\epsilon}(g) , \quad \text{for every } g \in B .
\]
Proof. To prove (5.5) consider the connected open set $\Omega = B \setminus \{0\}$. The weak-convexity of $u$, and Proposition 5.5 imply that $u$ is a viscosity subsolution of $L_\infty$ in $\Omega$. On the other hand, by Theorem 5.4 we have $L_\infty \Gamma_H = 0$ in $\Omega$ in the classical sense. Since

$$\limsup_{\partial B} u \leq 0 = \lim_{\partial B} \Gamma_H,$$

and since moreover

$$\lim_{\delta \to 0} \sup_{\partial B(0,\delta)} |\Gamma_H - u| = 0,$$

by Theorem 5.6 we conclude that (5.5) holds.

□

6. Monge-Ampère measures of sub-elliptic cones

If $\Gamma(x) = \frac{1}{R}(|x| - R)$ is a standard cone in $\mathbb{R}^n$ based on the ball $B(0, R)$, and if $\Gamma_\epsilon(x) = \frac{1}{R} ((|x|^2 + \epsilon^2)^{1/2} - (R^2 + \epsilon^2)^{1/2})$ indicates its regularization, then

$$\lim_{\epsilon \to 0} \int_{B(0,R)} \det(D^2 \Gamma_\epsilon) \, dx = |B(0, \frac{h}{R})|.$$

The equation (6.1) can be reformulated by saying that the Alexandrov (or Monge-Ampère) measure of the cone $\Gamma$ is given by the formula

$$M(\Gamma) = |B(0, \frac{h}{R})| \delta,$$

which plays a critical role in the classical theory of convex functions. The aim of this section is to establish an ad hoc version of (6.1) which is important in the development of fully nonlinear sub-elliptic equations. To accomplish this we need to develop various explicit calculations, which also have an interest in their own right. Our first goal is to compute the action of the fully nonlinear operator introduced in (1.7) on the regularized cones in (5.3). A direct calculation is quite complicated, so we approach the problem from a general point of view, which eventually leads to a more elegant and simpler solution. We let $u$ be a function in $\Gamma^2(\mathbb{H}^2)$ given in the form

$$u(z, t) = f(|z|, t) = f(r, t), \quad r = |z|.$$

We are interested in computing the determinant of the horizontal Hessian of such a function. This is given in the following result.

Proposition 6.1. Let $u$ be as in (6.3); then we have

$$\det Hess_X(u) = \left( \frac{f_r}{r} \right)^2 \left\{ \frac{r^2}{4} \left[ f_{rr} f_{tt} - f_{rt}^2 \right] + \frac{1}{r} f_{rt} f_r \right\}.$$

Proof. In the sequel it will be convenient to introduce the following notation:

$$F = f_{rr} - \frac{f_r}{r}.$$
With such agreement we obtain for the symmetrized second derivatives

\begin{align}
\frac{u_{11}}{x^2} &= F - \frac{x_1 y_1}{r} f_{rt} + \frac{y_1^2}{4} f_{tt} + \frac{f_r}{r}, \\
\frac{u_{12}}{x^2} &= \frac{x_1 x_2}{2r} F - \frac{x_1 y_2 + x_2 y_1}{2r} f_{rt} + \frac{y_1 y_2}{4} f_{tt}, \\
\frac{u_{13}}{x^2} &= \frac{x_1 y_1}{r} F + \frac{x_1^2 - y_1^2}{2r} f_{rt} - \frac{x_1 y_1}{4} f_{tt}, \\
\frac{u_{14}}{x^2} &= \frac{x_1 y_2}{r} F + \frac{x_1 x_2 - y_1 y_2}{2r} f_{rt} - \frac{x_2 y_1}{4} f_{tt}, \\
\frac{u_{21}}{x^2} &= u_{12}, \\
\frac{u_{22}}{x^2} &= \frac{x_2^2}{r^2} F - \frac{x_2 y_2}{r} f_{rt} + \frac{y_2^2}{4} f_{tt} + \frac{f_r}{r}, \\
\frac{u_{23}}{x^2} &= \frac{x_2 y_1}{r} F + \frac{x_1 x_2 - y_1 y_2}{2r} f_{rt} - \frac{x_1 y_2}{4} f_{tt}, \\
\frac{u_{24}}{x^2} &= \frac{x_2 y_2}{r^2} F + \frac{x_2^2 - y_2^2}{2r} f_{rt} - \frac{x_2 y_2}{4} f_{tt}, \\
\frac{u_{31}}{x^2} &= u_{13}, \\
\frac{u_{32}}{x^2} &= u_{23}, \\
\frac{u_{33}}{x^2} &= \frac{y_1^2}{r^2} F + \frac{x_1 y_1}{r} f_{rt} + \frac{x_1^2}{4} f_{tt} + \frac{f_r}{r}, \\
\frac{u_{34}}{x^2} &= \frac{y_1 y_2}{r^2} F + \frac{x_2 y_1 + x_1 y_2}{2r} f_{rt} + \frac{x_1 x_2}{4} f_{tt}, \\
\frac{u_{41}}{x^2} &= u_{14}, \\
\frac{u_{42}}{x^2} &= u_{24}, \\
\frac{u_{43}}{x^2} &= u_{34}, \\
\frac{u_{44}}{x^2} &= \frac{y_2^2}{r^2} F + \frac{x_2 y_2}{r} f_{rt} + \frac{x_2^2}{4} f_{tt} + \frac{f_r}{r}.
\end{align}

To compute \( \text{Hess}_X(u) \) we exploit its invariance with respect to the orthogonal group in the first layer \( \mathbb{R}^3 \times \{0\} \) of \( 
\mathbb{H}^2 \). Accordingly, it suffices to compute such a determinant at the point \( g = (z, t) \), with \( z = (0, |z|, 0, 0) \). Recalling that \( r = |z| \), we find at this point \( g \), from (6.5) and from (6.6)-(6.9),

\begin{equation}
\begin{pmatrix}
\frac{L}{r} & 0 & 0 & 0 \\
0 & f_{rr} & \frac{2}{r} f_{rt} \\
0 & \frac{L}{r} & 0 & 0 \\
0 & r f_{rt} & 0 & \frac{L}{r} + \frac{r^2}{2} f_{tt}
\end{pmatrix}
\end{equation}

From (6.10) we easily obtain (6.11).

Our next task is to compute the nonlinear quantity \( A_1^1(u) + A_2^2(u) \) in the second term of the sub-elliptic Monge-Ampère operator in definition (1.7), when \( u \) is a function as in (6.3).

**Proposition 6.2.** Let \( u \) be as in (6.3); then we have

\begin{equation}
A_1^1(u) + A_2^2(u) = \frac{r^2}{4} \left[ f_{rr} f_{tt} - f_{rt}^2 \right] + \frac{1}{r} f_{rr} f_r + \left( \frac{f_r}{r} \right)^2.
\end{equation}
Proof. We recall that obtained from (6.14)-(6.18) in (6.4), by elementary algebraic manipulations:

\[ (6.18) \]

5.1. being a singular solution of the horizontal Monge-Ampère equation; see Theorem 5.1.

This is, in fact, just a reformulation of the fundamental property of the gauge of (6.13)

In (1.7) acting on the regularized cone (5.3).

Simple calculations give

\[ (6.14) \]

\[ (6.15) \]

\[ (6.16) \]

\[ (6.17) \]

\[ (6.18) \]

For later purposes it will be expedient to record the following quantity, which is obtained from (6.14)-(6.18) in (6.4), by elementary algebraic manipulations:

\[ (6.19) \]

From \((6.14), (6.19), (6.4)\) it is now easy to obtain the sought-for conclusion. \(\square\)

Remark 6.4. We emphasize that letting \(\epsilon \to 0\) in Proposition 6.3 we obtain

\[ \det Hess_X (\Gamma_H) = 0 \quad \text{in} \quad \mathbb{H}^2 \setminus \{0\}. \]

This is, in fact, just a reformulation of the fundamental property of the gauge of being a singular solution of the horizontal Monge-Ampère equation; see Theorem 5.1.
Proposition 6.5. In $\mathbb{H}^2$ one has

$$A_1^2(\Gamma_{H,\epsilon}) + A_2^2(\Gamma_{H,\epsilon}) = \frac{h^2}{R^2} \frac{|z|^4}{(N(g)^4 + \epsilon^4)^{16/4}} (N(g)^4 + 10\epsilon^4) .$$

Proof. It is an immediate consequence of (6.11) in Proposition 6.2, of (6.14), and of (6.19). □

The next result is in sharp contrast with (6.1), and also proves that the analogue of (6.2) cannot possibly hold for $\mathbb{H}^n$.

Proposition 6.6. In $\mathbb{H}^n$ one has

$$\lim_{\epsilon \to 0} \int_{B(0,R)} \det Hess_X(\Gamma_{H,\epsilon}) \, dg = 0 .$$

Proof. We only give the proof for $\mathbb{H}^2$, since this is the case in which we will apply the result. Applying Proposition 6.3 we find

$$\int_{B(0,R)} \det Hess_X(\Gamma_{H,\epsilon}) \, dg = \frac{9\epsilon^4 h^4}{R^4} \int_{B(0,R)} \frac{|z|^8}{(N(g)^4 + \epsilon^4)^{16/4}} \, dg \leq \frac{9\epsilon^4 h^4}{R^4} \int_{B(0,R)} \frac{\Phi(g)}{(N(g)^4 + \epsilon^4)^2} \, dg ,$$

where we have let

$$\Phi(g) = \frac{|z|^8}{N(g)^8} .$$

Note that $0 \leq \Phi \leq 1$, and that moreover $\Phi$ is homogeneous of degree 0 with respect to the anisotropic group dilations, so $\Phi$ is concentrated on the unit gauge sphere $\partial B(0,1)$. By Proposition 1.15 in [FS2], given a Carnot group $G$ with gauge $N$, there exists a unique Radon measure $\mu$ on $\partial B(0,1)$ such that if $u \in L^1(B(0,R))$ one has

$$\int_{B(0,R)} u(g) \, dg = \int_0^R \int_{B(0,1)} u(\delta_n \omega g) \, d\mu(g) \frac{\rho^Q}{\rho} \, d\rho ,$$

where $Q$ indicates the homogeneous dimension of $G$, and we have denoted by $\omega_g = \delta_{N(g)^{-1}g}$ the anisotropic projection of $g$ onto $B(0,1)$. Applying this formula to (6.20), and keeping in mind that in $\mathbb{H}^2$ one has $Q = 6$, we find

$$\int_{B(0,R)} \frac{\Phi(g)}{(N(g)^4 + \epsilon^4)^2} \, dg = \omega \int_0^R \frac{\rho^6}{(\rho^4 + \epsilon^4)^2} \, d\rho ,$$

where we have let

$$\omega = \int_{\partial B(0,1)} \Phi(g) \, d\mu(g) > 0 .$$

By standard calculus techniques we find

$$\int_0^R \frac{\rho^6}{(\rho^4 + \epsilon^4)^2} \, d\rho = \frac{1}{4c^2} \left[ \tan^{-1} \left( \frac{R^2}{\epsilon^2} \right) - \frac{c^2 R^2}{R^4 + \epsilon^4} \right] .$$

Combining the latter equation with (6.20), (6.21), one obtains

$$\int_{B(0,R)} \det Hess_X(\Gamma_{H,\epsilon}) \, dg = \frac{9\omega \epsilon^4 h^4}{4R^4} \left[ \tan^{-1} \left( \frac{R^2}{\epsilon^2} \right) - \frac{\epsilon^2 R^2}{R^4 + \epsilon^4} \right] \epsilon^2 \to 0 ,$$

as $\epsilon \to 0$. This completes the proof. □
Remark 6.7. In Section 9 we will discuss the impossibility of the estimate (9.4). Proposition 6.6 allows us to give another proof of such a negative phenomenon. Consider in fact, for fixed \( h, R > 0 \), the \( C^\infty \) functions \( \Gamma_{H,\epsilon} \), which locally uniformly converge to the sub-elliptic cone \( \Gamma_H(g) = \frac{h}{R}[R - N(g)] \). If the inequality (9.4) were true, with a constant \( C > 0 \) independent of \( u \), then keeping in mind that \( \Gamma_{H,\epsilon} = 0 \) on \( \partial B((0, R) \), we would obtain on \( \Omega = B(0, R) \)

\[
(6.22) \quad \sup_{\Omega} |\Gamma_{H,\epsilon}| \leq C \int_{\Omega} \det Hess_X(\Gamma_{H,\epsilon}) \, dg .
\]

Simple considerations allow us to conclude that

\[
\sup_{\Omega} |\Gamma_{H,\epsilon}| = |\Gamma_{H,\epsilon}(0)| = \frac{h}{R} \left[ R - \epsilon^4 - \epsilon \right] \rightarrow h , \quad \text{as} \quad \epsilon \to 0 .
\]

Substituting this information in (6.22) and using Proposition 6.6 after letting \( \epsilon \to 0 \) we reach the contradiction \( h \leq 0 \). This proves that (9.4) cannot possibly hold.

We are now in a position to establish a sub-elliptic counterpart of (6.1). As we have seen from Proposition 6.6 there is no contribution from the horizontal Hessian of the regularized cone. However, we will see that, due to the presence of the commutator, the second and third terms in the integral in Theorem 2.1 contribute in equal manner to the Monge-Ampère measure.

Theorem 6.8. Let \( \Gamma_{H,\epsilon} \) be the regularized cone defined in (5.3). Then there exists an absolute constant \( \omega > 0 \) such that for any \( h, R > 0 \) one has in \( \mathbb{H}^2 \)

\[
(6.23) \quad \lim_{\epsilon \to 0} \int_{B(0, R)} S_{ma}(\Gamma_{H,\epsilon}) \, dg = \omega \frac{h^4}{R^2} ,
\]

where \( S_{ma}(\Gamma_{H,\epsilon}) \) is as in (1.7).

Proof. Thanks to Proposition 6.6 we only need to evaluate the limit of the integral of the second and third terms in the expression of \( S_{ma}(\Gamma_{H,\epsilon}) \); see (1.7). To compute the limit of the second term we combine (6.17) with Proposition 6.5 obtaining

\[
(6.24) \quad \int_{B(0, R)} \left[ A_3^2(\Gamma_{H,\epsilon}) + A_4^2(\Gamma_{H,\epsilon}) \right](TT_{H,\epsilon})^2 \, dg
\]

\[
= 4 \frac{h^4}{R^4} \int_{B(0, R)} \frac{16 \epsilon^4 |z|^4 (N(g)^4 + 10 \epsilon^4)}{(N(g)^4 + \epsilon^4)^4} \, dg
\]

\[
= 4 \frac{h^4}{R^4} \int_{B(0, R)} \frac{16 \epsilon^4 |z|^4 (N(g)^4)}{(N(g)^4 + \epsilon^4)^4} \, dg + 40 \epsilon^4 \frac{h^4}{R^4} \int_{B(0, R)} \frac{16 \epsilon^4 |z|^4}{(N(g)^4 + \epsilon^4)^4} \, dg .
\]

By computations similar to those in the proof of Proposition 6.6 we find that

\[
(6.25) \quad \lim_{\epsilon \to 0} \epsilon^4 \frac{4 h^4}{R^4} \int_{B(0, R)} \frac{16 \epsilon^4 |z|^4}{(N(g)^4 + \epsilon^4)^4} \, dg = 0 .
\]

To evaluate the first integral on the right-hand side of (6.24) instead, we observe that for every fixed \( g = (z, t) \in \mathbb{H}^2 \)

\[
\lim_{\epsilon \to 0} \frac{16 \epsilon^4 |z|^4 N(g)^4}{(N(g)^4 + \epsilon^4)^4} = \frac{\Theta(g)}{N(g)^4} ,
\]

where the nonnegative function

\[
\Theta(g) \overset{def}{=} \frac{16 \epsilon^4 |z|^4}{N(g)^6} .
\]
is homogeneous of degree zero with respect to the anisotropic group dilations, and has $L^\infty$ norm $\leq 1$. Since in $\mathbb{H}^2$ the homogeneous dimension is $Q = 6$, and since $N^{-p} \in L^1_{loc}(\mathbb{H}^2)$ provided that $p < Q$, we see that

$$\frac{\Theta}{N^4} \in L^1(B(0, R)),$$

and therefore by Lebesgue dominated convergence we conclude that

$$\lim_{\epsilon \to 0} h^4 \frac{4}{R^4} \int_{B(0, R)} \frac{16t^2|z|^4 N(g)^2}{(N(g)^4 + \epsilon^4)^2} \, dg = 4 \frac{h^4}{R^4} \int_{B(0, R)} \frac{\Theta(g)}{N(g)^4} \, dg.$$

A simple rescaling argument now gives

$$\int_{B(0, R)} \frac{\Theta(g)}{N(g)^4} \, dg = R^6 \int_{B(0, 1)} \frac{\Theta(\delta R g)}{N(\delta R g)^4} \, dg = \omega_1 R^2,$$

where we have denoted

$$\omega_1 = \int_{B(0, 1)} \frac{\Theta(g)}{N(g)^4} \, dg > 0.$$

Substituting (6.26)-(6.27) in (6.24), we reach the conclusion

$$\lim_{\epsilon \to 0} \int_{B(0, R)} [A_1(\overline{u}_\epsilon) + A_2(\overline{u}_\epsilon)] (Tu_\epsilon)^2 \, dg = 4 \omega_1 \frac{h^4}{R^2}.$$

We last turn to the third addend in (6.23). For this term considerations analogous to those which led to (6.28) permit us to prove that

$$\lim_{\epsilon \to 0} \int_{B(0, R)} (Tu_\epsilon)^4 \, dg = 16 \omega_2 \frac{h^4}{R^2},$$

where we have set

$$\omega_2 = \int_{B(0, 1)} \frac{\Psi(g)}{N(g)^4} \, dg > 0, \quad \Psi(g) \overset{def}{=} \left(\frac{16t^2}{N(g)^2}\right)^2.$$

Finally, combining Proposition 6.6 with (6.28) and (6.29), we conclude that (6.23) holds with

$$\omega = 3 \omega_1 + 5 \omega_2.$$ 

7. Estimates from above of the generalized Monge-Ampère measure and the theorem of Busemann-Feller-Alexandrov

Our primary objective in this section is to obtain a local control from above of the fully nonlinear operator appearing in Theorem 2.1 in terms of the oscillation of the function $u$ with the purpose of establishing a delicate generalization of the classical theorem of Busemann-Feller-Alexandrov. Here, we adapt a beautiful idea from the paper by Trudinger and Wang [TW]. To establish our first main result, Theorem 7.1, we will need to provide a suitable smooth weakly $H$-convex barrier to insert in Theorem 2.1. The regularized sub-elliptic cones (or, equivalently an appropriate power of the latter) will provide the appropriate candidates.
Theorem 7.1. Let \( u \in \Gamma^3(\Omega) \) be weakly \( H \)-convex in \( \Omega \subset \mathbb{R}^n \), \( n = 1, 2 \). For any \( D \subset \subset \Omega \) we have for some constant \( C > 0 \) depending on \( \Omega, D \) and \( n \),

\[
\int_D S_{ma}(u) \, dg \leq C \left( \text{osc}_\Omega u \right)^{2n},
\]

where \( S_{ma}(u) \) is the generalized Monge-Ampère operator in (1.7).

Proof. We only treat the case \( n = 2 \), since the case \( n = 1 \) is easier, as it does not require to use Theorem 3.2. Consider a gauge ball \( B = B(g_0, R) \subset \Omega \), and without loss of generality we assume that \( g_0 = 0 \), the group identity. By considering the function \( v = u - \sup_B u - \delta \) instead of \( u \), we can assume that \( v \leq -\delta \) in \( \overline{B} \), for some \( \delta > 0 \). If we set \( m_o = \inf_B v < 0 \), we next introduce the function

\[
\psi(g) = 3 \frac{|m_o|}{R} \left( (N(g)^4 + \epsilon^4)^{1/4} - (R^4 + \epsilon^4)^{1/4} \right) = 3 \Gamma_{H, \epsilon},
\]

where \( \Gamma_{H, \epsilon} \) is the regularized sub-elliptic cone based on \( B \) with height \( h = |m_o| \) introduced in (5.3). From Lemma 5.7 we know that the function \( \psi \) is \( C^\infty \) and weakly \( H \)-convex. Furthermore, we have

\[
\psi(0) = -3 \frac{|m_o|}{R} \left( (R^4 + \epsilon^4)^{1/4} - \epsilon \right) < 2 m_o,
\]

provided that \( \epsilon < R/3 \). We apply Theorem 2.1 to \( v \) and \( \psi \) on the open set \( \tilde{B} = \{ g \in \Omega \mid \psi(g) < v(g) \} \), obtaining

\[
\int_{\tilde{B}} S_{ma}(v) \, dg \leq \int_{\tilde{B}} S_{ma}(\psi) \, dg \leq \int_{\tilde{B}} S_{ma}(\psi) \, dg,
\]

where in the last inequality we have used Theorem 3.2, which gives \( S_{ma}(\psi) \geq 0 \).

We next observe that we trivially have

\[
\{ g \in \Omega \mid \psi(g) < m_o \} \subset \tilde{B}.
\]

This being said, we now claim that there exists an absolute constant \( \sigma \in (0, 1) \), independent of \( v \), such that

\[
B(0, \sigma R) \subset \{ g \in \Omega \mid \psi(g) < m_o \}.
\]

The proof of (7.4) easily follows from the definition of \( \psi \), provided that we choose \( \sigma < \left[ (2/3)^4 - (1/4)^4 \right]^{1/4} \). Using (7.4), (7.3), we can now appeal to Theorems 2.2 and 3.2 to obtain

\[
\int_{B(0, \sigma R)} S_{ma}(v) \, dg \leq \int_{\tilde{B}} S_{ma}(v) \, dg.
\]

Combining (7.5) with (7.2), we conclude that

\[
\int_{B(0, \sigma R)} S_{ma}(v) \, dg \leq \int_{B} S_{ma}(\psi) \, dg.
\]

At this point, we recall the expression (7.1) of the function on the right-hand side of (7.6). Letting \( \epsilon \to 0 \), and invoking Theorem 6.3, we obtain

\[
\int_{B(0, \sigma R)} S_{ma}(v) \, dg \leq \frac{3^4 \omega}{R^2} |m_o|^4.
\]
Finally, we let $\delta \to 0$ to reach the conclusion

\[(7.7) \quad \int_{B(0,\sigma R)} S_{ma}(u) \, dg \leq \frac{3^2 \omega}{R^2} (\text{osc}_{B} u)^4.\]

To complete the proof, we simply cover $D \subset \subset \Omega$ with a finite number of balls $B(g_j, \sigma R)$, and apply (7.7) to each of these balls. \hfill \Box

In the sequel we will need the following interesting result due to Balogh and Rickly (see Proposition 3.4 and Theorem 1.2 in [BR]), and also the proof of Theorem 11.6 in [DCN1].

**Theorem 7.2.** Let $u : \mathbb{H}^n \to \mathbb{R}$ be a weakly $H$-convex function; then $u$ is locally bounded and, in fact, continuous.

We now present an important consequence of Theorem 7.1, namely that the commutator of a weakly $H$-convex function is locally in $L^2_{loc}$.

**Theorem 7.3.** Let $u$ be weakly $H$-convex in $\Omega \subset \mathbb{H}^n$, $n = 1, 2$. For any $D \subset \subset \Omega$ we have $Tu \in L^{2n}(D)$, where $Tu$ denotes the distributional derivative of $u$.

**Proof.** Thanks to Theorem 7.2 we can assume that $u \in C(\Omega)$. Fix $D \subset \subset D' \subset \subset \Omega$. Let $K \in C^\infty_0(\mathbb{H}^n)$ be such that $K \geq 0$, $\text{supp} \, K \subseteq \overline{B}(0,1)$, $\int_{\mathbb{H}^n} K(g) \, dg = 1$, and let $K_\epsilon(g) = \epsilon^{-Q} K(\delta_{\epsilon^{-1}} g)$ be the approximation to the identity associated with $K$. By Remark 5.9 in [DCN1], for sufficiently small $\epsilon$, depending on $\text{dist}(D', \Omega)$, the function $u_\epsilon = K_\epsilon \ast u$ is weakly $H$-convex in $D'$ and $C^\infty$. Furthermore, since $u_\epsilon \to u$ uniformly on compact subsets of $\Omega$, we clearly have

\[
\text{osc}_{D'} u_\epsilon \leq C \text{ osc }_{\Omega} u,
\]

for some constant $C > 0$ depending only on $\text{dist}(D', \Omega)$, but not on $\epsilon$. From the latter inequality, and from Theorem 7.1 we find that

\[(7.8) \quad \int_D S_{ma}(u_\epsilon) \, dg \leq C \left( \text{osc}_{\Omega} u \right)^{2n} \leq C(\Omega, \Omega', n, u) < \infty.\]

Invoking Theorem 2.2 and Theorem 3.2 we conclude from (7.6) that

\[(7.9) \quad \int_D (Tu_\epsilon)^{2n} \, dg \leq C(\Omega, \Omega', n, u).\]

In particular, (7.9) says that $\|Tu_\epsilon\|_{L^{2n}(D)} \leq C(\Omega, \Omega', n, u)$, and therefore there exists $v \in L^{2n}(D)$ such that $Tu_\epsilon \rightharpoonup v$. Denoting by $Tu$ the distributional derivative of $u$ along $D$, one easily recognizes that $Tu = v \in L^{2n}(D)$. This proves the theorem. \hfill \Box

We now recall a basic result, which is Theorem 8.1 in [DCN1]; see also [LMS].

**Theorem 7.4.** Let $G$ be a Carnot group $G$ and consider a weakly $H$-convex function $u \in L^1_{loc}(G)$. For $i, j = 1, \ldots, m$, there exist signed Radon measures $\nu_{ij}^G = \nu_{ji}^G$ such that for every $\phi \in C^\infty_0(G)$ one has

\[
\int_G u(g) \, \phi_{ij}(g) \, dg = \int_G u(g) \frac{X_i X_j \phi(g) + X_j X_i \phi(g)}{2} \, dg = \int_G \phi(g) \, d \nu_{ij}^G(g).
\]

In addition, the measures $\nu_{ij}^G$ are nonnegative.

With Theorem 7.4 we can establish the following important consequence of Theorem 7.3.
Theorem 7.5. Let $u$ be weakly $H$-convex in $\Omega \subset \mathbb{R}^n$, $n = 1, 2$. Then the nonsymmetrized distributional second derivatives $X_iX_ju$, $i, j = 1, \ldots, 2n$, are signed Radon measures.

Proof. It is enough to observe that

$$X_iX_ju = u_{ij} + \frac{1}{2}[X_i, X_j]u \quad \text{in } \mathcal{D}'(\Omega).$$

Since $[X_i, X_j]u = \delta_{ij}Tu$, from Theorem 7.3 we conclude that $[X_i, X_j]u \in L^2_{loc}(\Omega)$, hence in particular all first commutators are Radon measures. The conclusion thus follows from the above identity and from Theorem 7.4. \qed

We next recall Theorem 9.1 from [DGN1].

Theorem 7.6. Let $G$ be a Carnot group and $u \in C(G)$ be a weakly $H$-convex function. Then $u$ is locally Lipschitz continuous with respect to the Carnot-Carathéodory distance. Furthermore, there exists a constant $L = L(H) > 0$ such that for every $g_o \in G$ and every $R > 0$

$$||Xu||_{L^\infty(B(g_o, R))} \leq L ||u||_{L^\infty(B(g_o, 3R))},$$

$$|u(g) - u(g')| \leq L ||u||_{L^\infty(B(g_o, 3R))} d(g, g'), \quad g, g' \in B(g_o, R).$$

In particular, there exist no weakly $H$-convex functions in $C(G)$, other than the constants.

To state our next result we recall the notion of horizontal bounded variation introduced in [DCG]; see also [GN].

Let $\Omega \subset G$ be an open set in a Carnot group $G$, and $u \in L^1_{loc}(\Omega)$. Denote by $\zeta = \sum_{i=1}^n \zeta_iX_i$ an element of $C^1_0(\Omega; HG)$. Let

$$\mathcal{F}_H(\Omega) = \left\{ \zeta \in C^1_0(\Omega; HG) \mid ||\zeta||_{\infty} \leq 1 \right\}.$$

The $H$-variation of $u$ in $\Omega$ is defined as follows:

$$\text{Var}_H(u; \Omega) = \sup_{\zeta \in \mathcal{F}_H(\Omega)} \int_\Omega u \sum_{i=1}^m X_i\zeta_i \, dg.$$

A function $u \in L^1(\Omega)$ is called of bounded $H$-variation if $\text{Var}_H(u; \Omega) < \infty$. In such a case, we write $u \in BV_H(\Omega)$, and the collection of all such functions becomes a Banach space when endowed with the norm

$$||u||_{BV_H(\Omega)} = ||u||_{L^1(\Omega)} + \text{Var}_H(u; \Omega).$$

The notation $BV_{H, loc}(\Omega)$ indicates the collection of functions $u \in L^1_{loc}(\Omega)$, such that $u \in BV_H(\omega)$, for every $\omega \subset \subset \Omega$. We denote with $BV_{H, loc}^2(\Omega)$ the Banach space of functions $u \in L^1_{loc}(\Omega)$ such that $X_iu \in BV_{H, loc}(\Omega)$, $i = 1, \ldots, m$.

Theorem 7.7. Let $u$ be weakly $H$-convex in $\Omega \subset \mathbb{R}^n$, $n = 1, 2$; then $u \in BV_{H, loc}^2(\Omega)$.

Proof. By Theorems 7.2 and 7.6 we know that $u$ is locally Lipschitz in $\Omega$ with respect to the Carnot-Carathéodory metric, and therefore $X_ju \in L^\infty_{loc}(\Omega)$. In particular, $X_ju \in L^1_{loc}(\Omega)$, $j = 1, \ldots, 2n$. Let $\omega \subset \subset \Omega$, and consider $\zeta \in \mathcal{F}_H(\omega)$. For
any $i = 1, \ldots, 2n$ we have
\begin{equation}
\int_\omega X_i u \sum_{j=1}^{2n} X_j \zeta_j \, dg = - \sum_{j=1}^{2n} \int_\omega u X_i X_j \zeta_j \, dg
= - 2 \sum_{j=1}^{2n} \int_\omega u \frac{X_i X_j \zeta_j + X_j X_i \zeta_j}{2} \, dg + \sum_{j=1}^{2n} \int_\omega u X_j X_i \zeta_j \, dg.
\end{equation}

Using Theorem 7.4 we obtain from (7.10) that
\begin{equation}
\int_\omega X_i u \sum_{j=1}^{2n} X_j \zeta_j \, dg = - 2 \sum_{j=1}^{2n} \int_\omega \zeta_j(g) \, d\nu^H_{ij}(g) + \sum_{j=1}^{2n} (X_i X_j u, \zeta_j),
\end{equation}
where we have denoted by $(\cdot, \cdot)$ the duality between $D'(G)$ and $D(G)$. By Theorem 7.5 we know that $X_i X_j u$ are also Radon measures, therefore we conclude
\begin{equation}
\int_\omega X_i u \sum_{j=1}^{2n} X_j \zeta_j \, dg < \infty.
\end{equation}

Taking the supremum on all $\zeta \in \mathcal{F}_H(\omega)$ we reach the conclusion that for every $i = 1, \ldots, 2n$, $X_i u \in B_H(\omega)$, hence $u \in BV^2_H(\omega)$. This completes the proof. □

Theorem 7.7 now allows us to close the gap between Theorem 9.2 from [DGN1] (for a statement of this result see Theorem 8.1 in the next section) and an integral version of the Busemann-Feller-Alexandrov theorem recently established in [AM]. Since the argument is from this point on a standard modification of that given in the classical case in Theorem 6.4.1 in [EG], we omit it and refer the interested reader to [DGNT], or [M]. We thus obtain a sub-elliptic counterpart of the classical theorem of Busemann-Feller and Alexandrov. We recall that the latter states that a convex function admits second derivatives at a.e. point.

Theorem 7.8. Let $u : \Omega \to \mathbb{R}$ be a weakly $H$-convex function in an $H$-convex open set $\Omega \subset \mathbb{H}^n$, $n = 1, 2$. For $dg$-a.e. point $g_o \in \Omega$ there exists a polynomial of weighted degree 2, $P_u(g; g_o)$, such that
\begin{equation}
\lim_{g \to g_o} \frac{u(g) - P_u(g; g_o)}{d(g, g_o)^2} = 0.
\end{equation}
In particular, the second derivatives $X_i X_j u(g)$, $i, j = 1, \ldots, 2n$, exist at $dg$-a.e. point $g \in \Omega$.

8. Estimates from below of the generalized Monge-Ampère measure

The purpose of this section is to clarify the connection between Theorem 1.1 and the estimate in Theorem 1.2 from [GM]. As we have mentioned in the Introduction, considering Theorem 1.2 a maximum principle similar to Alexandrov’s estimate is not appropriate, since such a result is not a geometric maximum principle (for the geometric maximum principle, see the discussion in the next section). To clarify this point in the present section we give a completely elementary proof of Theorem 1.2, which does not use any of the tools employed in [GM], and in particular makes no use of the monotonicity of Theorem 1.1. In fact, for every $\mathbb{H}^n$ we prove a stronger statement, Theorem 8.3, that can be directly deduced from the standard Poincaré
inequality, and from the following compactness result, which is Theorem 9.2 in [DCN1].

**Theorem 8.1.** In a Carnot group $G$, let $u \in C(G)$ be a weakly $H$-convex function. Then there exists $C = C(G) > 0$ such that for every ball $B(g, r)$ one has

$$\sup_{B(g, r)} |u| \leq C \frac{1}{|B(g, 5r)|} \int_{B(g, 5r)} |u| \, dg$$

and

$$\text{ess sup}_{B(g, r)} |Xu| \leq C \frac{1}{r} \frac{1}{|B(g, 15r)|} \int_{B(g, 15r)} |u| \, dg \, .$$

In particular, (8.1) implies that there exist no $L^1$, continuous, weakly $H$-convex functions in $G$, other than the trivial one.

We begin with a simple consequence of the classical one-dimensional Poincaré-type inequality.

**Lemma 8.2.** Consider a gauge ball $B(0, R) \subset \mathbb{H}^n$. Let

$$u \in \Gamma^2(B(0, R)) \cap C(\overline{B(0, R)}),$$

with $u = 0$ on $\partial B(0, R)$. Then there exists an absolute constant $C > 0$ such that

$$\int_{B(0, R)} u^2(g) \, dg \leq C \, R^4 \int_{B(0, R)} Tu(g)^2 \, dg \, .$$

**Proof.** We first assume that $R = 1$. Recall that $B(0, 1) = \{ g = (z, t) \in \mathbb{H}^n \mid N(g) < 1 \}$, where $N(g) = (|z|^4 + 16t^2)^{1/4}$. For every $g = (z, t) \in B(0, R)$, we have

$$u(z, t) = \int_{-1/4}^{t} Tu(z, s) \, ds \, ,$$

where we have made use of the hypothesis $u = 0$ on $\partial B(0, 1)$. In what follows we continue to indicate with $u$ the extension of such a function with zero outside $B(0, 1)$. The latter equality implies in a standard fashion

$$\int_{B(0, 1)} u(z, t)^2 \, dzdt \leq \frac{1}{2} \int_{B(0, 1)} \int_{-1/4}^{1/4} Tu(z, s)^2 \, ds \, dzdt$$

$$= \frac{1}{2} \int_{-1/4}^{1/4} \int_{|z| < (1 - 16s^2)^{1/4}} \int_{-1/4}^{1/4} Tu(z, s)^2 \, ds \, dzdt$$

$$\leq \frac{1}{4} \int_{-1/4}^{1/4} \int_{-1/4}^{1/4} \int_{|z| < 1} Tu(z, s)^2 \, dzds \, dt = \frac{1}{4} \int_{B(0, 1)} Tu(z, s)^2 \, dzds \, .$$

This proves the lemma when $R = 1$. The case of general $R$ is now recovered by a simple rescaling argument. If $u$ is as in the statement of the lemma, one considers $u_R(z, t) = u(Rz, R^2t)$. Keeping in mind that $u_R$ lives on $B(0, 1)$, and that $Tu_R(z, t) = R^2Tu(Rz, R^2t)$, from (8.3) one obtains

$$\int_{B(0, 1)} u(Rz, R^2t)^2 \, dzdt \leq \frac{R^4}{4} \int_{B(0, 1)} Tu(Rz, R^2t)^2 \, dzdt \, .$$

To finish the proof we make the change of variable $(z', t') = (Rz, R^2t)$ in the latter inequality. \qed
Using Lemma 8.2 and Theorem 8.1, we can now establish a basic estimate from below for the commutator of a weakly $H$-convex function.

**Theorem 8.3.** Let $B = B(g_o, R) \subset \mathbb{H}^n$, and consider a weakly $H$-convex function $u \in \Gamma^2(B) \cap C(\overline{B})$ such that $u = 0$ on $\partial B$. There exists a geometric constant $\alpha_n > 0$ such that for every $g \in B(g_o, R)$ one has

$$|u(g)| \leq \alpha_n \frac{R^{n+2-\frac{1}{2}}}{\text{dist}(g, \partial B)^{n+1}} \left( \int_B (Tu)^{2n} \, dg' \right)^{\frac{1}{2n}}.$$

In particular, we obtain

$$\max_{B(g_o, R/2)} |u| \leq \bar{\alpha}_n R^{1-\frac{1}{2n}} \left( \int_B (Tu)^{2n} \, dg' \right)^{\frac{1}{2n}}.$$

**Proof.** By left-translation we can, without restriction, assume that $g_o = 0$, the group identity. Let $g \in B$ and denote by $\rho = \text{dist}(g, \partial B)$ the gauge distance of $g$ to $\partial B$. Since Theorem 8.1 has a local character, we can apply the estimate (8.1) to the function $u$ in $B(g, \rho/10)$, obtaining for some absolute constant $C = C(n) > 0$

$$|u(g)| \leq \max_{B(g, \rho/10)} |u| \leq \frac{C}{|B(g, \rho/2)|} \int_{B(g, \rho/2)} |u(g')| \, dg'$$

$$\leq C \left( \frac{1}{|B(g, \frac{\rho}{2})|} \int_{B(g, \frac{\rho}{4})} |u(g')|^2 \, dg' \right)^{1/2}$$

$$\leq \frac{C}{|B(g, \frac{\rho}{2})|^{1/2}} \left( \int_{B(0, R)} u(g')^2 \, dg' \right)^{1/2}.$$

We now apply Lemma 8.2 to (8.4), obtaining

$$|u(g)| \leq \frac{C R^2}{|B(g, \frac{\rho}{2})|^{1/2}} \left( \int_{B(0, R)} Tu(g')^2 \, dg' \right)^{1/2}$$

$$\leq \frac{C R^{n+2-\frac{1}{2}}}{\rho^{n+1}} \left( \int_{B(0, R)} Tu(g')^{2n} \, dg' \right)^{1/2n}. \quad \square$$

A corollary of Theorem 8.3 is the following estimate from above which generalizes Theorem 1.2. Because of the commutator $Tu$, such an estimate is a direct consequence of Theorem 8.3 and Theorems 1.1 or 2.1 play no role in its proof, nor does the geometry of the gauge ball in $\mathbb{H}^n$.

**Corollary 8.4.** Let $B = B(g_o, R) \subset \mathbb{H}^n$, $n = 1, 2$, and consider a weakly $H$-convex function $u \in \Gamma^2(B) \cap C(\overline{B})$ such that $u = 0$ on $\partial B$. There exists a geometric constant $\alpha_n > 0$ such that for every $g \in B(g_o, R)$ one has

$$|u(g)| \leq \alpha_n \frac{R^{n+2-\frac{1}{2}}}{\text{dist}(g, \partial B)^{n+1}} \left( \int_B \mathcal{S}_{\text{ma}}(u)(g') \, dg' \right)^{\frac{1}{2n}}.$$

**Proof.** The case $n = 1$ is completely trivial, since thanks to Theorem 2.2 we have

$$\mathcal{S}_{\text{ma}}(u) = H(u) + \frac{3}{4} (Tu)^2 \geq \frac{3}{4} (Tu)^2.$$
and therefore the conclusion follows immediately from Theorem 8.3. In the case $n = 2$, the proof is the same, except that we now need to resort to Theorem 2.2 and to Theorem 3.2 to conclude that

$$S_{ma}(u) \geq \frac{5}{16} (Tu)^4.$$ 

□

9. On the commutator term in Theorem 2.1 and a basic open question

In Remark 6.7 we have seen that, because of Proposition 6.6, it is not possible to replace $S_{ma}(u)$ with $\det Hess_X(u)$ in Corollary 8.4. Here, we want to give this negative phenomenon a broader perspective by connecting it to the best possible character of certain inequalities of ABP type which presently constitute a fundamental open question to further the development of the theory.

One of the central tools in the theory of equations of Monge-Ampère type is the geometric maximum principle due to Alexandrov-Bakelman-Pucci; see Theorem 9.1 in [GT], or also the original papers [A1], [A2], [Ba1], [Ba2], [Pu1], [Pu2]. If one wants to develop a theory of fully nonlinear equations in Carnot groups, it is natural to consider corresponding linear sub-elliptic equations with rough coefficients. For a symmetric, positive definite $m \times m$ matrix-valued function $g \rightarrow A(g) = (a_{ij}(g))$ on $G$ with measurable entries, we form the second order nonvariational operator

$$Lu \overset{df}{=} \sum_{i,j=1}^{m} a_{ij} u_{i,j} = \text{trace}[A Hess_X(u)].$$

In [DGN1] the authors formulated as a conjecture the following a priori estimate:

$$\sup_{\Omega} u \leq \sup_{\partial \Omega} u^+ + C \|Lu\|_{L^Q(\Omega)},$$

where $Q$ is the homogeneous dimension of $G$ associated with the weighted grading of the Lie algebra. When $a_{ij} \equiv \delta_{ij}$, then $L = \sum_{i=1}^{m} X_i^2 u$ is the sub-Laplacian associated with the system $X = \{X_1, ..., X_m\}$, and the strong maximum principle for this operator is a special case of the pioneering work of Bony [Bo]. In such a situation one can prove that when $F \in L^p(\Omega)$ for some $p > Q/2$, then $u$ belongs to $L^\infty(\Omega)$, and one has the estimate

$$\sup_{\Omega} |u| \leq C(G, p) \text{diam}(\Omega)^{2-Q/p} \|F\|_{L^p(\Omega)}.$$  

The $L^p$ norm on the right-hand side of (9.3) is best possible, in the sense that it cannot be replaced by the smaller $\|F\|_{L^{Q/2}(\Omega)}$. To see this it suffices to consider in the Heisenberg group $\mathbb{H}^n$ the function $u = \log|\log N|$, where $N(g) = (|x|^2 + |y|^2)^2 + 16t^2)^{1/4}$ is the anisotropic gauge [F1]. Using formulas from [FS1] one easily checks that if $L$ denotes the real part of the Kohn-Spencer sub-Laplacian on $\mathbb{H}^n$, then $u$ solves the Dirichlet problem $Lu = F$ with zero boundary conditions in $\Omega = B(0, R) = \{g \in \mathbb{H}^n \ | \ N(g) < R\}$, where $0 = (0, 0, 0)$ is the group identity, $R = e^{-1}$, and $F = O((\log N)^{1/4})$ in $\Omega$. By the polar coordinates in [FS1], [FS2] one also recognizes that $F \in L^{Q/2}(\Omega)$. Since on the other hand $u \not\in L^\infty(\Omega)$, it is clear that for such an example (9.3) cannot possibly hold with $p = Q/2$. 
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What happens when $a_{ij} \not\equiv \delta_{ij}$ in (9.1)? From the classical geometric-arithmetic mean inequality one has
\[
\det \text{Hess}_X (u) \leq \frac{1}{m^m} \left[ \sum_{i,j=1}^{m} a_{ij} u_{ij} \right]^m \det (a_{ij}).
\]

This shows that, if for functions $u \in \Gamma^2(\Omega) \cap C(\overline{\Omega})$ with $u = 0$ on $\partial \Omega$ one could establish a control of the type
\[
(9.4) \quad \sup_{\Omega} |u| \leq C \left( \int_{\Omega} |\det \text{Hess}_X (u)| \, dg \right)^{1/m},
\]
with $C = C(\Omega) > 0$, then for a solution $u \in \Gamma^2(\Omega) \cap C(\overline{\Omega})$ of $Lu = F$ in $\Omega$, vanishing on $\partial \Omega$, one would obtain the following estimate:
\[
(9.5) \quad \sup_{\Omega} |u| \leq C \left\| \frac{F}{(\det (a_{ij}))^{1/m}} \right\|_{L^m(\Omega)}.
\]

The estimate (9.4) appears as the natural sub-Riemannian analogue of the geometric lemma (1.9), which is at the heart of the proof of the ABP maximum principle. We emphasize that, at least for the Heisenberg group $\mathbb{H}^n$, with $n \geq 2$, the ensuing estimate (9.5) would not be in contrast with the mentioned optimality of (9.3) since in this setting we have $Q = 2n + 2$, whereas $m = 2n$, and therefore $m > Q/2 = n + 1$ is always true. It seems thus natural that (9.4) has been conjectured by several people as the appropriate sub-elliptic version of the ABP estimate (1.9). However, in the recent paper [DGN2] the authors have proved the following surprising result.

**Theorem 9.1.** Let $G$ be a group of Heisenberg type, with homogeneous dimension $Q$, and denote by $\Omega$ the gauge ball $B(0, 1)$. For every $0 < \epsilon < Q$ there exists a (real) matrix-valued function $A^\epsilon (g) = (a^\epsilon_{ij}(g))$ with symmetric and bounded measurable entries, and satisfying for some $\nu_\epsilon > 0$ and for a.e. $g \in G$ the uniform ellipticity assumption
\[
\nu_\epsilon |\zeta|^2 \leq \sum_{i,j=1}^{m} a^\epsilon_{ij}(g) \zeta_i \zeta_j \leq \nu_\epsilon^{-1} |\zeta|^2, \quad \zeta \in \mathbb{R}^m,
\]
such that the Dirichlet problem
\[
(9.6) \quad \begin{cases} L^\epsilon u = \sum_{i,j=1}^{m} a^\epsilon_{ij} u_{ij} = 0 & \text{in } \Omega, \\ u = 0 & \text{on } \partial \Omega, \end{cases}
\]
admits a solution $u = u^\epsilon \in L^{2,Q-\epsilon} \cap C(\overline{\Omega})$ different from the trivial one.

As a consequence of Theorem 9.1 we see that an estimate such as (9.5) cannot possibly hold since, if it did, it would imply the uniqueness in the Dirichlet problem in the functional class $L^{2,m}(\Omega)$. But such uniqueness fails, as one can see by taking $\epsilon = Q - m > 0$ in Theorem 9.1. From this fact and from the above considerations, we infer that the ABP-type estimate (9.4) cannot possibly hold either.

Summarizing, if we insist on controlling the supremum of $u$ by an $L^p$ norm of $Lu$, where $L$ ranges in the class of operators of the type (9.1), then Theorem 9.1 says that the smallest allowable $p$ is $Q$, i.e., an estimate such as (9.2). The conjectured a priori inequality (9.2) presently constitutes a basic open problem.
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