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Abstract. We study \( \varepsilon^2 \ddot{u} = f(u, x) = A(u(1 - u)(\phi - u), \) where \( A = A(u, x) > 0, \phi = \phi(x) \in (0, 1), \) and \( \varepsilon > 0 \) is sufficiently small, on an interval \([0, L]\) with boundary conditions \( \dot{u} = 0 \) at \( x = 0, L. \) All solutions with an \( \varepsilon \) independent number of oscillations are analyzed. Existence of complicated patterns of layers and spikes is proved, and their Morse index is determined. It is observed that the results extend to \( f = A(u, x)(u - \phi-)(u - \phi+)(u - \phi)(u - \phi+) \) with \( \phi- < \phi(x) < \phi+ \) and also to an infinite interval.

1. Introduction

In this paper we are concerned with the existence and stability of equilibrium solutions for reaction diffusion equations of the form

\[
\frac{du}{dt} = \varepsilon^2 u_{xx} - f(u, x)
\]

on an interval \((a, b)\) with Neumann boundary conditions \( u_x(t, a) = u_x(t, b) = 0. \) Such problems have a considerable history since they arise in a variety of physical contexts, as can be seen by consulting the citations in [FR2]. An early mathematical reference is the paper [AMPP], which studied all of the stable solutions in the case where \( f = u(1 - u)(\phi - u). \) Subsequent results on “single layer” unstable solutions were obtained in [HS]. In [AH] the problem was studied with \( f(u, x) = u^3 - \lambda u + \cos x, \lambda > 3/\sqrt{4}; \) [AH] includes some of the conclusions on existence in this paper for the special case considered there. However here we consider a more general nonlinearity, obtaining an even richer collection of solutions since the “multiple spikes” found below are not present for the model in [AH]. Similar results were studied in [A] and [HM], although in both of these cases the nonlinearities were quadratic rather than cubic in nature. Other related papers include [CP], [FR1], [HASL], [HSG], [KU] and [RO].

The main focus of this paper, however, is the Morse index of unstable solutions. An early related result is in [ABF], where solutions with arbitrary given Morse index are shown to exist for arbitrarily small \( \varepsilon. \) Here, after constructing layer and spike type solutions by a shooting method, we are able to determine all of their Morse indices. The first paper to do this for models of this kind was by Nakashima [N], who considered the “balanced” case \( f = A(x)u(1 - u)(1 - u). \) Her methods were variational (and so very different from ours). Our results do not apply to her model.
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in the unbalanced case, obtaining results similar to some of ours (Nakashima, private communication).

Subsequently she again used variational methods to study layers in the unbalanced case, obtaining results similar to some of ours (Nakashima, private communication).

To obtain steady state solutions, we consider the boundary value problem
\begin{align}
\varepsilon^2 \ddot{u} &= f(u, x), \quad x \in I := (a, b), \\
\dot{u}(a) &= \dot{u}(b) = 0,
\end{align}
for a sufficiently small positive parameter \( \varepsilon \), where \( \dot{\cdot} = \frac{d}{dx} \) and \( f = \frac{\partial F}{\partial u} =: F_u \) is the derivative of a smooth bistable potential \( F \). More precisely,
\begin{align}
\{ u \in \mathbb{R} \mid f(u, x) = 0 \} &= \{ 0, \phi(x), 1 \} \quad \forall x \in \bar{I}, \\
0 < \phi(x) < 1, \quad f_u(0, x) &> 0, \quad f_u(1, x) &> 0 \quad \forall x \in \bar{I}.
\end{align}

At the end of the paper we will show that a transformation takes
\[ f = A(u, x) [u - \phi_-(x)] [u - \phi(x)] [u - \phi_+(x)], \]
where \( A > 0 \) and \( \phi_- < \phi < \phi_+ \), to a slight extension of the standard form (2), the difference being that the new function \( f \) depends as well on \( \varepsilon \). Our results extend to the type of functions obtained by such a transformation.

Solutions to (1) correspond to critical points of the energy functional

\[ E_\varepsilon(u) = \int_a^b \left( \frac{\varepsilon}{2} \dot{u}^2(x) + \frac{1}{\varepsilon} F(u(x), x) \right) dx = \int_{\phi_0(x)}^{\phi_+(x)} \left[ \frac{1}{2} U^2(y) + F(U(y), \xi + \varepsilon y) \right] dy, \]
where \( U(y) := u(\xi + \varepsilon y) \) and \( \xi \in (a, b) \). We are only interested in solutions that have an \( \varepsilon \) independent bounded number of oscillations in any bounded interval, namely, solutions in the set
\[ S_{N, \varepsilon} = \{ u \mid u \text{ solves (1)}, \dot{u} = 0 \text{ has at most } N \text{ roots in any interval of length } \leq 1 \}. \]

With such a definition, we can allow the length \( b - a \) to be arbitrarily large.

To study solutions in \( S_{N, \varepsilon} \), we introduce
\[ J(x) := \int_0^1 f(s, x) ds, \quad \phi_0(x) := \begin{cases} 0 & \text{if } J(x) < 0, \\
1 & \text{if } J(x) > 0, \end{cases} \]
\[ F(u, x) := \int_{\phi_0(x)}^{\phi(x)} f(s, x) ds, \quad \phi^*(x) \in [0, 1] \setminus \{ \phi_0(x) \} : F(\phi^*, x) = 0, \]
\[ S(x) := \frac{d}{dx} \int_{\phi_0(x)}^{\phi^*(x)} \sqrt{2F(s, x)} ds = \int_{\phi_0(x)}^{\phi^*(x)} \frac{F_s}{\sqrt{2F}} ds \quad \text{if } J(x) \neq 0. \]

Note that \( \phi \) lies between \( \phi_0 \) and \( \phi^* \) and \( F(s, x) > 0 \) for all \( s \) between \( \phi_0 \) and \( \phi^* \).

As \( \varepsilon \) is small, near each \( x_0 \in I \), any solution to (1) can be approximated by \( U((x - x_0)/\varepsilon) \), where
\[ U''(y) = f(U(y), x_0) \quad \forall y \in \mathbb{R}. \]

Note that \( U \equiv 0 \) and \( U \equiv 1 \) are the only stable constant solutions. Physically they correspond to two phases, which we call 0 and 1. When \( J(x_0) \neq 0 \), the
potential energy density $F(1, x_0)$ and $F(0, x_0)$ of the two phases are different. In our definition, $\phi_0(x_0)$ is the non-minimal potential energy phase, whereas the other (0 if $\phi_0 = 1$ and 1 if $\phi_0 = 0$) is the minimal energy phase.

On the phase plane, all the trajectories are given by $U'' - 2F(U, x_0) = C$. Since we are only interested in solutions to (11) that have finitely many (independent of $\varepsilon$) oscillations, only the trajectories corresponding to $C = 0$ will be relevant (cf. Lemma 2.1 below).

If $J(x_0) = 0$, the trajectory $U'' = 2F(U, x_0)$ gives a heteroclinic orbit connecting 0 and 1, which will be called a (phase transition) layer or an interface. The interfacial energy associated with a layer is

$$E(x_0) = \int_{-\infty}^{\infty} \left[ \frac{1}{2} U''(y) + F(U(y), x_0) \right] dy = \left| \int_{\phi_0(x_0)}^{\phi^*(x_0)} \sqrt{2F(s, x_0)} \, ds \right|.$$

To study layered solutions to (11), we will assume that all roots of $J = 0$ are non-degenerate, namely,

$$J^2(x) + J(x)^2 > 0 \quad \forall x \in \bar{I}.$$

Suppose that $J(x_0) = 0 > \dot{J}(x_0)$. Then the minimal potential energy phase switches from 0 to 1 as $x$ passes the position $x_0$. Hence if $U(-\infty) = 0$ and $U(\infty) = 1$, the phase transition is from the minimal energy phase before $x_0$ to the minimal energy phase after $x_0$. On the other hand, if $U(-\infty) = 1$ and $U(\infty) = 0$, the transition is from the non-minimal energy phase to the non-minimal energy phase.

When $J(x_0) \neq 0$, the trajectory $U'' = 2F(U, x_0)$ gives a homoclinic orbit which we will call a spike, with base $\phi_0(x_0)$ and peak $\phi^*(x_0)$. Regarding a spike as two layers, the excess energy a spike adds to a ground constant state $u = \phi_0(x)$ is then twice $E(x_0)$, defined in (3). It turns out that spikes can only appear near those points where $S = 0$, e.g., near the critical point of $E(x)$ or near the boundaries. To study these solutions, we assume that zeros of $S$ are non-degenerate, i.e.,

$$S^2(x) + S^2(x) > 0 \quad \forall x \in \{ z \in \bar{I} \mid J(z) \neq 0 \}.$$

For an illustration of the functions $J$ and $S$, one can calculate that when $f = u(u - 1)(u - \phi)$,

$$J(x) = \frac{1}{6}(\phi - \frac{1}{2}), \quad S \propto \dot{\phi}.$$

Hence, for this particular non-linearity, the set where $S = 0$ is the set of all critical points of $\phi$.

Any solution to (11) is necessarily bounded between 0 and 1. Hence, it is concave in the set $\{ u > \phi \}$ and convex in $\{ u < \phi \}$. An oscillation will then be referred to as a root to $u = \phi$.

This paper is divided into three parts.

In Part I, we investigate the location of oscillations of solutions in $S_{N, \varepsilon}$. We show that oscillations are either layers or spikes. Layers appear only near $Z_J$ and spikes only near $Z_S$ where

$$Z_J = \{ z \mid J(z) = 0 \}, \quad Z_S := \{ z \notin Z_J \mid (z - a)(z - b)S(z) = 0 \}.$$

Multiple layers can exist, but only in transitions from a non-minimal potential energy phase to a non-minimal energy phase (i.e., from $\phi_0(x_0)$ to $\phi_0(x_0 + \varepsilon)$). Multiple spikes can exist, but only at those interior points where $S = 0 < J\dot{S}$, or
at the boundary point $a$ if \{ $J(a)S(a) > 0 \text{ or } S(a) = 0 < J(a)\dot{S}(a)$ \}, or at $b$ if \{ $J(b)S(b) < 0 \text{ or } S(b) = 0 > J(b)\dot{S}(b)$ \}.

In Part II, we show that there exist solutions with arbitrarily prescribed numbers of oscillations at places allowed by the italicized sentences in the previous paragraph.

In Part III, we study the dimension of the unstable manifold, i.e., the Morse index, of an arbitrary solution in $S_{N,\varepsilon}$. We show that the Morse index is equal to $n - n_{sl} - n_{ss}$, where $n$ is the total number of oscillations, $n_{sl}$ is the number of minimal energy phase to minimal energy phase transitions, and $n_{ss}$ is the number of interior spikes near which $J\dot{S} < 0$.

Our analysis would have been much simpler if boundary oscillations were not addressed. For simplicity, the reader can skip the analysis for boundary oscillations.

Throughout this paper, we always assume (2), (4), and (5). For simplicity, we consider only the case that $a$, $b$, and $f$ are independent of $\varepsilon$. Nevertheless, when $a$, $b$, and $f$ depend on $\varepsilon$, all the proofs remain unchanged, provided that $f$ is uniformly smooth, and that $\phi, 1 - \phi, S^2 + S^2$ and $J^2 + J^2$ are uniformly positive. For boundary layers or spikes, we need to assume that either $\varepsilon_n \to 0$ or $\varepsilon_n \to \infty$.

Locations of oscillations

Finally, we remark that assumption (2) implies, for all $x \in \bar{I}$, the following:

\[
\begin{align*}
|f(s, x), f_x(s, x), f_{xx}(s, x)| &\leq Ks(1 - s) \quad \forall s \in [0, 1], \\
|G(s, \dot{s}, x), G_x(s, \dot{s}, x), G_{xx}(s, \dot{s}, x)| &\leq K \left\{ \begin{array}{ll}
s^2 - \dot{s}^2 & \text{if } 0 \leq \dot{s} < s \leq \phi(x), \\
(1 - s)^2 - (1 - \dot{s})^2 & \text{if } 1 \geq \dot{s} \geq s \geq \phi(x),
\end{array} \right.
\end{align*}
\]

\[
G(s, \dot{s}, x) \geq \frac{1}{K} \left\{ \begin{array}{ll}
s^2 - \dot{s}^2 & \text{if } \phi(x) \geq s \geq \dot{s} \in [0, \frac{1}{2}\phi), \\
(1 - s)^2 - (1 - \dot{s})^2 & \text{if } \phi(x) \leq s \leq \dot{s} \in (\frac{1}{2}\phi, 1],
\end{array} \right.
\]

where $K$ is a positive constant and

\[
G(s, \dot{s}, x) := F(s, x) - F(\dot{s}, x) = \int_{\dot{s}}^{s} f(v, x) \, dv.
\]

**Part I: Solutions in $S_{N,\varepsilon}$**

In this part we study a general solution in $S_{N,\varepsilon}$. When needed, the following even (about $a$ and $b$) and periodic (with period $2(b - a)$) extensions are implicitly assumed:

\[
f(s, a + y) = f(s, a - y), \quad f(s, x) = f(s, 2(b - a) + x), \quad \forall y \in [a - b, 0], \ x \in \mathbb{R}.
\]

With such an extension, $f$ is continuous and piecewise smooth, and $u$ solves $\varepsilon^2\ddot{u} = f$ on $\mathbb{R}$.

2. Locations of oscillations

**Lemma 2.1.** Let $N \geq 1$ be a given integer. Then

\[
\lim_{\varepsilon \searrow 0} \sup_{u \in S_{N,\varepsilon}} \max_{x \in \bar{I}} \left| \varepsilon^2\ddot{u}^2 - 2F(u, x) \right| u(1 - u) = 0.
\]
Proof. By a maximum principle, if \( u \neq 0 \) and \( u \neq 1 \), then \( 0 < u < 1 \) in \( \bar{I} \).

Suppose that the assertion is not true. Then there exist \( \delta > 0 \) and a sequence \( \{ \varepsilon_i, u^i, x_i \}_{i=1}^{\infty} \) such that \( \lim_{i \to \infty} \varepsilon_i = 0 \) and for each \( i \geq 1 \), there holds \( \varepsilon_i > 0 \), \( u^i \in \mathcal{S}_{N, \varepsilon_i} \), and \( |\varepsilon_i^2 \dot{u}^i - F(u^i, x_i)|u^i(1 - u^i)_{x=x_i} \geq \delta \). By taking a subsequence if necessary, we can assume that \( \lim_{i \to \infty} x_i = x_* \in I \).

Define \( U_i(y) = u^i(x_i + \varepsilon y) \) for \( y \in [- (b - a)/\varepsilon_i, (b - a)/\varepsilon_i] \). Then \( U''_i = f(U_i, x_i + \varepsilon y) \) \((\dot{\varepsilon} := \frac{d}{dy})\). Hence \{\(U_i\}_{i=1}^{\infty}\) is a bounded family in \( C^2 \), and, by taking a subsequence if necessary, there exists \( U \in C^2(\mathbb{R}) \) such that \( \lim_{i \to \infty} (U_i, U'_i) = (U, U') \) uniformly in any compact subset of \( \mathbb{R} \). In addition \( U'' = f(U, x_*) \), so that \( U'' = 2F(U, x_*) + C \) for some \( C \). One notes that if \( C > 0 \), then the solutions are not bounded on \( \mathbb{R} \), and if \( C < 0 \), then the solution is periodic. But both are impossible, since \( U_i \) is bounded and can have at most \( 2N + 1 \) oscillations in \([-1/\varepsilon_i, 1/\varepsilon_i]\). Hence, we must have \( C = 0 \). But this implies that \( \lim_{i \to \infty} |\varepsilon_i^2 \dot{u}^i(x_i) - F(u^i, x_i)| = \lim_{i \to \infty} |U''_i(0) - F(U_i(0), x_i)| = 0 \). This completes the proof.

We remark that if \( b - a \) is not bounded, then the subsequence is taken such that \( \lim_{i \to \infty} F(u_i(x), z_i) = F^*(\cdot) \) for some smooth bistable potential \( F^* \).

Lemma 2.2. For each integer \( N \geq 1 \), there exists \( \varepsilon(N) > 0 \) such that for each \( u \in \mathcal{S}_{N, \varepsilon} \) with \( \varepsilon \in (0, \varepsilon(N)] \), there are an integer \( n \geq 1 \) and points \( \tau_0, \cdots, \tau_n \) and \( z_{1/2}, \cdots, z_{n-1/2} \) such that

\[
\begin{align*}
\{x \in \bar{I} \mid \dot{u}(x) = 0\} &= \{\tau_0, \cdots, \tau_n\}, \\
\{x \in \bar{I} \mid u(x) = \phi(x)\} &= \{z_{1/2}, \cdots, z_{n-1/2}\}, \\
a &= \tau_0 < z_{1/2} < \tau_1 < \cdots < z_{n-1/2} < \tau_n = b.
\end{align*}
\]

Proof. If \( u(z) = \phi(z) \), then \( \varepsilon^2 \dot{u}^2 \approx 2F(\phi, z) > 0 \), so that \( \frac{d}{dz}(u - \phi)|_{x=z} \neq 0 \). Hence the number of roots of \( u(x) = \phi(x) \) is finite. In addition, between each pair of neighboring roots of \( u = \phi \), \( \varepsilon^2 \dot{u} = f \neq 0 \), so \( u \) is either convex or concave, and hence there is a unique local extreme, i.e., a unique \( \tau \) such that \( \dot{u}(\tau) = 0 \). The assertion of the lemma thus follows.

In the sequel, \( N \geq 1 \) is a fixed integer and \( u \in \mathcal{S}_{N, \varepsilon} \) with \( \varepsilon \) sufficiently small. We use the notation in Lemma 2.2. With the even and periodic extension, \( \tau_i, z_{i+1/2} \) are well defined for all integers \( i \).

Definition 1. Let \( l \) and \( k \) be integers satisfying \(-N \leq l < n, 0 < k \leq n + N, 0 < k - l \leq 2N\).

We call \( (\tau_l, \tau_k) \) an interval with a cluster of oscillations if

\[
\begin{align*}
z_{k-1/2} - z_{l+1/2} &\leq (k - l - 1)\sqrt{\varepsilon}, \\
z_{l-1/2} + \sqrt{\varepsilon} &< z_{l+1/2}, \\
z_{k-1/2} + \sqrt{\varepsilon} &< z_{k+1/2}.
\end{align*}
\]

A cluster is referred to as interior if \( 0 \leq l < k \leq n \). Otherwise it is called a boundary cluster.

An interior cluster is called a cluster of spikes if \( k - l \) is even, and layers if \( k - l \) is odd.

A boundary cluster is called a boundary cluster of layers if \( J = 0 \) at the boundary point; otherwise it is called a boundary cluster of spikes.

A cluster of spikes is called multiple if \( k - l \geq 4 \) and single if \( k - l = 2 \). Similarly, a cluster of layers is called multiple if \( k - l \geq 2 \) and single if \( k - l = 1 \).
Note that for boundary clusters, either $k + l = 0$ or $k + l = 2n$, so that $k - l$ is always even. Consequently, boundary layers are always multiple. Restricted to the interval $[a, b]$, a single boundary spike will be called a half boundary spike. (In this terminology, a half boundary layer exists only for Dirichlet boundary conditions.)

If we define an equivalence relation $z_{i+1/2} \sim z_{j+1/2}$ if $|z_{i+1/2} - z_{j-1/2}| \leq |i-j|\sqrt{\varepsilon}$, then each equivalence class $\{z_{i+1/2}\}_{i=0}^{k-1}$ can be regarded as a cluster, and belongs to an interval $(\tau_l, \tau_k)$ with a cluster. In this manner, the decomposition is unique. Also, each cluster is either of spikes or of transition layers.

**Theorem 1.** Assume that $f$ satisfies (2), (3) and (4), that $N$ is a fixed positive integer and $\varepsilon > 0$ is sufficiently small. Define $Z_J$ and $Z_S$ as in (6).

Let $u \in S_{N, \varepsilon}$ be arbitrary and let $(\tau_l, \tau_k)$ be a cluster of oscillation of $u$. Then there exists $z^* \in Z_J \cup Z_S$ such that $z_{i+1/2} = z^* + O(\varepsilon |\ln \varepsilon|)$ for all $i = l, \cdots, k-1$.

In addition:

(i) if $k - l = 1$, then $z^* \in (a, b)$ and $J(z^*) = 0$;

(ii) if $k - l > 1$, then $u(\tau_l) = \phi_0(z^-) + O(\varepsilon^{-1/\sqrt{\varepsilon}})$ and $u(\tau_k) = \phi_0(z^+) + O(\varepsilon^{-1/\sqrt{\varepsilon}})$;

(iii) if $k - l > 2$, then $JS > 0$ in $(z^*, z^* + \sqrt{\varepsilon})$ and $JS < 0$ in $(z^* - \sqrt{\varepsilon}, z^*)$.

**Remark 2.1.** (1) If $z^* \in (a, b) \cap Z_J$, then $\phi_0(z^-) \neq \phi_0(z^+)$, so that $k - l$ is odd. On the other hand, if $z^* \in Z_S \cup \{a, b\}$, then $\phi_0(z^+* = \phi_0(z^-)$, so that $k - l$ is even. Hence, transition layers appear only near $Z_J$ and spikes only near $Z_S$.

(2) If $z^* = a$, then $l = -k$, and if $z^* = b$, then $k = 2n - l$.

(3) From (ii), multiple layers exist only in transitions from non-minimal phase to non-minimal phase.

(4) From (iii), multiple spikes exist only near those $z^* \in [a, b]$ at which $S(z^*) = 0 < J(z)^* \dot{S}(z)^*$, or $z^* = a$ and $JS > 0$ in $(a, a + \sqrt{\varepsilon})$, or $z^* = b$ and $JS < 0$ in $(b - \sqrt{\varepsilon}, b)$. (Note that $J(\cdot)$ is even and $S(\cdot)$ is odd.)

(5) The definition of $S$ implies that $\lim_{x \to -\infty} S(x) = \infty$ if $J(\xi) = 0 < \dot{J}(\xi)$ and $\lim_{x \to +\infty} S(x) = -\infty$ if $J(\xi) = 0 > \dot{J}(\xi)$. Hence, for some positive $\delta$ depending only on $f$,

\begin{align*}
\text{(7) if } J(z^*) = 0, \text{ then } JS &< 0 \text{ in } [z^* - 2\delta, z^*] \text{ and } JS > 0 \text{ in } (z^*, z^* + 2\delta].
\end{align*}

Later on, we shall provide accurate estimates on the location of oscillations, as well as the potential energy density at points of local minimum and maximum. The following lemma plays a key role in our estimates. We use the notation

\begin{align*}
\alpha(x) &= \begin{cases} 
\sqrt{f_u(1, x)} & \text{if } u(x) > \phi(x), \\
\sqrt{f_u(0, x)} & \text{if } u(x) < \phi(x),
\end{cases} \\
E_i &= \begin{cases} 
\int_{\tau_i}^{\tau_{i+1}} f(s, \tau_i)ds & \text{if } u_i < \phi_i, \\
\int_{\tau_i}^{\tau_{i+1}} f(s, \tau_i)ds & \text{if } u_i > \phi_i,
\end{cases} \\
\alpha_i &= \alpha(\tau_i), \quad F_i = F(u_i, \tau_i).
\end{align*}

**Lemma 2.3.** For each $i = 0, \cdots, n$,

\begin{align*}
\varepsilon^2 \dot{u}_i^2(x) &= [2 + O(\varepsilon)] G(u(x), u_i, x) \quad \forall x \in [z_{i-1/2}, z_{i+1/2}], \\
\varepsilon |\ln f_i^2| &= 2\alpha_i \tau_i - z_{i+1/2} + O(\varepsilon) + (\tau_i - z_{i+1/2})^2, \\
E_i - E_{i+1} &= J(z_{i+1/2}) \dot{H}(\dot{u}_{i+1/2}) + O(\varepsilon),
\end{align*}
where \( H(\cdot) \) is the signature function, i.e., \( H(s) = 1 \) for \( s > 0 \), \( = -1 \) for \( s < 0 \) and \( = 0 \) for \( s = 0 \).

**Proof.** By symmetry, we need only consider the case where \( u_i \) is a local minimum. Then \( \dot{u} > 0 \) and \( f > 0 \) in \((\tau_i, z_{i+1}/2)\). Set \( \nu := \min_{x \in [\tau_i, z_{i+1}/2]} \frac{\nu u_i^2}{u_i} > 0 \). Then \( \varepsilon^2 \ddot{u} = f\dot{u} \geq \nu u_i^2 \chi_{(\tau_i, z_{i+1}/2)} \) in \([\tau_i, z_{i+1}/2]\). After an integration, we then obtain, for some positive constant \( c_0 \) independent of \( \varepsilon \),

\[
\varepsilon^2 \dot{u}^2(x) \geq c_0 (u^2(x) - u_i^2) \quad \forall x \in [\tau_i, z_{i+1}/2].
\]

Now integrating \( \frac{d}{dt} \left( \varepsilon^2 \dot{u}^2(t) - G(u(t), u_i, t) \right) = -G_x(u(t), u_i, t) \) and using \( dt = \frac{O(\varepsilon)}{\sqrt{s^2 - u_i^2}} du \) and \( |G_x(u, u_i, t)| = O(1)(u^2 - u_i^2) \), we obtain

\[
\frac{1}{2} \varepsilon^2 \dot{u}^2(x) - G(u(x), u_i, x) = - \int_{\tau_i}^x G_x(u, u_i, t) dt
\]

and

\[
O(\varepsilon) \int_{u_i}^{u(x)} \frac{s^2 - u_i^2}{(s^2 - u_i^2)^{1/2}} ds = O(\varepsilon)(u^2 - u_i^2) = O(\varepsilon)G(u, u_i, x),
\]

from which \([9]\) follows.

Note that \( 2G(u, u_i, x) = [2 + O(x - \tau_i)]G(u, u_i, \tau_i) \). Integrating \( dx = \frac{\varepsilon}{\sqrt{s^2 - u_i^2}} |du| \) gives

\[
\varepsilon \int_{u_i}^{u(x)} \frac{1}{\sqrt{2G(s, u_i, \tau_i)}} ds = \int_{\tau_i}^x \left[ 1 + O(\varepsilon) \right] \left[ 1 + O(x - \tau_i) \right] dx = x - \tau_i + O(\varepsilon + (x - \tau_i)^2).
\]

Since \( 2G(u, u_i, \tau_i) = f_u(0, \tau_i)(u^2 - u_i^2) + \alpha_i = \sqrt{f_u(0, \tau_i)} \), we have, at \( x = z_{i+1}/2 \),

\[
\int_{u_i}^{u_{i+1}/2} \frac{1}{\sqrt{2G(s, u_i, \tau_i)}} ds = \int_{u_i}^{\phi_{i+1}/2} \frac{1}{\alpha_i(s^2 - u_i^2)^{1/2}} ds
\]

\[
= -\frac{\ln u_i}{\alpha_i} + O(1) = -\frac{\ln f_i^2}{2\alpha_i} + O(1)
\]

since \( f_i^2 = \alpha_i^2 u_i^2[1 + O(u_i)] \). This gives \([10]\). It remains to prove \([11]\).

Integrating \( \frac{d}{dt} \left( \frac{1}{2} \varepsilon^2 \dot{u}^2(t) - G(u(t), 0, t) \right) = -G_x(u(0), 0, t) = O(u^2) \) over \( t \in [\tau_i, z_{i+1}/2] \) gives

\[
\frac{1}{2} \varepsilon^2 \dot{u}_{i+1/2}^2 + E_i - G(u_{i+1/2}, 0, z_{i+1}/2) = \int_{\tau_i}^{z_{i+1}/2} G_x dt
\]

\[
= \int_{u_i}^{u_{i+1/2}} O(\varepsilon) s^2 \left( \frac{s^2 - u_i^2}{s^2 - u_i^2} \right)^{1/2} ds = O(\varepsilon).
\]

Similarly, integrating \( \frac{d}{dt} \left( \frac{1}{2} \varepsilon^2 \dot{u}^2(t) - G(u(t), 1, t) \right) \) over \([z_{i+1}/2, \tau_{i+1}]\) gives us

\[
\frac{1}{2} \varepsilon^2 \dot{u}_{i+1/2}^2 + E_{i+1} - G(u_{i+1/2}, 1, z_{i+1}/2) = O(\varepsilon).
\]

Hence, taking the difference, we obtain

\[
E_i - E_{i+1} = O(\varepsilon) + G(u_{i+1/2}, 0, z_{i+1}/2) - G(u_{i+1/2}, 1, z_{i+1}/2) = O(\varepsilon) + J(z_{i+1}/2).
\]

This completes the proof.

From formula \([9]\), we immediately obtain the following:

**Corollary 2.4.** There exists a positive constant \( \mu \) that is independent of \( \varepsilon \) such that if \( (\tau_i, \tau_k) \) is an interval with a cluster, then \( |f_1| + |f_k| \leq e^{-\mu \sqrt{\varepsilon}} \).
For simplicity, in the sequel, we assume $\mu = 1$; otherwise, we modify the definition of clusters by replacing $\sqrt{\varepsilon}$ with $\sqrt{\varepsilon}/\mu$.

3. Transition layers

Let $z^* \in Z_J$ be fixed. In this section, we consider a generic cluster of oscillations near $z^*$; namely,

$$[z_{i+1/2}, z_{i-1/2}] \subset [z^* - 2\delta, z^* + 2\delta], \quad z_{k-1/2} < z_{k+1/2} - \sqrt{\varepsilon}, \quad z_{l-1/2} < z_{l+1/2} - \sqrt{\varepsilon},$$

where $\delta$ is a small positive constant (independent of $\varepsilon$). By (10), (9), and Corollary 2.4

$$E_i - E_{i+1} = (-1)^{i-l}H(\dot{u}_{i+1/2})J(z_{i+1/2}) + O(\varepsilon), \quad i = l, \cdots, k - 1,$$

$$\langle z_{i+1/2} - z_{i-1/2} \rangle + O((z_{i-1/2} - z_{i+1/2})^2) = \frac{\varepsilon}{\alpha_i} \ln f_i^2 + O(\varepsilon) \quad \forall i,$$

$$|f_i| + |f_k| = O(e^{-1/\sqrt{\varepsilon}}).$$

We now solve, asymptotically for small positive $\varepsilon$, this “algebraic” system for $E_i$ and $z_{i+1/2}$. For definiteness, we assume that $u(z_{i+1/2}) > 0$.

Note that $\delta$ small implies $J = o(1)$ in $[z^* - 2\delta, z^* + 2\delta]$, so that $E_i = o(1)$ and $\tau_i - z_{i \pm 1/2} \gg \varepsilon$ for all $i = 1, \cdots, k$.

3.1. Interior single layer. Suppose $k - l = 1$. Then $|f_i| + |f_{i+1}| = O(e^{-1/\sqrt{\varepsilon}})$ so that $J(z_{i+1/2}) = O(\varepsilon)$. Since $\dot{J}(z^*) \neq 0$, we must have $z_{i+1/2} = z^* + O(\varepsilon)$. In this case we must have $z^* \in (a, b)$, since otherwise we would have $k - l \geq 2$.

3.2. Interior multiple layers. Suppose $0 \leq l$, $k \leq n$ and $k - l > 1$. Then $z^* \in (a, b)$. As $z_{i+3/2} - z_{i-1/2} \gg \varepsilon$,

$$E_{l+2} - E_{l} = J(z_{l+3/2}) - J(z_{l+1/2}) + O(\varepsilon) = \{\dot{J}(z^*) + o(1)\}(z_{l+3/2} - z_{l+1/2}).$$

From $E_l = O(e^{-1/\sqrt{\varepsilon}})$, we conclude that $\dot{J}(z^*) > 0$. As $J(z^*) = 0$, we see that $\phi_0(z^*- ) = 0$ and $\phi_0(z^*+) = 1$. Since $\dot{u}_{l+1/2} > 0$, we conclude that $u(\tau_l) = \phi_0(z^*- ) + O(e^{-1/\sqrt{\varepsilon}})$. In a similar manner, we have $u(\tau_k) = o(1) + O(\varepsilon)$. Thus, $k - l$ is odd.

A mathematical induction gives, for all positive integers $m \leq (k - l - 1)/2$,

$$E_{l+2m} = \{\dot{J}(z^*) + o(1)\} \sum_{s=1}^{m}(z_{l+2s+1/2} - z_{l+2s-3/2}),$$

$$E_{k-2m} = \{\dot{J}(z^*) + o(1)\} \sum_{s=1}^{m}(z_{k-2s+1/2} - z_{k-2s-1/2}).$$

Note that $f_i^2 = 2\alpha_i^2 E_i(1 + O(NE_i))$. Hence,

$$E_i = o(1) \quad \Rightarrow \quad z_{i+1/2} - z_{i-1/2} \gg \varepsilon \Rightarrow E_i \gg \varepsilon$$

$$\Rightarrow \quad z_{i+1/2} - z_{i-1/2} = \frac{\varepsilon}{\alpha_i} \ln f_i^2 + O(1) \varepsilon \ln \varepsilon$$

$$\Rightarrow \quad E_i \leq O(1) \varepsilon \ln \varepsilon \Rightarrow \varepsilon \leq E_i \leq O(1) \varepsilon \ln \varepsilon$$

$$\Rightarrow \quad \frac{\ln E_i}{|\ln \varepsilon|} = 1 + \frac{O(\ln \varepsilon)}{|\ln \varepsilon|} = 1 + o(1)$$

$$\Rightarrow \quad |\ln f_i^2 | = [1 + o(1)]|\ln \varepsilon|$$
for all \( i = l + 1, \ldots, k - 1 \). Therefore, 
\[
z_{i+1/2} - z_{i-1/2} = \varepsilon |\ln \varepsilon| \{ \frac{1}{\alpha_i} + o(1) \},
\]
and
\[
\begin{aligned}
f_l^{2m} &= 2m\varepsilon |\ln \varepsilon| \{ \frac{z^2}{\alpha_l} z J(z^*) + o(1) \}, \\
f_k^{2-2m} &= 2m\varepsilon |\ln \varepsilon| \{ \frac{z^2}{\alpha_k} z J(z^*) + o(1) \},
\end{aligned}
\]
where \( \{ \frac{z^2}{\alpha_i} z J(z^*) + o(1) \} \) represents the largest integer no bigger than \( z \).

Finally, using \( E_i + 1 = [J(z^*) + o(1)](z^* - z_{i+1/2}) + O(\varepsilon) \) we derive that
\[
z_{i-1/2} - z^* = \varepsilon |\ln \varepsilon| \{ o(1) + \{ \frac{m - k - l + 1}{\alpha_k} \} + \{ \frac{j - l + 1}{\alpha_l} \} \} \varepsilon |\ln \varepsilon|, \\
\]
where \( [x] \) represents the largest integer no bigger than \( x \). In particular, when \( f^u(0, z^*) = f^u(1, z^*) = 0 \), we have
\[
z_j = z^* + \varepsilon |\ln \varepsilon| \{ j - \frac{k + l - 1}{\alpha_k} + o(1) \} \varepsilon |\ln \varepsilon|, \\
\tau_j = z^* + \varepsilon |\ln \varepsilon| \{ j - \frac{k + l - 1}{\alpha_l} + o(1) \} \varepsilon |\ln \varepsilon| \\
\text{for } j = l + \frac{1}{2}, l + \frac{3}{2}, \ldots, k - \frac{1}{2},
\]
where \( z^* = a, b \).

Restricting to the interval \([a, b] \), we have the “boundary conditions”
\[
E_k = O(\varepsilon^{-1/\sqrt{\varepsilon}}), \quad z_{1/2} = a + \left\{ \frac{1}{2\alpha_0} + o(1) \right\} \varepsilon |\ln f_k^0|.
\]

Following a similar argument as for interior layers, we conclude that \( J(a)u_{k-1/2} > 0 \) or \( u(\tau_k) = 0 \) or \( u(a) + O(\varepsilon^{-1/\sqrt{\varepsilon}}) \).

Also for \( i = 1, \ldots, k \) and \( m = 0, \ldots, \{ \frac{k - 1}{2} \} \),
\[
z_{i-1/2} = \{ o(1) + \{ \frac{k + l}{2} - \frac{1}{2} \} \alpha_0 \} \varepsilon |\ln \varepsilon|, \\
f_k^{2-2m} = 2\alpha_k \{ \frac{m}{\alpha_k} + o(1) \} \varepsilon |\ln \varepsilon|, \\
f_{k-2m} = 2\alpha_k \{ \frac{m}{\alpha_k} + \frac{k - 2m - 1}{\alpha_k} + o(1) \} \varepsilon |\ln \varepsilon|.
\]

In summary, we have the following:

**Theorem 2.** Let \( N \) be a given positive integer. There exist positive constants \( \delta^* \) and \( \varepsilon^* \) such that for each \( z^* \in Z_f \), the following hold:

Let \( \varepsilon \in (0, \varepsilon^*) \) and \( u \in \mathcal{S}_{N, \varepsilon} \) be arbitrary. Suppose that \( (\tau_1, \tau_k) \) is an interval with a cluster for \( u \) such that \( \{ z_{i+1/2}, z_{k-1/2} \} \cap \{ z^* - \delta^*, z^* + \delta^* \} \) is non-empty. Then the following hold:

(i) If \( z^* \in (a, b) \) and \( k - l = 1 \), then \( z_{l+1/2} = z^* + O(\varepsilon) \).

(ii) If \( z^* \in (a, b) \) and \( k - l > 1 \), then \( k - l \) must be odd, \( J(z^*)u_{l+1/2} > 0 \), and \( (11) - (12) \) holds.

(iii) If \( z^* = a \), then \( l = -k \), \( J(a)u_{k-1/2} > 0 \), and \( (13) \) hold.

(iv) If \( z^* = b \), then \( k = 2n - l \), \( J(b^*)u_{l+1/2} > 0 \), and relations analogous to \( (13) \) hold.

**Remark 3.1.** The estimates \( (11) \) or \( (13) \) imply that the minima and maxima of \( u \) in \([\tau_1, \tau_k] \cap \{ a, b \} \) are monotonic, which is a key observation used in \([AH] \).

4. Spikes

Theorem 2 implies that if \( (\tau_1, \tau_k) \) is an interval with a cluster, then either
\[
[z_{i+1/2}, z_{k-1/2}] \subset \{ z - O(\varepsilon |\ln \varepsilon|), z + O(\varepsilon |\ln \varepsilon|) \} \text{ for some } z \in Z_f \text{ or } [z_{i+1/2}, z_{k-1/2}] \subset \{ \bigcup_{z \in Z_f} [z - \delta^*, z + \delta^*] \} = \emptyset.
\]
In this section, we consider the latter case, i.e., an interval \((\tau_1, \tau_k)\) of a cluster such that
\[
[z_{i+1/2}, z_{k-1/2}] \subset \{ \bigcup_{z \in Z_f} [z - \delta^*, z + \delta^*] \} = \emptyset.
\]
Note that there exists a positive constant $\eta$ which is independent of $\varepsilon \in (0, \varepsilon^*)$ such that either $J > \eta$ in $[z_{l+1/2}, z_{k-1/2}]$ or $J < -\eta$ in $[z_{l+1/2}, z_{k-1/2}]$. It follows from Lemma 2.1 that $\varepsilon^2 u^2(x) = F(u(x), x) + o(1)$ for all $x \in [\tau_l, \tau_k]$. Hence, $k - l$ must be even, $u_{l+2m-1} = \phi^*_l + o(1)$ and $z_{l+2m-1} = z_{l+2m-3} = O(\varepsilon)$ for all $m = 1, \ldots, (k-l)/2$, and for all $m = 0, \ldots, (k-l)/2$, $u_{l+2m} = o(1)$ if $J < 0$ or $u_{l+2m} = 1 - o(1)$ if $J > 0$.

For definiteness, we shall assume that $J < -\eta$ in $[z_{l+1/2}, z_{k-1/2}]$ and define $F(v, x) = \int_0^v f(s, x) ds$ for all $x \in [\tau_l, \tau_k]$.

**Lemma 4.1.** For each integer $i = l+1, l+3, \ldots, k-1$ (i.e., $\tau_i$ is the peak of a spike),

$$2\alpha_{i\pm 1} |\tau_i - \tau_{i\pm 1}| + O(|\tau_i - \tau_{i\pm 1}|^2) = \varepsilon |\ln F_{i\pm 1} + O(\varepsilon)|,$$

$$F_i - F_{i-1} = \left( \int_{\tau_{i-1}}^{\tau_i} + \int_{\tau_i}^{\tau_{i+1}} \right) F_x(u(t), t) dt.$$ 

In the interval $t \in [\tau_{i-1}, \tau_{i+1}]$, we use $F_x(u, t) = F_x(u, \tau_i) + O(u^2)(\tau_i - t) = O(u^2)$, $dt = \varepsilon \frac{1+O(\varepsilon)}{\sqrt{2G(u, u_{i-1}, t)}} du(t), G(u, u_{i-1}, t) = G(u, u_{i-1}, \tau_i)[1 + O(\tau_i - t)], \tau_i - t = O(\varepsilon) + z_{i-1/2} - t$, and $z_{i-1/2} - t = O(\varepsilon) \int_0^1 \frac{1}{\sqrt{s^2 - u_{i-1}^2}} ds = O(\varepsilon) \ln u$ to conclude that

$$\int_{\tau_{i-1}}^{\tau_{i-1/2}} F_x(u(t), t) dt = \varepsilon \int_{u_{i-1}}^{\phi_{i-1/2}} \left\{ \frac{F_x(s, \tau_i)}{(2G(s, u_{i-1}, \tau_i))^{1/2}} + O(\varepsilon) s^2 \ln \frac{s}{(s^2 - u_{i-1}^2)^{1/2}} \right\} ds$$

$$= \varepsilon \left\{ \int_0^{\phi_{i-1/2}} - \int_{0}^{u_{i-1}} \right\} \frac{F_x(s, \tau_i)}{\sqrt{2F(s, \tau_i)}} ds$$

$$\varepsilon \int_{u_{i-1}}^{\phi_{i-1/2}} \frac{F_x(s, \tau_i)}{\sqrt{2F(s, \tau_i)}} ds + O(\varepsilon) u_{i-1}^2 \ln u_{i-1} + O(\varepsilon^2)$$

since $\frac{F_x(s, \tau_i)}{\sqrt{2F(s, \tau_i)}} = O(s), |F_x|^2 \frac{1}{\sqrt{G}} - \frac{1}{\sqrt{F}} \leq \frac{|F_x||F-G|}{F\sqrt{G}} = O(1) \frac{s^2 - u_{i-1}^2}{s^2 - u_{i-1}^2}$. It then follows that

$$\int_{\tau_{i-1}}^{\tau_{i-1/2}} F_x(u(t), t) dt = \varepsilon \int_{0}^{\phi_{i-1/2}} \frac{F_x(s, \tau_i)}{\sqrt{2F(s, \tau_i)}} ds + O(\varepsilon^2) + O(\varepsilon F_{i-1} |\ln F_{i-1}|).$$

To estimate $\int_{\tau_{i-1}}^{\tau_{i}} F_x dt$, we first note that the integral is $O(\varepsilon)$ since $|\tau_i - z_{i-1/2}| = O(\varepsilon)$. This implies that $F_i = F_{i-1} + O(\varepsilon)$. An induction then gives us $F_j = O(\varepsilon)$ for all $j = l, \ldots, k$. Consequently $u_i = \phi^*_i + O(\varepsilon)$. We next show that

$$\int_{\tau_{i-1/2}}^{\tau_{i}} F_x(u(t), t) dt = \varepsilon \int_{\phi_{i-1/2}}^{\phi_{i}} \frac{F_x(s, \tau_i)}{\sqrt{2F(s, \tau_i)}} ds + O(\varepsilon^2).$$
We first note that, for $t \in [z_{i-1/2}, \tau_i]$, $G(u, u_i, t) \propto (u_i - u)$, $F_x(u, t) = F_x(u, \tau_i) + O(\varepsilon)$ and $G(u, u_i, t) = G(u, u_i, \tau_i)[1 + O(\varepsilon)]$. It then follows that
\[
\int_{z_{i-1/2}}^{\tau_i} F_x(u(t), t)dt = \varepsilon \int_{u_i-1/2}^{u_i} \frac{F_x(s, \tau_i)}{\sqrt{2G(s, u_i, \tau_i)}} ds + O(\varepsilon^2).
\]

Now letting $\hat{s} = \hat{s} - \phi_i^* - u_i$ yields
\[
\int_{z_{i-1/2}}^{\tau_i} F_x(u(t), t)dt = \varepsilon \int_{u_i-1/2+\phi_i^* - u_i}^{\phi_i^*} \frac{F_x(s - \phi_i^* + u_i, \tau_i)}{\sqrt{2G(s - \phi_i^* + u_i, u_i, \tau_i)}} ds + O(\varepsilon^2).
\]

Note that $F_x(s - \phi_i^* + u_i, \tau_i) = F_x(s, \tau_i) + O(\varepsilon)$, $G(s - \phi_i^* + u_i, u_i, \tau_i) = G(s, \phi_i^*, \tau_i) = [1 + O(\varepsilon)]F(s, \tau_i)$ and $u_i-1/2 = \phi_i-1/2$. We have
\[
\int_{z_{i-1/2}}^{\tau_i} F_x(u(t), t)dt = \varepsilon \int_{\phi_i-1/2}^{\phi_i^*} \frac{F_x(s, \tau_i)}{\sqrt{2F(s, \tau_i)}} ds + \varepsilon \int_{\phi_i-1/2+\phi_i^* - u_i}^{\phi_i^*} \frac{F_x(s, \tau_i)}{\sqrt{2F(s, \tau_i)}} ds + O(\varepsilon^2),
\]
and then (17) since
\[
\int_{\phi_i-1/2+\phi_i^* - u_i}^{\phi_i^*} \frac{F_x(s, \tau_i)}{\sqrt{2F(s, \tau_i)}} ds = O(|\phi_i^* - u_i|) = O(\varepsilon).
\]

Therefore, we have $F_i - F_{i-1} = \varepsilon \int_0^{\phi_i^*} \frac{F_x(s, \tau_i)}{\sqrt{2F(s, \tau_i)}} ds + O(\varepsilon^2 + \varepsilon F_{i-1} \ln F_{i-1}) = -\varepsilon H(J(\tau_i))S(\tau_i) + O(\varepsilon^2 + \varepsilon F_{i-1} \ln F_{i-1})$. The cases for $F_i - F_{i+1}$ and for $J > \eta$ can be similarly derived. This completes the proof. \qed

We now study a generic cluster away from $Z_j$.

4.1. Interior single spike. Suppose $0 \leq l$ and $k = l + 2 \leq n$. Then $F_i = F_{i+2} = O(\varepsilon^{\nu}/\sqrt{\varepsilon})$, so that by (19),
\[
2\varepsilon H(J(\tau_i+1))S(\tau_i+1) = F_i - F_{i+2} + O(\varepsilon^2 + \varepsilon F_i \ln F_i + \varepsilon F_{i+2} \ln F_{i+2}) = O(\varepsilon^2).
\]
Therefore, we must have
\[
S(\tau_i+1) = O(\varepsilon), \quad F_{i+1} = O(\varepsilon^2).
\]
This implies that there exists $z^* \in [a, b]$ such that $S(z^*) = 0$ and $\tau_{i+1} = z^* + O(\varepsilon)$. In addition, since $u$ is even about $a$ and $b$, we must have $z^* \in (a, b)$.

4.2. Interior multiple spikes. Next we consider the case $0 \leq l$ and $l + 2 < k \leq n$. One can proceed step by step to derive the following:

1) $F_i = O(\varepsilon)$ for all $i = l, \ldots, k$. Consequently, $\tau_{i+1} - \tau_i > \varepsilon$ for all $i = l, \ldots, k-1$.

2) There must hold $|S(\tau_{i+2m-1})| < 2\sqrt{\varepsilon}$ for all $m = 1, \ldots, (k - l)/2$. Indeed, if $S(\tau_{i+2m-1}) > 2\sqrt{\varepsilon}$, then $S(x) > \sqrt{\varepsilon}$ in $[\tau_{i+2m-1} - \varepsilon^{3/4}, \tau_{i+2m-1} + \varepsilon^{3/4}]$. This implies, by an induction, that $F(\tau_{i+2m+i}) > \varepsilon^{3/2}$ and $\tau_{i+2m+i+1} - \tau_{i+2m+i} \leq C\ln |\varepsilon|$ for $i = 1, 2, \ldots$ all the way up to $\tau_{k+2m+i} - \tau_{k+2m} > \varepsilon^{3/4}$. Hence, $u$ will have at least $\varepsilon^{3/4}/(C\ln |\varepsilon|)$ oscillations, contradicting our assumption that $u \in S_{N, \varepsilon}$. Similarly, we can exclude the case $S(\tau_{i+2m-1}) < -2\sqrt{\varepsilon}$. Hence, we must have $|S(\tau_{i+2m-1})| < 2\sqrt{\varepsilon}$ for all $m = 1, \ldots, (k - l)/2$. Hence, there exists $z^* \in [a, b]$ such that $S(z^*) = 0$ and $\tau_i = z^* + O(\sqrt{\varepsilon})$ for all $i = 1 + 1, \ldots, k-1$. As $0 \leq l$ and $k \leq n$, we must have $z^* \in (a, b)$. 


For definiteness, we assume that $J(z^*) < -\eta$, so that $f_{l+2m-1} < 0$ for $m = 1, \cdots, (k - l)/2$.

3) From Step 2 and (16), we see that $F_i = O(\varepsilon^{3/2})$ for all $i = l, \cdots, k$. Consequently,

$$
\begin{align*}
F_{l+2m} - F_{l+2m-1} &= \varepsilon S(\tau_{l+2m-1}) + O(\varepsilon^2), \\
F_{l+2m-1} - F_{l+2m-2} &= \varepsilon S(\tau_{l+2m-1}) + O(\varepsilon^2), \\
F_{l+2m} - F_{l+2m-2} &= 2\varepsilon S(\tau_{l+2m-1}) + O(\varepsilon^2)
\end{align*}
$$

From this, we conclude that $\dot{S}(z^*) < 0$, i.e., $J(z^*) \dot{S}(z^*) > 0$, since $0 < F_{l+2} + F_{k-2} = 2\varepsilon S(\tau_{k-1}) - 2\varepsilon S(\tau_{k-1}) + O(\varepsilon^2) = (o(1) - 2\dot{S}(z^*))\varepsilon(\tau_{k-1} - \tau_{l1})$ (recalling $\tau_{l1} - \tau_{l2} \gg \varepsilon$).

4) For all $m = 1, \cdots, (k - l)/2 - 1$, we derive from (15) that

$$
\dot{F}_{l+2m} = \dot{F}_{l+2m} + 2\varepsilon \{ S(\tau_{l+2m+1}) - S(\tau_{l+2m-1}) \} + O(\varepsilon^2)
$$

It then follows that $F_{l+2m} \gg \varepsilon^2$ for all $m = 1, \cdots, (k - l)/2 - 1$, since $\dot{S}(z^*) < 0$.

Once we know $\varepsilon^2 < F_{l+2m}$, we can conclude from (15) that $|\tau_{l+2m+1} - \tau_{l+2m}| = C\varepsilon |\ln \varepsilon|$ and $F_{l+2m+2} + F_{l+2m-2} - 2F_{l+2m} = O(\varepsilon^2 |\ln \varepsilon|)$. The “boundary condition” $F_l, F_k = O(e^{-1/\sqrt{\varepsilon}})$ then gives us $F_{l+2m} = O(\varepsilon^2 |\ln \varepsilon|)$ for all $m = 0, \cdots, (k - l)/2$.

5) From $\varepsilon^2 < F_{l+2m} < O(\varepsilon^2 |\ln \varepsilon|)$, i.e., $|\ln F_{l+2m}| = (1 - o(1)) |\varepsilon| |\ln \varepsilon|$ for all $m = 1, \cdots, k/2 - 1$, we derive from (15) that $\tau_{l1} - \tau_{i} = (\ln a + o(1)) \varepsilon |\ln \varepsilon|$ for all $i = 1 + 1, \cdots, k - 2$, where $a^* = \sqrt{f_a(0, z^*)}$ ($= \sqrt{f_a(\phi_0(z^*), z^*)}$).

6) From step 5, we see that

$$
F_{l+2m+2} + F_{l+2m-2} - 2F_{l+2m} = 2\varepsilon \{ S(\tau_{l+2m+1}) - S(\tau_{l+2m-1}) \} + O(\varepsilon^2)
$$

for $m = 1, \cdots, (k - l - 2)/2$. Using $F_l, F_k = O(e^{-\varepsilon^2/\sqrt{\varepsilon}})$ we then conclude that

$$
F_i = \left\{ \begin{array}{ll}
(k-i)(i-l-1)2\sqrt{\varepsilon} |\dot{S}(z^*)| + o(1) |\varepsilon| |\ln \varepsilon|, & i = l, l + 2, \cdots, k, \\
(k-i)(i-l)2\sqrt{\varepsilon} |\dot{S}(z^*)| + o(1) |\varepsilon| |\ln \varepsilon|, & i = l + 1, l + 3, \cdots, k - 1.
\end{array} \right.
$$

Consequently, using $F_{l+2} = 2\varepsilon S(\tau_{l1}) + O(\varepsilon^2) = 2\varepsilon \{ o(1) + S(z^*) \} (\tau_{l1} - z^*) + O(\varepsilon^2)$ we then conclude that

$$
\tau_i = z^* + \left( \frac{(2i-k+1)}{2\sqrt{\varepsilon}} + o(1) \right) |\varepsilon| |\ln \varepsilon|, \quad i = l + 1, \cdots, k - 1.
$$

4.3. Boundary spikes. Finally we consider the case $l = -k$.

Suppose $S(a) = 0$. Then $S(\cdot)$ is $C^1$ in a neighborhood of $a$ since $S$ is an odd function. Hence, the same conclusion as for the interior spikes holds.

Suppose $S(a) \neq 0$. From Lemma 4.1 and $F_k = O(e^{-1/\sqrt{\varepsilon}})$ we then derive that

$$
F_i = \varepsilon (k-i)H(J(a))S(a) + O(\varepsilon^2 |\ln \varepsilon|), \\
\tau_i = a + \left( \frac{2i-k+1}{2\sqrt{\varepsilon}} + o(1) \right) |\ln \varepsilon|, \quad \forall i = 0, \cdots, k - 1,
$$

where $a^* = \sqrt{f_a(\phi_0(0), a, a)}$. One notes that if $k \geq 2$, we must have $J(a)S(a) > 0$.

(The analogous relation at $b$ is $F_i = \varepsilon (l-i)H(J(b))S(b) + O(\varepsilon^2 |\ln \varepsilon|)$ for $i = l, \cdots, n$ and $J(b)S(b) < 0$ when $l \leq n - 2$.)
In summary, we have the following theorem.

**Theorem 3.** Assume (2), (11), and (13). Let \( N \) be fixed, and let \( \delta^* \) and \( \varepsilon^* \) be as in Theorem 2. Then there exist \( \tilde{\varepsilon}^* \in (0, \varepsilon^* \) such that the following is true.

Let \( u \in S_{N, \varepsilon} \) with \( \varepsilon \in (0, \tilde{\varepsilon}^*) \), and let \((\tau_1, \tau_k)\) be an interval with a cluster such that \([z_{i+1/2}, z_{i-1/2}] \cap [z - \delta^*, z + \delta^*]\) is empty for all \( z \in Z_1 \). Then \( k - l \) is even and there exists \( z^* \in Z_1 \) such that \( u(\tau_1) = \phi_0(z^*) + O(\varepsilon^{-1/\sqrt{\varepsilon}}) \) and \( u(\tau_k) = \phi_0(z^*) + O(\varepsilon^{-1/\sqrt{\varepsilon}}) \). In addition,

(i) if \( k - l = 2 \), then \( \tau_{i+1} = z^* + O(\varepsilon) \), \( u_{i+1} = \phi^*(\tau_{i+1}) + O(\varepsilon^2) \), and \( F_{i+1} = O(\varepsilon^2) \);

(ii) if \( z^* \in (a, b) \) and \( k - l > 2 \), then \( J(z^*) S(z^*) = 0 = S(z^*) \), and (18) and (19) hold;

(iii) if \( z^* = a \) and \( k = -1, \) then either \( S(a) = 0 < J(a) S(a) \) and (18) and (19) hold or \( J(a) S(a) > 0 \) and (20) holds;

(iv) if \( z^* = b \) and \( k = 2n - l > n + 1 \), then either \( J(b) S(b) = 0 = S(b) \) or \( J(b) S(b - \cdot) < 0 \) and analogous to (18), and (19) or (20) holds.

Clearly, Theorem 1 follows from Theorems 2 and 3.

**Part II: Existence**

Existence of solutions with the properties above, specifically, solutions in \( S_{N, \varepsilon} \) with arbitrarily prescribed numbers of layers and spikes at the places allowed by Theorem 1 will be proved using a shooting technique and induction. We will start with an interval \([0, L] \) and then observe that the technique can be extended to a function \( f(u, x) \) with appropriate properties defined on \((-\infty, \infty)\). This is possible because all of the estimates used in the proof of Theorem 1 are local.

For convenience, we assume that, for some positive constant \( M \),

\[
\|f\|_{C^2([0, 1] \times \mathbb{R})} + \|\phi\|_{C^2(\mathbb{R})} \leq M,
\]

\[
f_u(0, x) \geq \frac{1}{M}, \quad f_u(1, x) > \frac{1}{M}, \quad 1 - \frac{1}{M} \geq \phi(x) \geq \frac{1}{M} \quad \forall x \in \mathbb{R},
\]

\[
J^2(x) + J^2(x) \geq \frac{1}{M}, \quad S^2(x) + S^2(x) \geq \frac{1}{M} \quad \forall x \in \mathbb{R}.
\]

We let \( Z = \{(\xi > 0) \mid J(\xi) = 0 \text{ or } S(\xi) = 0\} = \{\xi_i\}_{i=1}^{\infty} \), where \( \xi_i < \xi_{i+1} \) for all \( i \). Since \( J(\xi) = 0 < |J(\xi)| \) implies \( |S(\xi)| = \infty \), the roots of \( J = 0 \) and \( S = 0 \) are distinct. We choose \( \delta > 0 \) such that \( \xi_{i+1} - \xi_i > 6\delta \) for all \( i \geq 1 \). Note that \( \delta \) depends only on \( M \).

For \( L \in (0, \infty) \cup \{\infty\} \), we consider

\[
\varepsilon^2 u = f(u, x) \quad \text{for} \quad x \in (0, L), \quad \dot{u}(0) = 0 = \dot{u}(L).
\]

In the sequel, an oscillation refers to a critical point of \( \dot{u} \) (roots to \( u = \phi \)). There are two types of oscillations: layers and spikes. A spike contains two oscillations. If boundary oscillations at \( \xi_0 := 0 \) are required, we shall assume that \( \xi_1 > 6\delta \). Similarly, if boundary oscillations at \( L \) are required, we assume that either \( L \in \mathbb{Z} \) or \( \text{dist}(L, \mathbb{Z}) \geq 6\delta \). We now state our existence theorem.

**Theorem 4.** Suppose that \( N > 0 \) is an integer and \( \delta > 0 \) is a small constant. Then there is an \( \varepsilon_0 = \varepsilon_0(N, M, \delta) > 0 \) such that if \( 0 < \varepsilon < \varepsilon_0 \), \( k \) is either a positive integer or \( k = \infty \), \( \{\sigma_i\}_{i=1}^{k+1} \) is an arbitrary sequence of the integers from \( \{0, \cdots, N\} \), and \( L \in (\xi_k + 2\delta, \infty) \cup \{\infty\} \) is an arbitrary constant, then there is a solution of (21) with a cluster of exactly \( \sigma_i \) oscillations in \( (\xi_i - \sqrt{\varepsilon}, \xi_i + \sqrt{\varepsilon}) \) for
i = 1, \cdots, k, provided that this combination of oscillations is allowed by Theorem \ref{thm:main} Further if \( \xi_j \geq 2\delta \), there will be \( \sigma_0 \) boundary oscillations at 0 and, if \( L < \infty \) and either \( L \in \mathbb{Z} \) or \( \text{dist}(L, Z) \geq 6\delta \), there will be \( \sigma_{k+1} \) boundary oscillations at \( L \), depending on which of these is allowed by Theorem \ref{thm:main}. There can be no other oscillations in \((0, L)\).

Remark 4.1. If \( J(\xi_j) = 0 < \sigma_i \), then \( \sigma_i \) is odd and the corresponding oscillations in \( (\xi_i - \sqrt{e}, \xi_i + \sqrt{e}) \) are layers. If \( S(\xi_i) = 0 < \sigma_i \), then \( \sigma_i \) is even and the oscillations are spikes. Similarly, the boundary oscillations can be layers or spikes. A half spike at 0 is a boundary spike with \( u(0) \) close to \( \phi^*(0) \).

Remark 4.2. The theorem extends to solutions on \( \mathbb{R} \), where \( \{\xi\} \) and \( \{\sigma\} \) are replaced by double-sided sequences \( \{\xi_i\}_{i = -\infty}^{\infty} \) and \( \{\sigma_i\}_{i = -\infty}^{\infty} \), respectively. The assertion follow by two steps: (i) For each \( T > 0 \), apply Theorem \ref{thm:main} for solutions on the interval \([-T, \infty)\) to obtain a solution \( u^T \) with the desired number of oscillations on \((-T, \infty)\). (ii) Along a sequence of \( T_j \to \infty \), \( (u^{T_j}(0), \dot{u}^{T_j}(0)) \) will have a limit. Taking this limit as the initial value, we then obtain the desired solution.

5. A Shooting Argument

5.1. The shooting argument. We use ideas from \cite{AI, AH, HM} by considering the initial value problem

\[(22) \quad \varepsilon^2 \ddot{u} = f(u, x), \quad u(0) = \alpha, \quad \dot{u}(0) = 0,\]

where \( \alpha \) is the shooting parameter. Since the desired solutions take values in \((0, 1)\), \( f \) for large \( |u| \) can be modified to be uniformly bounded. Hence, \( (22) \) admits a unique solution for all \( x \in \mathbb{R} \). If necessary, we write the solution as \( u(\cdot, \alpha) \).

A critical point of \( u \) is a point at which \( \dot{u} = 0 \); it is called non-degenerate if \( \ddot{u} \neq 0 \) at the point. Similarly, since \( \ddot{u} = u = \phi \), a critical point of \( u \) is a point at which \( u = \phi \) (i.e., \( \ddot{u} = 0 \)); it is called non-degenerate if at the point \( \ddot{u} \neq 0 \). Note that if \( \hat{\tau} \) is a non-degenerate critical point of \( u(\cdot, \hat{\alpha}) \), then by the Implicit Function Theorem, \( \dot{u}(\tau, \alpha) = 0 \) has a unique smooth solution \( \tau = \tau(\alpha) \) with \( \ddot{\tau} = \tau'(\hat{\alpha}) \) for all \( \alpha \) close to \( \hat{\alpha} \). A similar property holds also for solutions to \( u(z, \alpha) - \phi(z) = 0 \).

We let
\[\mu = \frac{1}{2} \inf_{\alpha \in \mathbb{R}} \min_{x \geq 0} \{|\phi(x) - \phi_0(x)|, |\phi(x) - \phi^*(x)|\}.\]

Lemma 5.1. Suppose \( N > 0 \). Then there is an \( \varepsilon_0 > 0 \) such that if \( 0 < \varepsilon < \varepsilon_0 \) and \( u \) is a solution of \( (22) \) with \( \alpha \in (0, \phi(0) - \mu) \cup (\phi(0) + \mu, 1) \) and with at most \( N \) critical points in any subinterval of \([0, X]\) of length less than \( \delta \), then all critical points of \( u \) and \( \dot{u} \) in \([0, X]\) are non-degenerate and interlace. In addition, if \( \tau_m \) is the last critical point of \( u \) in \([0, X]\), then the first critical point \( z_{m+1/2} \) of \( \dot{u} \) in \((\tau_m, \infty)\) exists and is also non-degenerate.

Proof. From the formula
\[\frac{d}{dx} (\varepsilon^2 \ddot{u}^2 - 2F(u, x)) = -2F_x(u, x)\]
we see that the change in \( F(u, x) \) between any two critical points of \( u \) in \([0, X]\) tends to zero as \( X \to 0 \). This means that we can choose \( \delta_1 > 0 \) (independent of \( \varepsilon \)) so small that if \( X \leq \delta_1 \), then the conclusion of the lemma follows. If \( X > \delta_1 \), then the result is implied by Lemma \ref{lem:main} \( \blacksquare \)
In the sequel, $\tau_0 = 0$ and the $i$th critical point of $u(\cdot, \alpha)$ in $(0, \infty)$, if it exists, is denoted by $\tau_i(\alpha)$, whereas the $i$th critical point of $\hat{u}$ is denoted by $z_{i-1/2}(\alpha)$.

A crucial result in proving existence is the following extension of Lemma 4.1.

**Lemma 5.2.** Assume that $u$ solves $\varepsilon^2\hat{u} = f(u, x)$ on $\mathbb{R}$ and $z$ and $\tau$ are points such that

$$\hat{u}(\tau) = 0, \quad \hat{u} < 0 \text{ on } (\tau, z], \quad \tau + \delta < z, \quad u(z) = \phi(z), \quad \text{dist}(z, Z) \geq \delta.$$

Then the following hold:

(a) If $J(z) > 0$ and $S(z) < 0$, then there are at least $N$ critical points of $u$ in $[z, z + \sqrt{\varepsilon}]$.

(b) If $J(z) > 0$ and $S(z) > 0$, then $u$ has exactly one critical point (indeed the only minimum) in $(\tau, \infty)$, and it exceeds 1 after a finite $x > z$.

(c) If $J(z) < 0$, then $\hat{u} < 0$ in $(\tau, \infty)$ and $u$ becomes negative after a finite $x > z$.

**Proof.** The condition $\text{dist}(z, Z) \geq \delta$ implies that $J(z)$ and $S(z)$ are bounded away from 0, uniformly in $\varepsilon$. We set

$$K = \sqrt{\| \partial^2 u \|_{L^\infty}}, \quad \nu := \inf_{x \in \mathbb{R}, 1 + \phi(z) / 2 < s < 1} \sqrt{f(s, x) / s - 1} > 0.$$

Following the proof of (9) in Lemma 2.3, we obtain

$$\varepsilon^2 \partial^2 (x) = [2 + O(\varepsilon)]G(u(x), u(\tau), x)$$

for all $x \in [\tau, z]$. Since $z - \tau \geq \delta$, a calculation similar to that for (9) then gives $u(\tau) = 1 - O(\varepsilon^{-4\nu})$. Hence, $\varepsilon^2 \partial^2 (z) = 2G(\phi(z), 1, z) + O(\varepsilon)$. Thus, by a continuous dependence argument,

$$u(z + \varepsilon y) = U(y) + O(\varepsilon)e^{K|y|} \quad \forall y \in \mathbb{R},$$

where $U$ is the unique solution to

$$U''(y) = f(U(y), z) \quad \forall y \in \mathbb{R}, \quad U(0) = \phi(z), \quad U'(0) = -\sqrt{2G(\phi(z), 1, z)}.$$

Note that $U'' = 2G(U, 1, z) = 2 \int_1^U f(s, z) ds$ on $\mathbb{R}$, $U'' < 0$ on $(-\infty, 0)$, and $U(-\infty) = 1$.

Now suppose $J(z) < 0$. Then $\phi_0(0) = 0 < \phi(z) < \phi^*(z) < 1$ and $G(v, 1, z) = \int_0^1 f(s, z) ds = -J(z) + \int_0^1 f(s, z) ds \geq |J(z)|$ for all $v < \phi(z)$. Thus, for $T = \int_0^{\phi(z)} \frac{1}{\sqrt{2G(s, 1, z)}} ds$, $U(T) = 0$ and $U'' < 0$ on $(-\infty, T]$. It then follows from (23) that for some $\tau_1 = z + \varepsilon[T + O(\varepsilon)]$, $u(\tau_1) = 0$ and $\hat{u} < 0 \in (\tau, \tau_1]$. This proves the assertion (c).

Next, we consider the case $J(z) > 0$. In this case, we have $0 < \phi^*(z) < \phi(z) < 1 = \phi_0(0)$ and $F(v, z) = G(v, 1, z) = \int_1^v f(s, z) ds$ for all $v$. In the rest of the proof, we use $F(v, x) = \int_1^v f(s, x) ds$.

Setting $T_1 = \int_0^{\phi(z)} \sqrt{2F(s, z)} ds$, we have $U(T_1) = \phi^*(z)$, $U'(T_1) = 0$, $U'' < 0$ in $(-\infty, T_1)$, and $U$ is even about $y = T_1$. From (23), there exists $\tau_1 = z + \varepsilon[T_1 + O(\varepsilon)]$ such that

$$\hat{u} < 0 \quad \tau_1 \in (\tau, \tau_1), \quad \hat{u}(\tau_1) = 0, \quad u(\tau_1) = \phi^*(z) + O(\varepsilon), \quad \hat{u}(\tau_1) > 0.$$

Now we define

$$\tau_2 = \sup \{ x > \tau_1 \mid u - 1 < 0 < \hat{u} \quad \tau_1, x \} \in (\tau_1, \infty) \cup \{ \infty \}.$$
Then either $\dot{u}(\tau_2) = 0$ or $u(\tau_2) = 1$. Since $U(y) = 1 - O(e^{-\nu|y|})$ and $U'(y) > e^{-Ky}$ for $y \gg 1$, we see from (23) that $\tau_2 > z + \frac{2\nu}{\ln \epsilon} \ln \epsilon$.

Now let $T = \sqrt{\log \epsilon}$. Integrating $\frac{d}{dx}(\frac{\epsilon^2}{2} u^2 - F(u, x)) = -F_x$ over $(\tau, \tau_2)$ we obtain

$$\int_{\tau}^{\tau_2} F_x dx = \int_{\tau}^{\tau_2} \left\{ F_x(U(y), z) + O(1)|u - U| + O(\epsilon y) \right\} dy$$

Recall that $F(u, \tau) = O(e^{-\nu \delta / \epsilon})$. Also, using (23) we have

$$\int_{[\tau, \tau_2]} |F_x(U(z), \epsilon y)| dy = O(e^{-\nu T})$$

In the interval $[z + \epsilon T, \tau_2]$, we have

$$\frac{d}{dx}(\epsilon^2 u^2) = -2u f(u, x) \geq 2\nu^2 (1 - u) \dot{u}.$$

Integrating over $[x, \tau_2]$ we then obtain, for $x \in [z + \epsilon T, \tau_2]$,

$$\epsilon^2 \dot{u}^2(x) \geq \epsilon^2 \dot{u}^2(\tau_2) + 2\nu^2 \int_{u(x)}^{u(\tau_2)} (1 - u) du \geq \nu^2 \{(1 - u(x))^2 - (1 - u(\tau_2))^2\}.$$

Thus, $\epsilon \dot{u}(x) \geq \nu \sqrt{(1 - u(x))^2 - (1 - u(\tau_2))^2}$. Consequently, since $|F_x(v, x)| = O(1)(1 - v)^2$, we have the estimate

$$\int_{\tau}^{\tau_2} |F_x| dx \leq O(\epsilon) \int_{u(\tau_2)}^{u(\tau_2)} \sqrt{1 - \frac{(1 - s)^2}{(1 - u(\tau_2))^2}} ds$$

In a similar manner, we can estimate $\int_{\tau}^{\tau_2} |F_x| dx$. Hence,

$$(24) \quad \frac{1}{2} \epsilon^2 \dot{u}^2(\tau_2) - F(u(\tau_2), \tau_2) = \epsilon \left\{ 2S(z) + O(e^{-\nu \delta / \epsilon}) + O(e^{-\nu T}) + \epsilon e^{KT} \right\}.$$

Now suppose, in addition to $J(z) > 0$, that $S(z) > 0$. Then the right–hand side of (24) is positive. As either $\dot{u}(\tau_2) = 0$ or $F(u(\tau_2), \tau_2) = 0$, we conclude that $\tau_2 < \infty$, $\dot{u}(\tau_2) > 0$, and $u(\tau_2) = 1$. This proves assertion (b) of the lemma.

Finally we consider the case $J(z) > 0 > S(z)$. Then the right–hand side of (24) is negative. From the definition of $\tau_2$, we then conclude that $\tau_2 < \infty$, $\dot{u}(\tau_2) > 0$ and $u(\tau_2) < 1$. Once we know the existence of $\tau_2$, we can then use the estimates (16) and (15) to conclude that $F(u(\tau_2), \tau_2) = -2\epsilon S(z) + O(\epsilon^2 \ln \epsilon)$ and $\tau_2 = z + O(\epsilon \ln \epsilon)$. Following the same argument, we can show that for each $i = 3, \cdots, N$, there is a $\tau_i = z + O(\epsilon \ln \epsilon)$ such that $\dot{u}(\tau_i) = 0$ and $F(u(\tau_i), \tau_i) = -i\epsilon S(z) + O(\epsilon^2 \ln \epsilon)$. This proves assertion (a), and also completes the proof of the lemma. \qed
6. An induction argument

Set ξ₀ = 0. For each k ≥ 0 such that σ_k > 0, we shall prove by induction the following.

**Induction hypothesis.** There exists an open interval I_k such that for each α ∈ I_k, u(·, α) has at least m := \(\sum_{i=0}^{k} \sigma_i\) critical points in \((0, \infty)\), \(\tau_m(\alpha) > \xi_k + 2\delta\), and for each \(i = 0, \ldots, k\), there are exactly \(\sigma_i\) critical points of \(u(·,\alpha)\) in a \(\sqrt{\varepsilon}\) neighborhood of \(\xi_i\). In addition, \(\tau(I_k) := \{\tau_m(\alpha) | \alpha \in I_k\} = (\xi_k + 2\delta, \infty)\). Furthermore, using \(I\) to denote the closure of a set \(I\), we have \(I_k \subset I_l\) for all integer \(l \in [0, k - 1]\) such that \(\sigma_l > 0\).

Here the \(\sqrt{\varepsilon}\) neighborhood of \(\xi_0\) means the interval \([0, \sqrt{\varepsilon}]\). Note that by Lemma 5.1, the hypothesis implies that all \(\tau_i(\alpha)\) and \(z_{i+1/2}\) for \(i = 0, \ldots, m\) are continuous functions of \(\alpha \in I_k\). In addition, \(\tau_m(\alpha)\) approaches \(\infty\) as \(\alpha\) approaches one of the boundary points of \(I_k\) and approaches \(\tau_m = \xi_k + 2\delta\) at the other boundary point. Also, taking \(\alpha \in I_k\) such that \(L = \tau_m(\alpha)\) we obtain the assertion of the theorem, without the boundary oscillation at \(L\).

To start the induction, we need to distinguish two different cases: (i) \(\sigma_0 > 0\), so the first cluster of oscillations is at the left boundary; and (ii) \(\sigma_0 = 0\), so that the first cluster of oscillations is either interior or at the right boundary.

6.1. Left boundary oscillations. We start the proof of Theorem I by constructing the desired number, \(\sigma := \sigma_0 > 0\), of boundary oscillations at \(x = 0\). Working on \(1 - u\) if necessary, we assume that 0 is a local maximum. Set \(\alpha_0 = \phi(0) + \mu\) and define

\[\alpha^+ = \inf\{\alpha > \alpha_0 | \text{There are fewer than } \sigma \text{ critical points of } u(·, \alpha) \text{ in } (0, \infty)\}\]

Then \(\alpha^+ \leq 1\) since \(\dot{u} > 0\) on \((0, \infty)\) for every \(\alpha > 1\). When \(\alpha = \alpha_0\), an easy phase plane argument shows that for sufficiently small \(\varepsilon\) the solution \(u(\cdot, \alpha)\) has at least \(N\) oscillations in \([0, \delta]\). Hence, \(\alpha^+ \in (\alpha_0, 1]\).

If \(\alpha \in [\alpha_0, \alpha^+]\), \(u(·, \alpha)\) has at least \(\sigma\) critical points in \((0, \infty)\). Hence, by Lemma 5.1, \(\tau_i(\cdot)\) and \(z_{i+1/2}(\cdot)\), for all \(i = 0, 1, \ldots, \sigma\), are continuous functions on \([\alpha_0, \alpha^+]\).

Note that \(\tau(\alpha_0) < \delta\) and \(\lim_{\alpha \to \alpha^+} \tau(\alpha) = \infty\).

Set

\[\alpha^- = \max\{\alpha \in [\alpha_0, \alpha^+] | \tau(\alpha) = 2\delta\}\], \(I_0 = (\alpha^-, \alpha^+)\).

Then \(\tau(I_0) := \{\tau(\alpha) | \alpha \in I_0\} = (2\delta, \infty)\) and \(\tau(\alpha^-) = 2\delta\).

We claim that \(z_{\sigma - 1/2}(\alpha) \leq \sqrt{\varepsilon}\) for all \(\alpha \in I_0\) so that the induction hypothesis for \(k = 0\) holds (in the case \(\sigma_0 > 0\)). By Theorem I, it suffices to show that \(z_{\sigma - 1/2}(\alpha) < \delta\) for all \(\alpha \in [\alpha_0, \alpha^+]\). Suppose this is not true. Then by continuity there is an \(\hat{\alpha} \in (\alpha_0, \alpha^+\) such that \(z_{\sigma - 1/2}(\hat{\alpha}) = \delta\). Since \(JS \neq 0\) in \((0, 6\delta]\), applying Theorem I on interval \([\alpha, b] = [0, \tau(\hat{\alpha})]\), we then conclude that \(\tau(\hat{\alpha}) < \delta + \sqrt{\varepsilon} < 2\delta\). Hence, \(u(·, \hat{\alpha})\) admits boundary spikes at \(b\).

From Theorem I, the fact that the desired solution has \(\sigma\) boundary oscillations implies that \(\tau(\hat{\alpha})\) is a local maximum if \(\phi_0(0) = 1\) and is a local minimum if \(\phi_0(0) = 0\). As \(\phi_0(0) = \phi_0(x)\) for all \(x \in (0, 2\delta]\), we see that the boundary spike at \(b\) cannot be a half spike. Thus \(\sigma \geq 2\). Consequently, by Theorem I(iii) we have \(JS < 0\) in \([b - \delta, b]\). On the other hand, the existence of a boundary cluster of \(\sigma_0\) spikes at \(\xi_0 = 0\) implies \(JS > 0\) in \((0, \delta]\). As \(b < 2\delta\), we obtain a contradiction. This contradiction shows that the claim is true.
6.2. The first interior oscillation without boundary oscillations. In this section we consider the case \( \sigma_0 = 0 \). For convenience, we delete from the list \( \{ \xi_i \} \) those \( \xi_i \) for which \( \sigma_i = 0 \). Then \( \sigma_i > 0 \) for all \( i \geq 1 \). Note that \( \{ \xi_i \}_{i=1}^{\infty} \) becomes a subset of \( Z \).

We now prove the induction for \( k = 1 \) with \( \sigma_0 = 0 \). We set \( \sigma := \sigma_1 > 0 \). Again, we assume 0 is a local maximum for the desired solution. By Lemma 5.1 \( z_{1/2}(\cdot) \) exists and is continuous on \( [\alpha_0, 1) \). Note that \( \lim_{\alpha \nearrow 1} z_{1/2}(\alpha) = \infty \) and \( z_{1/2}(\alpha_0) < \tau_1(\alpha_0) = O(\varepsilon) \). We define

\[
\beta^- = \max\{ \alpha \in (0, 1) \mid z_{1/2}(\alpha) = \xi_1 - \delta \},
\]

\[
\beta^+ = \min\{ \alpha > \beta^- \mid z_{1/2}(\alpha) = \xi_1 + \delta \}.
\]

Then \( z_{1/2}(\alpha) \in (\xi_1 - \delta, \xi_1 + \delta) \) for all \( \alpha \in (\beta_1, \beta_2) \), \( z_{1/2}(\beta^+) = \xi_1 \pm \delta \).

Since \( \xi_1 \in Z \), there are only three possibilities:

(i) \( J(\xi_1) < 0 \).

(ii) Either \( J(\xi_1) = 0 > \dot{J}(\xi_1) \) or \( \{ J(\xi_1) > 0 \} \) and \( S(\xi_1) = 0 < \dot{S}(\xi_1) \).

(iii) Either \( J(\xi_1) = 0 < \dot{J}(\xi_1) \) or \( \{ J(\xi_1) < 0 \} \) and \( S(\xi_1) = 0 > \dot{S}(\xi_1) \).

We claim that (i) is impossible. Indeed, suppose it were true. Then \( \phi_0 = 0 \) in \( [\xi_1 - 2\delta, \xi_1 + 2\delta] \), so that there can only be upward spikes near \( \xi_1 \). Since the solution we are looking for has no other boundary or interior oscillations before \( \xi_1, 0 = \tau_0 \) must be a local minimum, contradicting our assumption that 0 is a local maximum.

Next we consider case (ii). Then in \( [\xi_1 - 2\delta, \xi_1] \), \( J > 0 \) and \( \phi_0 = 1 \). Using (7) if necessary we see that \( JS < 0 \) in \( [\xi_1 - 2\delta, \xi_1] \) and \( JS > 0 \) in \( (\xi_1, \xi_1 + 2\delta) \). Hence, Theorem 1 allows either any odd number of layers near \( \xi_1 \) or an arbitrary integer number of spikes near \( \xi_1 \).

Applying Lemma 5.2(a) for \( \tau = 0 \), \( z = \xi_1 - \delta \), and \( u = u(\cdot, \beta^-) \), we see that \( u(\cdot, \beta^-) \) has at least \( N \) oscillations in \( [\xi_1 - \delta, \xi_1] \).

Note that \( \sigma \geq 1 \) if \( J(\xi_1) = 0 \) and \( \sigma \geq 2 \) if \( S(\xi_1) = 0 \). For \( u = u(\cdot, \beta^+) \), \( \tau = 0 \), and \( z = \xi_1 + \delta \), we can apply Lemma 5.2(b) in the case \( S(\xi_1) = 0 \) and part (c) in the case \( J(\xi_1) = 0 \) to conclude that \( u(\cdot, \beta^+) \) has fewer than \( \sigma \) critical points in \( (0, \infty) \).

We define

\[
\alpha^+ = \inf\{ \alpha > \beta^- \mid \text{There are fewer than } \sigma \text{ critical points of } u(\cdot, \alpha) \text{ in } (0, \infty) \}.
\]

Then \( \alpha^+ \in (\beta^-, \beta^+) \). Also, for each \( \alpha \in [\beta^-, \alpha^+] \), \( u(\cdot, \alpha) \) has at least \( \sigma \) critical points in \( (0, \infty) \) and \( \tau(\cdot) = \) a continuous function over \( [\beta^-, \alpha^+] \). Further, \( \lim_{\alpha \nearrow \alpha^+} \tau(\alpha) = \infty \). Define

\[
\alpha^- = \max\{ \alpha < \alpha^+ \mid \tau(\alpha) = \xi_1 + 2\delta \}, \quad I_1 = (\alpha^-, \alpha^+).
\]

Then \( \tau(\alpha^-) = \xi_1 + 2\delta \) and \( \{ \tau(\alpha) \mid \alpha \in I_1 \} = (\xi_1 + \delta, \infty) \).

Since \( I_1 \subset (\beta^-, \beta^+) \), \( z_{1/2}(\alpha) > \xi_1 - \delta \) for all \( \alpha \in I_1 \). Since \( JS > 0 \) in \( (\xi_1, \xi_1 + 2\delta) \), following a similar argument as for the case \( \sigma_0 > 0 \) we can show that \( z_{\sigma-1/2}(\alpha) < \xi_1 + \delta \) for all \( \alpha \in I_1 \). An application of Theorem 1 for \( u(\cdot, \alpha) \) in \( (0, \tau(\alpha)) \) then gives us \( |z_{\sigma-1/2}(\alpha) - \xi_1| < \sqrt{\varepsilon} \) for all \( i = 1, \ldots, \sigma \). This validates the induction hypothesis for \( k = 1 \) for the case (ii).

Finally we consider case (iii). Since \( 0 = \tau_0 \) is a local maximum and \( \xi_1 \) is the first desired place for an oscillation cluster, Theorem 1 implies that only a single layer (\( \sigma = 1 \) when \( J(\xi_1) = 0 \)) or a single spike (\( \sigma = 2 \) when \( S(\xi_1) = 0 \)) is possible.
We define
\[ \alpha^- = \sup\{\alpha < \beta^+ \mid \text{There are fewer than } \sigma \text{ critical points of } u(\cdot, \alpha) \text{ in } (0, \infty)\}. \]
With \( \tau = 0, z = \xi_1 - \delta, \) and \( u = u(\cdot, \beta^-) \), we can apply Lemma 6.2(b) for the case \( S(\xi_1) = 0 \) and (c) for the case \( J(\xi_1) = 0 \) to conclude that \( u(\cdot, \beta^-) \) has fewer than \( \sigma \) critical points in \( (0, \infty) \). Hence, \( \alpha^- > \beta^- \).

Next, we show that \( \alpha^- < \beta^+ \). For this, we set \( \tau = 0, z = \xi_1 + \delta \) and consider \( u(\cdot, \beta^+) \). If \( J(\xi_1) = 0 \) (so that \( \sigma = 1 \)), we see from (iii) that \( J(z) > 0 \) and from \( \|z\| \) that \( S(z) > 0 \), so that Lemma 5.2(b) implies that \( u(\cdot, \beta^+) \) has a critical point. If \( S(\xi_1) = 0 \), we see from (iii) that \( J(z) > 0 \) and \( S(z) < 0 \), and Lemma 5.2(a) implies that \( u(\cdot, \beta^+) \) has at least \( N \) critical points in \( [z, z + \delta] \). In conclusion \( \alpha^- < \beta^+ \).

Thus \( \alpha^- \in (\beta^-, \beta^+) \), and \( \tau_\sigma(\alpha) \) exists and is a continuous function on \( (\alpha^-, \beta^+) \). In addition \( \lim_{\alpha \to \alpha^+} \tau_\sigma(\alpha) = \infty \). Set
\[ \alpha^+ = \min\{\alpha > \alpha^- \mid \tau_\sigma(\alpha) = \xi_1 + 2\delta\}, \quad I_1 = (\alpha^-, \alpha^+). \]

Then \( \tau_\sigma(\alpha^+) = \xi_1 + 2\delta \) and \( \tau_\sigma(I_1) = (\xi_1 + 2\delta, \infty) \).

Since \( I_1 \subset (\beta^-, \beta^+) \), \( \{z_{i/2} - \xi_1\} \leq \delta \) for all \( \alpha \in I_1 \). If \( \sigma = 2 \), then \( \tau_1 \) is the peak of a spike, so \( z_{3/2} - z_{1/2} = O(\epsilon) \). After applying Theorem 1 we then conclude that \( z_{-1/2}(\alpha) \) is within an \( \sqrt{\epsilon} \) neighborhood of \( \xi_1 \) for \( i = 1 \) if \( \sigma = 1 \) and for \( i = 1, 2 \) if \( \sigma = 2 \).

6.3. The induction from \( k = \ell \) to \( k = \ell + 1 \). Let \( \ell \geq 0 \) be an arbitrary integer. Assume that the induction hypothesis holds for \( k = \ell \). We now show that it also holds for \( k = \ell + 1 \). As mentioned earlier, we delete from \( \{\xi_i\} \) those \( \xi_i \) for which \( \sigma_i = 0 \). Then \( \sigma_i > 0 \). We write \( m = \sum_{i=0}^\ell \sigma_i \), and \( \sigma = \sigma_{\ell+1} \). By working on \( 1-u \) if necessary, we assume that \( \tau_m \) is a local maximum of the desired solution.

Let \( \hat{\alpha} \in \partial I_\ell \) be that endpoint of the interval \( I_\ell \) satisfying \( \tau_m(\hat{\alpha}) = T := \xi_1 + 2\delta \). Let \( \hat{u} = u(\cdot, \hat{\alpha}) \). Since \( \hat{u} \) attains a local maximum at \( T = \tau_m(\alpha) \), \( z_{m+1/2}(\hat{\alpha}) \) is finite. We now estimate \( z_{m+1/2}(\hat{\alpha}) \). We have \( \sigma_i > 0 \) and \( |z_{m-1/2}(\hat{\alpha}) - \xi_1| < \sqrt{\epsilon} \). By \( \|z\| \) with \( i = m, z_{m+1/2}(\hat{\alpha}) = \xi_1 + 4\delta + O(\delta^2) \). As \( z_{m+1/2}(\alpha) \to \infty \) as \( \alpha \) approaches the other boundary point of \( I_\ell \), there exists an interval \( (\beta^-, \beta^+) \subset I_\ell \) such that \( z_{m+1/2}(\alpha) \in (\xi_{\ell+1} - \delta, \xi_{\ell+1} + \delta) \) for all \( \alpha \in (\beta^-, \beta^+) \), and \( \min\{z_{m+1/2}(\beta^-), z_{m+1/2}(\beta^+)\} = \xi_{\ell+1} - \delta \) and \( \max\{z_{m+1/2}(\beta^-), z_{m+1/2}(\beta^+)\} = \xi_{\ell+1} + \delta \).

From here, we can follow a similar argument as in the preceding subsection to show that the hypothesis for \( k = \ell + 1 \) is valid, thereby completing the induction.

6.4. Oscillations at the right boundary. Finally, we attach \( \sigma \geq 1 \) oscillations at the right boundary \( L \). For simplicity, we assume that either \( L \in Z \) or \( \text{dist}(L, Z) \geq 6\delta \).

If the desired solution has no cluster of oscillations except at the right boundary, then by reversing the \( x \)-axis, we can use the proof for the case \( \sigma_0 > 0 \) to finish the proof. Hence, we assume that there are other clusters of oscillations.

We assume that \( \xi_k \) is the last point of cluster of oscillation before \( L \). Then \( \xi_k \leq L - 6\delta \). Set \( m = \sum_{k=0}^{\ell} \rho_k \). By working on \( 1-u \) if necessary, we can assume that \( \tau_m \) is a point of local maximum of the solution we are looking for. In order to attach at least a boundary oscillation at \( L \), it is necessary, by Theorem 1 to have \( \phi_0(x) = 1 \) for all \( x \in [L - \delta, L] \), i.e., \( J(x) > 0 \) in \( [L - \delta, L] \). Following a similar argument as in the preceding subsection, we can find \( (\beta^-, \beta^+) \in I_\ell \) such that \( z_{m+1/2}(\cdot) \) maps \( (\beta^-, \beta^+) \) onto \( (L - \delta, L + \delta) \). For definiteness, we assume that
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1(iii), the boundary oscillation attached is a half spike. Now consider $u$ such that $k < u$ and $\tau = \tau_m(\beta^-) = \xi_k + O(\sqrt{\varepsilon})$ is a local maximum of $u(\cdot, \beta^-)$, we apply Lemma 5.2(a) with $z = z_{m+1/2}(\beta^-) = L - \delta$ to conclude that $u(\cdot, \beta^-)$ has at least $N$ critical points in $[z, z + \sqrt{\varepsilon}]$. Hence, $\tau_{m+\sigma}(\beta^-) < L$. Increasing $\alpha$ we then conclude there exists $\alpha^* \in (\beta^-, \beta^+)$ such that $\tau_{m+\sigma}(\alpha^*) = L$. As $\alpha^* \in (\beta^-, \beta^+)$, $z_{m+1/2}(\alpha^*) > L - \delta$ so that $z_{m+1/2} \in (L - \delta, L)$ for all $i = 1, \ldots, \sigma$. Applying Theorem 1 to $u(\cdot, \alpha^*)$, we see that it is the solution we are looking for.

Next suppose (ii) $S(L - \delta) > 0$. Then $JS > 0$ in $[L - \delta, L]$ so that, by Theorem 1(iii), the boundary oscillation attached is a half spike. Now consider $u(\cdot, \beta^-)$. Since $\phi^*(L - \delta) \in (0, \phi(L - \delta))$, we can derive from Lemma 5.2(b) that $\tau_{m+1}(\beta^-) = z_{m+1/2}(\beta^-) + O(\varepsilon)$ exists and $u(\tau_{m+1}(\beta^-)) = \phi^*(L - \delta) + O(\varepsilon)$ is the peak of a spike. Gradually increasing $\alpha$ from $\beta^-$ to $\beta^+$, we then see that there is an $\alpha^*$ such that $\tau_{m+1}(\alpha^*) = L$. As $\alpha^* \in (\beta^-, \beta^+) \subset I_k$, we can apply Theorem 1 to show that $u(\cdot, \alpha^*)$ is the solution we desired. This completes the proof of Theorem 4 in the case $k < \infty$.

Finally, if $k$ is infinite in the theorem, then $u(\cdot, \alpha)$ with $\alpha \in \bigcap_{i=1}^\infty I_i$ is the desired solution. This completes the proof of Theorem 4.

**Part III: The Morse Index**

7. **The Morse index and method of study**

7.1. **The Morse index.** We now study the eigenvalue problem, for $(\lambda, \psi)$,

\[
-\varepsilon^2 \ddot{\psi} + f_u(u, x)\psi = \lambda \psi \quad \text{in} \ I, \quad \dot{\psi} = 0 \quad \text{on} \ \partial I,
\]

where we assume that $I = (a, b)$ is a bounded interval. Since all eigenvalues are real and simple, we denote them, in order from small to large, by $\lambda_1, \lambda_2, \ldots$.

**Definition 2.** The **Morse index** of a solution $u$ to (1) is defined to be the number of non-positive eigenvalues to (25).

**Definition 3.** A **stable layer** is an interval $(\tau_i, \tau_{i+1})$ with an interior cluster of a single transition layer satisfying $\dot{u}_{i+1/2}J(z_{i+1/2}) < 0$, or equivalently, $0 \leq l \leq n - 1$,

\[
z_{l-1/2} + \sqrt{\varepsilon} < z_{l+1/2} < z_{l+3/2} - \sqrt{\varepsilon}, \quad \dot{u}_{i+1/2}J(z_{i+1/2}) < 0.
\]

A **semi-stable spike** is an interval $(\tau_{i-1}, \tau_{i+1})$ with an interior cluster of a single spike satisfying $J(\tau_i) \dot{S}(\tau_i) < 0$, or equivalently, $1 \leq i \leq n - 1$,

\[
z_{i+1/2} - z_{i-1/2} \leq \sqrt{\varepsilon} \leq \min\{z_{i-1/2} - z_{i-3/2}, z_{i+3/2} - z_{i+1/2}\}, \quad J(\tau_i) \dot{S}(\tau_i) < 0.
\]

**Theorem 5.** Assume (2), (11) and (13). Let $u \in S_{N, \varepsilon}$ with $\varepsilon$ sufficiently small. Then the Morse index associated with $u$ is equal to

\[
n - n_{sl} - n_{ss},
\]

where $n$ is the total number of oscillations, $n_{sl}$ is the total number of stable layers and $n_{ss}$ is the total number of semi-stable spikes.
7.2. A criterion. We will use the following lemma to study the Morse index for our problem.

Lemma 7.1. Let \( w \) be the solution to
\[
\varepsilon^2\ddot{w} = f_u w \quad \text{in} \quad I, \quad w(a) = 1, \quad \ddot{w}(a) = 0.
\]

1. If \( \dot{w}(b) > 0 \) and there are no roots of \( w = 0 \) in \((a, b)\), then \( \lambda_1 > 0 \).
2. If \( \dot{w}(b) \neq 0 \) and for some \( k \geq 1 \), either \( \{w = 0 \} \) has \( k - 1 \) roots in \((a, b)\) and \( w(b)\hat{w}(b) \leq 0 \) or \( \{w = 0 \} \) has \( k \) roots in \((a, b)\) and \( w(b)\hat{w}(b) > 0 \), then \( \lambda_k < 0 < \lambda_{k+1} \).
3. If \( \dot{w}(b) = 0 \) and \( w = 0 \) has \( k - 1 \) roots in \((a, b)\), then \( \lambda_k = 0 \).

Proof. Let \( \psi(\cdot, \lambda) \) be the solution to \( \varepsilon^2\ddot{\psi} = (f_u - \lambda)\psi \) with initial values \( \psi(a, \lambda) = 1 \) and \( \dot{\psi}(a, \lambda) = 0 \). Referring to the phase plane for \((\psi, \varepsilon\dot{\psi})\) we let \( \theta(x, \lambda) = \arctan \frac{\dot{\psi}}{\psi} \). Then
\[
\varepsilon\dot{\theta} = (f_u - \lambda) \cos^2 \theta - \sin^2 \theta \quad \text{in} \quad I, \quad \theta(a, \lambda) = 0.
\]

It is easy to check that \( \theta|_{\theta=\frac{\pi}{2}+\ell\pi} < 0 \) for all integers \( \ell \) and that \( \frac{\partial}{\partial \lambda}\theta < 0 \) for all \( x \in \bar{I} \) and \( \lambda \in \mathbb{R} \). Hence, for each integer \( \ell \geq 1 \), \( \theta(b, \lambda) + (\ell - 1)\pi = 0 \) and \( \theta(b, \lambda) + (\ell - 1)\pi < 0 \) if \( \lambda < \lambda_i \) and \( \theta(b, \lambda) + (\ell - 1)\pi > 0 \) if \( \lambda < \lambda_i \). Note that \( \theta(x, 0) = \arctan \frac{\varepsilon\dot{\psi}}{\psi} \).

Now in case (1), we have \( \theta(b, 0) > 0 \) so that \( 0 < \lambda_1 \). In case (2), we can see that \( \theta(b, 0) + (k - 1)\pi \in (\pi, 0) \), so that \( \lambda_k < 0 < \lambda_{k+1} \). In case (3), there holds \( \theta(b, 0) + (k - 1)\pi = 0 \) so \( \lambda_k = 0 \). \( \square \)

7.3. Fundamental solution matrices. To study the solution \( w \) to (26), we will often regard (26) as a system of two first order odes. Hence, we introduce vector notation
\[
w = \begin{bmatrix} w \\ \dot{w} \end{bmatrix}, \quad \dot{w} = \begin{bmatrix} w \\ \varepsilon\dot{w} \end{bmatrix} = Pw, \quad P = \begin{bmatrix} 1 & 0 \\ 0 & \varepsilon \end{bmatrix}.
\]

Definition 4. A \( 2 \times 2 \) matrix function \( \Psi(x, y) \) is called a fundamental solution matrix if
\[
\dot{\Psi}(\cdot, y) = A\Psi, \quad \Psi|_{x=y} = I, \quad \text{where} \quad A := \begin{bmatrix} 0 & 1 \\ \varepsilon^{-2}f_u & 0 \end{bmatrix}.
\]

Note that for all \( x, \tau \in [a, b] \),
\[
w(x) = \Psi(x, \tau)w(\tau), \quad \dot{w}(x) = P\Psi(x, \tau)P^{-1}\dot{w}(\tau).
\]

To find \( \Psi(x, a) \), we will decompose \((a, b)\) into sub-intervals and use the following properties for fundamental solution matrices:
\[
\Psi(x, y) = \Psi^{-1}(y, x) = \Psi(x, \tau)\Psi(\tau, y) \quad \forall x, y, \tau \in \bar{I}.
\]

In our application, \( \tau \) will be a critical point of \( u \). Hence, we define two linearly independent solutions \( \omega, \omega_1 \), piecewise, as the fundamental solution set in each interval \([z_{i-1}/2 + 0, z_{i+1}/2 - 0]\):
\[
\varepsilon^2\ddot{\omega}_1 = f_u\omega_1, \quad \varepsilon^2\ddot{\omega} = f_u\omega \quad \text{in} \quad I_i := [z_{i-1}/2 + 0, z_{i+1}/2 - 0], \quad \forall i.
\]

One of the keys here is to study the jumps of \( \frac{\ddot{\omega}}{\dot{w}} \) and \( \frac{\ddot{\omega}}{\omega} \) across \( z_{i-1}/2 \) for all \( i \).
Since \( \omega_1 \dot{\omega} - \omega_1 \omega \equiv 1 \) and \( \Psi(\tau_i, x) = \Psi^{-1}(x, \tau_i) \),
\[
\begin{align*}
\Psi(x, \tau_i) & = \begin{bmatrix} \omega_1 & \omega \\ \omega_1 & \dot{\omega} \end{bmatrix} = \omega \begin{bmatrix} \frac{1}{\omega} & \omega \\ \frac{1}{\omega} & \omega \end{bmatrix} - \frac{1}{\omega^2} \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}, \\
\Psi(\tau_i, x) & = \begin{bmatrix} \omega & -\omega \\ -\omega & \omega_1 \end{bmatrix} = \omega \begin{bmatrix} \frac{1}{\omega^2} & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix} - \frac{1}{\omega^2} \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} (-\frac{\dot{\omega}}{\omega^2} 1).
\end{align*}
\]
As one will see below, \( \omega \) can be well approximated by \( \dot{u}/\dot{u}(\tau_i) \). Also both \( \frac{\dot{\omega}}{\omega} \) and \( \frac{\dot{\omega}}{\omega^2} \) can be accurately estimated and are of order one at \( x = z_{i \pm 1/2} \). Hence, we introduce
\[
\rho(x) = \frac{\dot{\omega}(x)}{\omega(x)}, \quad \gamma(x) = \frac{\varepsilon \omega_1(x)}{\omega(x)}, \quad e_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad e_2 = \begin{bmatrix} 0 \\ 1 \end{bmatrix},
\]
where \( \varepsilon = \frac{\omega_1}{\omega^2} \).\( \rho \) will be useful. We can write
\[
\begin{align*}
\Psi(x, \tau_i) P^{-1} & = \omega \begin{bmatrix} \rho \begin{bmatrix} 1 \\ 0 \end{bmatrix} & -\frac{\varepsilon}{\omega^2} e_2 \otimes e_1 \end{bmatrix}, \\
P \Psi(\tau_i, x) & = \omega \begin{bmatrix} \frac{\varepsilon}{\omega^2} e_2 \otimes e_1 - t \otimes n \end{bmatrix}.
\end{align*}
\]
To study transition layers, we will need the matrix \( P \Psi(\tau_{i+1}, \tau_i) P^{-1} \). In computing this we make use of the formulas \( e_1^T \cdot n_1 = 1 \), \( (n_1^+)^T \cdot n_1 = 1 \), \( (n_2^+)^T \cdot e_2 = 1 \) and \( e_1^T \cdot e_2 = 0 \). Letting \( \omega_{\pm} = \omega(z_{i \pm 1/2} \mp 0) \), we find that
\[
\begin{align*}
P \Psi(\tau_{i+1}, \tau_i) P^{-1} & = \Psi(\tau_{i+1}, z_{i+1/2}) \Psi(\tau_{i+1/2}, \tau_i) P^{-1} \\
& = \begin{bmatrix} \Omega & \Omega \end{bmatrix} \begin{bmatrix} 1 \\ \rho \end{bmatrix} + \begin{bmatrix} \varepsilon \omega_2 e_2 \otimes e_1 \end{bmatrix} \begin{bmatrix} 1 \\ \rho \end{bmatrix} + \begin{bmatrix} \varepsilon \omega_2 e_2 \otimes e_2 \end{bmatrix} \begin{bmatrix} 0 \\ 1 \end{bmatrix},
\end{align*}
\]
where \( \begin{bmatrix} \rho \end{bmatrix} \) stands for the jump of \( \rho \) across \( z_{i \pm 1/2} \).

For spikes, we will need \( P \Psi(\tau_{i+1}, \tau_i) P^{-1} \), where \( \tau_i \) is the peak. Let \( \omega_{R \pm} = \omega(z_{i+1/2} \pm 0) \) and \( \omega_{L \pm} = \omega(z_{i-1/2} \pm 0) \). Then
\[
P \Psi(\tau_{i+1}, \tau_i) P^{-1} = M_i \begin{bmatrix} \rho \end{bmatrix} + \begin{bmatrix} \varepsilon \omega_2 e_2 \otimes e_1 \end{bmatrix} \begin{bmatrix} 1 \\ \rho \end{bmatrix} + \begin{bmatrix} \varepsilon \omega_2 e_2 \otimes e_2 \end{bmatrix} \begin{bmatrix} 0 \\ 1 \end{bmatrix},
\]
where \( \begin{bmatrix} \rho \end{bmatrix} \) stands for the jump of \( \rho \) across \( z_{i \pm 1/2} \).

As we will see, at the first spike of an interior cluster \( a_{12} = O(\varepsilon^{-1/\sqrt{2}}) \), so the sign of \( \omega \) at \( \tau_{i+1} \) is determined by \( a_{11} \), the most difficult function to estimate. In the end, we will show that \( a_{11} \propto H(J(\tau_i)) S(\tau_i) \) \( (g_1 \propto g_2) \) means that \( \frac{1}{\sqrt{2}} \leq \frac{a_{11}}{a_{12}} \leq C \) for some positive constant \( C \) independent of \( \varepsilon \).

At a generic critical point \( \tau_i \), there are the following possibilities:

(i) \( f_{i}^2 \propto 1 \) and \( F_i = O(\varepsilon) \) (or \( O(\varepsilon^2 \ln \varepsilon) \)), i.e., \( \tau_i \) is the peak of a spike;
(ii) $f_i^2 \propto \varepsilon \ln \varepsilon$, i.e., $\tau_i$ is a valley within a cluster of transition layers;
(iii) $f_i^2 \propto \varepsilon$, i.e., $\tau_i$ is the valley of neighboring boundary cluster of spikes near $S \neq 0$.
(iv) $f_i^2 \propto \varepsilon^2 \ln \varepsilon$, i.e., $\tau_i$ is the valley of neighboring spikes in a cluster near $S = 0$.
(v) $f_i^2 = O(e^{-1/\sqrt{\varepsilon}})$, i.e., $\tau_i$ is away from transition layers and spikes.

8. THE FUNDAMENTAL SOLUTION SET

In this section, we study the fundamental solution set $(\omega_1, \omega)$ defined in (27).

8.1. The function $\omega$.

**Lemma 8.1.** Let $\omega$ be defined as in (27). Then for every $i$ there is a $C^2$ positive function $c$ on $[z_i-1/2 + 0, z_i+1/2 - 0]$ such that in this interval,

\[
\omega(x) = \frac{\dot{u}(x)}{\ddot{u}(\tau_i)} c(x) = \frac{\varepsilon^2 \dot{u}(x)}{f_i} c(x), \quad c(x) = \frac{\alpha(\tau_i)}{\alpha(x)} \left\{ 1 + O(\varepsilon) \right\},
\]

(31)

\[
\varepsilon^2 \dot{u}^2(x) \frac{\ddot{c}(x)}{c(x)} = -G_x(u(x), u_i, x) + \int_{\tau_i}^{\xi} \left\{ G_{xx}(u(t), u_i, t) - \frac{G_x^2(u(t), u_i, t)}{\varepsilon^2 \ddot{u}(t)} \right\} dt + O(\varepsilon^2)\varepsilon^2 \dot{u}^2(x).
\]

(32)

**Proof.** For definiteness, we consider the case when $\tau_i$ is a local minimum and $x \in [\tau_i, z_{i+1/2}]$. We divide the proof into several steps.

**Step 1.** Write $\omega(x) = \frac{\dot{u}(x)}{\ddot{u}(\tau_i)} c(x)$, differentiate twice and use (27) to obtain $\varepsilon^2 \dot{u} \dot{c} + 2 \varepsilon \ddot{u} = -f_x c$. Use of L'Hôpital's rule shows that $c \in C^2$ and $c(\tau_i) = 1$. Since $\varepsilon^2 \ddot{u} = f_u \ddot{u} + f_x$ we find that

\[
\varepsilon^2 \dot{u}^2(x) \ddot{c}(x) = -\int_{\tau_i}^{\xi} c(t) \dot{u}(t) f_x(u(t), t) dt.
\]

Since $|f_x| = O(u)$, $\int_{\tau_i}^{\xi} \dot{u} f_x |dt| = O(1)(u^2 - u_i^2) = O(1)\varepsilon^2 \dot{u}^2$. Thus, $|\dot{c}(x)| \leq O(1) \max_{t \in [\tau_i, z_i]} |c(t)|$. A Gronwall's inequality then gives us $\max_{t \in [\tau_i, z_i]} |\dot{c}(t)| = O(1)$.

**Step 2.** Write $\dot{u}(t)$ $f_x(u(t), t) = \frac{d}{dt} G_x(u(t), u_i, t) - G_{xx}(u(t), u_i, t)$. Integration by parts gives

\[
\varepsilon^2 \dot{u}^2 \ddot{c} = -c G_x + \int_{\tau_i}^{\xi} \left\{ c G_{xx} + \ddot{c} G_{xx} \right\} dt,
\]

where $G = G(u(t), u_i, t)$. Divide by $\varepsilon^2 \dot{u}^2$, substitute the result for $\ddot{c}$ in the integral, and we get

\[
\varepsilon^2 \dot{u}^2 \ddot{c} = -c G_x + \int_{\tau_i}^{\xi} \left\{ c G_{xx} - \frac{G_x^2}{\varepsilon^2 \ddot{u}} \right\} dt + R_1
\]

(33)

\[
= c \left\{ -G_x + \int_{\tau_i}^{\xi} \left\{ G_{xx} - \frac{G_x^2}{\varepsilon^2 \ddot{u}} \right\} dt \right\} + R_1 + R_2,
\]
where
\[ R_1 = \int_{\tau_1}^x \frac{G_x}{\varepsilon^2 u^2} \int_{\tau_1}^t [c G_{xx} + \dot{c} G_x] \, d\xi \, dt, \]
\[ R_2 = -\int_{\tau_1}^x \dot{c} \int_{\tau_1}^t \left\{ G_{xx} - \frac{G_x^2}{\varepsilon^2 u^2} \right\} \, d\xi \, dt. \]

Using the boundedness of \( c \) and \( \dot{c} \), the fact that
\[ |\frac{\partial^k}{\partial x^k} G(u, u_i, x)| = |\int_{u_i}^u \frac{\partial^k}{\partial x^k} f(s, x) \, ds| = O(1)(u^2 - u_i^2) = O(1)\varepsilon^2 \hat{u}^2 \]
and that |dx| = \( \frac{O(\varepsilon)du}{\sqrt{u^2 - u_i^2}} \), we then see that
\[ |R_1(x)| \leq O(\varepsilon^2) \int_{u_i}^u \frac{v^2 - u_i^2}{(v^2 - u_i^2)^{3/2}} dv \int_{u_i}^v \frac{s^2 - u_i^2}{(s^2 - u_i^2)^{1/2}} ds \]
\[ = O(\varepsilon^2)(u^2 - u_i^2) = O(\varepsilon^2)\varepsilon^2 \hat{u}^2. \]
Similarly we have |\( R_2 \)| = \( O(\varepsilon^2)\varepsilon^2 \hat{u}^2 \).

**Step 3.** By the same estimate as for \( R_1 \), the integral in (32) is bounded by \( O(\varepsilon)\varepsilon^2 \hat{u}^2 \). From the estimates above on \( G_x \) and \( G_{xx} \) we obtain from (33) that
\[ \dot{c} = c \left\{ \frac{G_x}{\varepsilon^2 u^2} + O(\varepsilon) \right\} + O(\varepsilon^2). \]

Note that, for \( x \) sufficiently close to \( \tau_i \), \( u > 0 \) is sufficiently small, and so
\[ G_x = \int_{u_i}^u (f_{xx}(0, x)s + O(s^2)) \, ds = \left\{ \frac{1}{2}f_{xx}(0, x) + O(u) \right\}(u^2 - u_i^2) \]
and
\[ \varepsilon^2 \hat{u}^2 = 2[1 + O(\varepsilon)]G = [f_u(0, x) + O(\varepsilon) + O(u)](u^2 - u_i^2), \]
and so
\[ \frac{G_x}{\varepsilon^2 \hat{u}^2} = \frac{f_{xx}(0, x)}{2f_u(0, x)} + O(\varepsilon) + O(u). \]
Since \( |G_x| = O(1) \) and \( \left| \frac{f_{xx}(0, x)}{2f_u(0, x)} \right| = O(1) \) on \( [\tau_i, \tau_{i+1}/2] \), we see that this estimate holds on this entire interval. It then follows that
\[ \dot{c} = c \left\{ \frac{f_{xx}(0, x)}{2f_u(0, x)} + O(\varepsilon) + O(u) \right\} + O(\varepsilon^2). \]
Solving this “linear” equation we then obtain \( \| \) since \( \alpha(x) = \sqrt{f_u(0, x)} \), \( c(\tau_i) = 1 \cdot \int_{\tau_i}^x u \, dt = O(\varepsilon) \) and exp(-\( \int_{\tau_i}^x f_u(0, x) \, dt \)) = \( \frac{\int_{\tau_i}^x f_u(0, x) \, dt}{f_u(0, x)} \).

Since \( \alpha \) has a positive lower bound, it follows from (33) that \( c \) also has a positive lower bound. Then dividing (33) by \( c \) we get (32). This completes the proof.

### 8.2. The function \( w_1 \).

**Lemma 8.2.** Let \( \omega_1 \) be the solution to (27). Then the following hold:

1. If \( f_i := f(u_i, \tau_i) = o(1) \), then \( w_1 > 0 \) in \([z_{i-1/2}, z_{i+1/2}]\) and
\[ \frac{\varepsilon \omega_1}{w_1} \bigg|_{x = z_{i+1/2} \pm 0} = \pm \alpha_i + O(\varepsilon) + O(f_i). \]
(ii) If \(z_{i+1/2} - z_{i-1/2} = O(\varepsilon)\) and \(F = O(\varepsilon)\), i.e., \(\tau_i\) is the peak of a spike, then

\[
\frac{\varepsilon \omega_i}{\omega} \big|_{x = z_{i+1/2} = 0} = \pm \frac{1}{2} \left\{ \frac{1}{\sqrt{2F}} \int_{\phi_i}^{\phi_i^*} f(s, \tau_i) ds - \int_{\phi_i}^{\phi_i^*} f(s, \tau_i) - f(\phi_i^*, \tau_i) \right\} + O(\varepsilon).
\]

**Proof.** We first derive an integral equation for \(\omega_1\) on \([z_{i-1/2}, z_{i+1/2}].\) Since \(\int_1^\infty - \int_0^\infty = -1\), \(\dot{\omega}(\tau_i) = 1\) and \(\omega(x) \neq 0\) for \(x \neq \tau_i\), we have \(\frac{d}{dx}(\omega_1/\omega) = -1/\omega^2\) for \(x \neq \tau_i\), and so

\[
\frac{d}{dx} \left( \frac{\omega_1(x) - 1}{\omega(x)} \right) = \frac{\omega_1'(x) - 1}{\omega(x)} + \int_x^\tau \frac{\dot{\omega}(t)}{\omega(t)^2} dt.
\]

Note that

\[
\lim_{\tau \to \tau_i} \frac{\omega_1(\tau) - 1}{\omega(\tau)} = \lim_{\tau \to \tau_i} \frac{\omega_1(\tau)}{\omega(\tau)} = 0, \quad \lim_{\tau \to \tau_i} \frac{\dot{\omega}(\tau) - 1}{\omega(\tau)^2} = \lim_{\tau \to \tau_i} \frac{\dot{\omega}(\tau)}{2(\omega(\tau)^3)} = \frac{f_u(u, \tau_i)}{2\varepsilon}.
\]

Then, sending \(\tau \to \tau_i\) in the above equation leads to, for \(x \in [z_{i-1/2}, z_{i+1/2}]\),

\[
\omega_1(x) = 1 + \omega(x) \int_{\tau_i}^x \frac{\dot{\omega}(t) - \dot{\omega}(\tau_i)}{\omega(t)^2} dt.
\]

For definiteness, we consider the case when \(\tau_i\) is a local minimum and \(x \in (\tau_i, z_{i+1/2}).\) Then \(\dot{\omega}(t) - \dot{\omega}(\tau_i) = \int_{\tau_i}^t \dot{\omega}(\eta) d\eta = \varepsilon^{-2} \int_{\tau_i}^t f_u(\eta) d\eta.\) Using \(\omega = \frac{\varepsilon^2 u}{f_i}\), \(c(u) = 1 + O(\varepsilon + \eta - \tau_i),\) and \(f_u(u, \eta) = f_u(u, \tau_i) + O(\eta - \tau_i)\), we then have

\[
\dot{\omega}(t) - \dot{\omega}(\tau_i) = \frac{1}{f_i} \int_{\tau_i}^t \left\{ \dot{u} f_u(u, \tau_i) + \dot{\omega}(\tau_i) \right\} d\eta
\]

\[
= \frac{1}{f_i} \left( f(u, \tau_i) - f_i + O(\varepsilon + t - \tau_i)(u - u_i) \right)
\]

\[
\int_{\tau_i}^x \frac{\dot{\omega} - \dot{\omega}(\tau_i)}{\omega^2} dt = \frac{H(\dot{u}) f_i}{\varepsilon} \int_{u_i}^{u(x)} \frac{f(u, \tau_i) - f_i + O(\varepsilon + t - \tau_i)(u - u_i)}{[1 + O(\varepsilon)] [2G(u, u, t)] [3/2]} du(t).
\]

Case (i): \(f_i = o(1).\) We use \(G(u, u, t)^{-1} = G(u, u, \tau_i)^{-1} [1 + O(t - \tau_i)]\) and

\[
[2G(u, u, t)]^{-3/2} = \left\{ f_u(0, \tau_i)(u^2 - u_i^2) \right\}^{-3/2} \left\{ 1 - \frac{f_u(0, \tau_i)(u^2 - u_i^2)}{2G(0, \tau_i)} \right\} + O(u^2),
\]

\[
f(u, \tau_i) - f_i = f_u(0, \tau_i)(u - u_i) \left\{ 1 + \frac{f_u(0, \tau_i)}{2G(0, \tau_i)}(u - u_i) + O(u^2) \right\}.
\]

Also using \(|t - \tau_i| = O(\varepsilon) \ln(u/u_i)\) we obtain

\[
\int_{\tau_i}^x \frac{\dot{\omega} - \dot{\omega}(\tau_i)}{\omega^2} dt = \frac{H(\dot{u}) f_i}{\varepsilon} \int_{u_i}^{u(x)} \frac{1 + \frac{f_u(0, \tau_i)(u - u_i)}{2G(0, \tau_i)} + O(u^2) + O(\varepsilon) \ln(u/u_i)}{\sqrt{f_u(0, \tau_i)(u - u_i)(u^2 - u_i^2)}^{1/2}} du
\]

\[
= \frac{H(\dot{u}) f_i}{\varepsilon} \int_{u_i}^{u/x} \frac{1 + O(1) \frac{u - u_i}{1 + u_i} + O(1) s^2 u_i^2 + O(\varepsilon) \ln s}{(1 + s) s^2 - 1} ds
\]

\[
= \frac{H(\dot{u}) f_i}{\varepsilon} \int_{1}^{u/x} \frac{ds}{(1 + s) s^2 - 1} ds + O(\varepsilon) + O(u_i).
\]
Since \( f_1^\infty \frac{1}{(1+\varepsilon)^{1/2}} \) \( ds = 1 \), we then obtain

\[
\varepsilon \omega_1 \omega = \left[ 1 + O(\varepsilon) \right] f_i + H(\hat{u}) f_i \int_{u_i}^{u(x)} \frac{f(u, \tau_i) - f_i}{2G(u, u_i, t)} du + O(\varepsilon).
\]

Using \( G(s, u_i, t) = [1 + O(\varepsilon)]G(s, u_i, \tau_i) \), \( u_i - \phi_1^* = O(\varepsilon) \), the change of variables \( \hat{s} = s + \phi_1^* - u_i \) and the fact that \( G(s, u_i, \tau_i) = [1 + O(\varepsilon)]G(s, \phi_1^* \tau_i) \propto \hat{s} - \phi_1^* \) and \( f(s, \tau_i) - f(u_i, \tau_i) = f(\hat{s}, \tau_i) - f(\phi_1^*, \tau_i) + O(\varepsilon)(\hat{s} - \phi_1^*) \), we then have

\[
\int_{u_i}^{u(x)} \frac{f(u, \tau_i) - f_i}{2G(u, u_i, t)} du = \int_{\phi_1^*}^{u(x) + \phi_1^* - u_i} \frac{f(\hat{s}, \tau_i) - f(\phi_1^*, \tau_i)}{2G(\hat{s}, \phi_1^*, \tau_i)} d\hat{s} + O(\varepsilon).
\]

Finally, noting that \( F(s, \xi) = G(s, \phi_1^*, \tau_i) \) and \( \varepsilon \hat{u} = H(\hat{u})[1 + O(\varepsilon)]\sqrt{2G(u, u_i, x)} = H(\hat{u})[1 + O(\varepsilon)]\sqrt{2F(u, \tau_i)} \) if \( x = z_{i+1/2} \), and also \( H(u_{i+1/2}) = H(f_i) \), we then obtain the assertion \( \Box \).

The case when \( \Phi(\tau_i) \) is a local maximum can also be similarly treated. \( \Box \)

8.3. Basic estimates on the number of roots of \( w = 0 \).

**Lemma 8.3.** Let \( \Phi \) be a solution to \( \varepsilon^2 \Phi'' = f_u \Phi \).

(i) For each \( i \), there exist at most two roots of \( \Phi = 0 \) in \( [\tau_i, \tau_{i+1}] \).

(ii) If \( f_i = o(1) \) and \( \Phi(\tau_i)\Phi'(\tau_i) \geq 0 \), then \( \Phi = 0 \) has at most one root in \( (\tau_i, \tau_{i+1}) \).

(iii) If \( f_i^2 \sim O(1) \), then \( \Phi = 0 \) has at most one root in \( (\tau_i, \tau_{i+1}) \), and at most three roots in \( (\tau_{i-1}, \tau_{i+1}) \).

**Proof.** (i) Note that \( \omega \neq 0 \) in \( (\tau_i, z_{i+1/2} - 0] \) and \( [z_{i+1/2}, 0, \tau_{i+1}] \). Hence, by the Liouville theorem, \( \Phi = 0 \) can have at most two roots in \( [\tau_i, \tau_{i+1}] \) for all \( i \).

(ii) When \( f_i = O(1) \), we have, for all \( x \in (\tau_i, z_{i+1/2}] \), \( \omega(x) > 0 \), \( \omega_1(x) > 0 \) and \( \psi(x) = \Phi(\tau_1)\omega_1(x) + \Phi(\tau_1)\omega(x) \neq 0 \). The proof of (i) shows that \( \Phi = 0 \) has at most one root in \( (z_{i+1/2}, \tau_{i+1}) \). Thus, \( \Phi = 0 \) has at most one root in \( (\tau_i, \tau_{i+1}) \).

(iii) First consider the case when \( \Phi(\tau_{i-1}) = 0 \) and \( \Phi(\tau_{i-1}) = \varepsilon \hat{u}(\tau_{i-1}) \). Then \( \Phi = c = (1 + O(\varepsilon)) \frac{\sigma(\tau_{i-1})}{\sigma(\tau_i)} \) and \( \varepsilon \hat{u} = O(\varepsilon) \) at \( z_{i-1/2} \). As the length of the interval \( [z_{i-1/2}, z_{i+1/2}] \) is of order \( \varepsilon \), we use a stretched variable \( y = (x - \tau_i)/\varepsilon \) and set \( V(y) = \frac{e^{\varepsilon u_{i+1/2}}}{\varepsilon u_{i-1/2}} \psi(x) \) and \( V_1(y) = \varepsilon \hat{u}(x) \). We find that \( V''(y) = f_u(u(x), x) V(y) \) and \( V''(y) = f_u(u(x), x) V(y) + O(\varepsilon) \). Then, a regular perturbation argument shows that \( V(y) = V_1(y) + O(\varepsilon) \) for \( y \in [\tau_{i-1/2}, \tau_i]/\varepsilon, (z_{i+1/2} - \tau_i)/\varepsilon] \), and so \( \psi = \frac{\psi(\tau_{i-1/2})}{\varepsilon u_{i-1/2}} [\varepsilon \hat{u} + O(\varepsilon)] \) in \( [z_{i-1/2}, z_{i+1/2}] \). This implies that in the interval \( (\tau_{i-1}, z_{i+1/2}], \psi = 0 \) has exactly one root at \( \xi = \tau_i + O(\varepsilon^2) \). As \( \psi = 0 \) can have at most one root in \( [\tau_{i-1}, \tau_{i+1}] \), we see that \( \psi = 0 \) has at most two roots in \( (\tau_{i-1}, \tau_{i+1}) \).

Now suppose that \( \psi \) is a generic solution. Then, by the Liouville theorem, \( \psi = 0 \) can have at most three roots in \( [\tau_{i-1}, \tau_{i+1}] \), and there is exactly one root in \( (\tau_{i-1}, \xi) \).

This completes the proof. \( \Box \)
9. The Morse index for layered solutions

We first consider a cluster of layers. For convenience, if \((\tau_{-k}, \tau_k)\) (or \((\tau_l, \tau_{2n-l})\)) is an interval with a boundary cluster, we say that \((\tau_0, \tau_k)\) (or \((\tau_l, \tau_n)\)) is an interval with a boundary cluster.

**Theorem 6.** Assume that \((\tau_l, \tau_k) \subset (a, b)\) is an interval with a cluster of layers. Let \(w\) be the solution to \((37)\) and assume that \(w(\tau_l)\bar{w}(\tau_l) \geq 0\). Then, \(w(\tau_k)\bar{w}(\tau_k) > 0\) except for \(k = n\). Also, the following hold:

(i) If \((\tau_l, \tau_k)\) is a boundary cluster at \(a\), or an interior cluster with multiple
layers, or an interior cluster with a single layer with \(\bar{u}_{i+1/2}J(z_{i+1/2}) > 0\), then \(w = 0\) has exactly \(k - l\) roots in \((\tau_l, \tau_k)\) and

\[
\frac{\varepsilon \bar{w}(\tau_k)}{w(\tau_k)} = \alpha_k + o(1).
\]

(ii) If \((\tau_l, \tau_k)\) with \(k = l + 1\) is an interval with an interior cluster of a single
layer with \(\bar{J}(z_{i+1/2})\bar{u}_{i+1/2} < 0\), then \(w = 0\) has no root in \((\tau_l, \tau_{l+1})\) and \((36)\) holds.

(iii) If \((\tau_l, \tau_k) = (\tau_l, b)\) is a boundary cluster at \(b\), then one of the following
alternative holds:

\[
\varepsilon \bar{w} \frac{w}{\bar{w}} = 0 \quad \text{has} \quad n - l \quad \text{roots in} \quad (\tau_l, \tau_b) \quad \text{and} \quad \bar{w}(\tau_n) > 0 \quad \text{or} \quad \bar{w}(\tau_b) < 0.
\]

9.1. The matrix \(P(\tau_{i+1}, \tau_i)P^{-1}\). Assume that for \(j = i\) and \(i+1, f_j^2 = \mu_j \varepsilon |\ln \varepsilon|\),
where either \(\mu_1 \propto 1\) or \(\mu_j = O(\varepsilon^{-1/\sqrt{\tau}})\). We find an asymptotic expansion for \(P(\tau_{i+1}, \tau_i)P^{-1}\) given by \((38)\).

First of all, by \((34)\) and the definition of \(t\) and \(t^\perp\) in \((28)\),

\[
t_\perp = \begin{bmatrix} 1 \\ \alpha_{i+1} \end{bmatrix} \quad \text{and} \quad t_- = \begin{bmatrix} \alpha_i \\ 1 \end{bmatrix} = O(\varepsilon^{\frac{1}{2}})\ln \varepsilon).
\]

Note that for \(t_\perp\), we need \(\frac{\varepsilon \alpha_{i+1}}{\bar{w}}\) at \(z_{(i+1)-\frac{1}{2}}\), so that the minus sign is chosen on the
right side of \((34)\).

Next, at \(x = z_{i+1/2}, \bar{u} = 0\) so that \(\rho = \frac{\bar{\phi}_{i+1}}{\bar{w}} = \frac{\bar{\phi}_i}{\bar{w}}\). Thus by \((32)\) where the integral
is \(O(\varepsilon)\), and \((31)\),

\[
\frac{\varepsilon^2 \bar{u}_{i+1/2}^+}{\omega^2} = G_x(\phi_{i+1/2}, u_i, z_{i+1/2}) - G_x(\phi_{i+1/2}, u_{i+1}, z_{i+1/2}) + O(\varepsilon)
\]

\[
= \int_{u_i}^{u_{i+1}} f_x(s, z_{i+1/2}) ds + O(\varepsilon)
\]

\[
= H(\bar{u}_{i+1/2}) \bar{J}(z_{i+1/2}) + O(\varepsilon|\ln \varepsilon|)
\]

\[
\frac{\varepsilon^3 \bar{u}_{i+1/2}^2}{\omega^2} = \frac{\varepsilon^3 \bar{u}_{i+1/2}^2}{\omega^2} = \frac{\varepsilon^3 \bar{u}_{i+1/2}^2}{\omega^2} = \mu_i |\ln \varepsilon| + O(\varepsilon|\ln \varepsilon|^2),
\]

\[
\frac{\varepsilon^3 \bar{u}_{i+1/2}^2}{\omega^2} = \frac{\varepsilon^3 \bar{u}_{i+1/2}^2}{\omega^2} = \frac{\varepsilon^3 \bar{u}_{i+1/2}^2}{\omega^2} = \mu_{i+1} |\ln \varepsilon| + O(\varepsilon|\ln \varepsilon|^2),
\]

where we have used the fact that \(c(z_{i+1/2}) = 1 + O(\tau_j - z_{i+1/2})\) \((j = i \text{ or } i + 1)\) and
either \(|\tau_j - z_{i+1/2}| = O(\varepsilon|\ln \varepsilon|)\) or \(f_j = O(\varepsilon^{-1/\sqrt{\tau}})\).
Hence, it follows from (29) that

\[ \mathbf{P}\Psi(\tau_{i+1}, \tau_i)^{-1} = -r \left\{ \begin{bmatrix} \frac{1}{\alpha_{i+1}} & 0 \\ 0 & \frac{1}{\mu_{i+1}} \end{bmatrix} \right\} \alpha_i + O(1) \]

(38)

\[
+ \frac{H(u_{i+1/2}J(z_{i+1/2}))}{\ln |\varepsilon|} \begin{bmatrix} \frac{1}{\alpha_{i+1}} & 1 \end{bmatrix} \alpha_i + O(\sqrt{\ln |\varepsilon|}) \}
\]

where

\[
r = -\frac{\omega_{-\omega_{+1}} \ln |\varepsilon|}{\varepsilon^2 b_i^2}.
\]

Since \(\omega_{-\omega_{+1}} = \frac{\varepsilon^2 a_i^2}{2} c(z_{i+1/2} - 0)c(z_{i+1/2} + 0) < 0\), we have \(r > 0\).

9.2. Boundary layers at \(a\). Suppose that \((\tau_0, \tau_k)\) is an interval with a cluster of boundary layers. Then \(\mu_i \propto 1\) for \(i = 0, \cdots, k-1\) and \(\mu_k = O(e^{-1/\sqrt{\varepsilon}})\). Using \(w(a) = 1, \tilde{w}(a) = 0\) and (38), we inductively derive that

\[ \tilde{w}(\tau_i) = (-1)^i |w(\tau_i)| \begin{bmatrix} 1 \\ \nu_i + o(1) \end{bmatrix} \]

for \(i = 0, \cdots, k\), where \(\nu_i\) is inductively calculated by

\[
\nu_0 = 0, \quad \nu_{i+1} = \alpha_{i+1} + \frac{\mu_{i+1}}{\mu_i} (\alpha_i + \nu_i) > 0 \quad \forall \ i = 0, \cdots, k-1.
\]

In particular, \(\nu_k = \alpha_k + O(e^{-\sqrt{\varepsilon}})\). Therefore, we conclude that:

(i) \((-1)^i w(\tau_i) > 0, (-1)^i \tilde{w}(\tau_i) > 0\) for all \(i = 1, \cdots, k\),

(ii) \(w = 0\) has exactly one root in each \((\tau_i, \tau_{i+1})\) for \(i = 0, \cdots, k-1\), and

(iii) \(w = 0\) has \(k\) roots in \((a, \tau_k)\) and (38) holds.

9.3. Interior single layer. Next we consider the case when \((\tau_l, \tau_k)\) with \(k = l+1\) is an interval with an interior cluster of a single layer. Then \(\mu_l, \mu_{l+1} = O(e^{-1/\sqrt{\varepsilon}})\). Using (38) and (39) \(w(\tau_i)\tilde{w}(\tau_i) \geq 0\) (so that \(H(\alpha wt + \varepsilon \tilde{w}t) = H(wt + \tilde{w}t)\)) we obtain

\[ \tilde{w}(\tau_{i+1}) = \mathbf{P}\Psi(\tau_{i+1}, \tau_i)^{-1} \tilde{w}(\tau_i) \]

\[ \leq -r \frac{H(u_{i+1/2}J(z_{i+1/2}))}{\ln |\varepsilon|} (\alpha_i w_i + \varepsilon \tilde{w}_i)(1 + o(1)) \begin{bmatrix} 1 \\ \alpha_{l+1} + o(1) \end{bmatrix} \]

\[ (-1)^i |w(\tau_{i+1})| \begin{bmatrix} 1 \\ \alpha_{l+1} + o(1) \end{bmatrix} H(w_{l+1} + \tilde{w}_i), \]

where \(s = 0\) if \(\dot{u}_{l+1/2}J(z_{l+1/2}) < 0\) and \(s = 1\) if \(\dot{u}_{l+1/2}J(z_{l+1/2}) > 0\). Hence, (38) holds, and \(w = 0\) has no root in \((\tau_l, \tau_{l+1})\) if \(\dot{u}_{l+1/2}J(z_{l+1/2}) < 0\), and \(w = 0\) has exactly one root in \((\tau_l, \tau_{l+1})\) if \(\dot{u}_{l+1/2}J(z_{l+1/2}) > 0\).

9.4. Interior multiple layers. Now we consider the case that \((\tau_l, \tau_k)\) is an interval with an interior cluster of multiple layers. Then \(k-l\) is odd and \(>1\), \(\dot{u}_{l+1/2}J(z_{l+1/2}) > 0, \mu_l = O(e^{-1/\sqrt{\varepsilon}})\), \(\mu_k = O(e^{-1/\sqrt{\varepsilon}})\), and \(\mu_i \propto 1\) for \(i = l+1, \cdots, k-1\). For simplicity, we assume that \(w(\tau_i) \geq 0\) and \(\tilde{w}(\tau_i) \geq 0\). Using (38) and a mathematical induction we derive that, for \(i = l+1, \cdots, k\),

\[ \tilde{w}(\tau_i) = (-1)^{i-l} |\varepsilon \tilde{w}(\tau_i)| \begin{bmatrix} a_i \\ 1 \end{bmatrix} , \]
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where, for \( m = 1, 2, \ldots, \frac{k-l-1}{2} \),
\[
  a_{l+2m-1} = \frac{|J(z_{l+1/2})|}{\mu_{l+2m-1} |\ln \varepsilon|} + O\left(\frac{1}{|\ln \varepsilon|^2}\right),
\]
(40)
\[
a_{l+2m} = -\frac{2|J(z_{l+1/2})|^2}{\mu_{l+2m} |\ln \varepsilon|^2} \sum_{s=1}^{m} \frac{\alpha_{l+2s-1}}{\mu_{l+2s-1}} + O\left(\frac{1}{|\ln \varepsilon|^3}\right),
\]
while \( a_k = \frac{1}{\alpha_k} + O\left(\frac{1}{|\ln \varepsilon|^2}\right) \).

In the first step we verify (39) for \( i = l + 1 \). For convenience, let \( d_{i+1/2} = H(\hat{u}_{i+1/2})\bar{J}(z_{i+1/2}) \). Because \( \mu_l = O(e^{-1/\sqrt{\varepsilon}}) \), (38) gives
\[
  \bar{w}_{l+1} = \begin{bmatrix} w_{l+1} \\ \varepsilon \hat{w}_{l+1} \end{bmatrix} = -r \begin{bmatrix} \frac{d_{i+1/2}}{|\ln \varepsilon|} + O\left(\sqrt{\varepsilon/|\ln \varepsilon|}\right) (\alpha_l w_l + \varepsilon \hat{w}_l) \\ (\mu_l + \frac{d_{i+1/2}}{|\ln \varepsilon|} \alpha_{l+1} + O\left(\sqrt{\varepsilon/|\ln \varepsilon|}\right)) (\alpha_l w_l + \varepsilon \hat{w}_l) \end{bmatrix},
\]
and so
(41)
\[
  \frac{w_{l+1}}{\varepsilon \hat{w}_{l+1}} = \frac{\frac{d_{i+1/2}}{|\ln \varepsilon|} + O\left(\sqrt{\varepsilon/|\ln \varepsilon|}\right)}{\mu_l + \frac{d_{i+1/2}}{|\ln \varepsilon|} \alpha_{l+1} + O\left(\sqrt{\varepsilon/|\ln \varepsilon|}\right)} \left(1 - \frac{d_{i+1/2} \alpha_{l+1}}{|\ln \varepsilon| \mu_l} + O\left(\frac{1}{|\ln \varepsilon|^2}\right)\right),
\]
which together with \( d_{l+1/2} = |\bar{J}(z_{l+1/2})| \) in particular proves (39) for \( i = l + 1 \).

For the general induction step we must include the terms involving both \( \mu_l \) and \( \mu_{l+1} \) in the computation. We make the induction hypothesis that (39) holds for \( \bar{w}(\tau_i) \) so that \( w_i = a_i \varepsilon \hat{w}_i \neq 0 \). From (38), we obtain
\[
  \frac{w_{i+1}}{\varepsilon \hat{w}_{i+1}} = \frac{\left(\mu_i + \frac{d_{i+1/2}}{|\ln \varepsilon|} \alpha_i + O\left(\sqrt{\varepsilon/|\ln \varepsilon|}\right)\right) a_i + \frac{d_{i+1/2}}{|\ln \varepsilon|} \alpha_{i+1} + O\left(\sqrt{\varepsilon/|\ln \varepsilon|}\right)}{\left(\alpha_{i+1} \mu_i + \alpha_{i+1} \alpha_i + \frac{d_{i+1/2}}{|\ln \varepsilon|} \alpha_{i+1} + O\left(\sqrt{\varepsilon/|\ln \varepsilon|}\right)\right) a_i + \left(\mu_{i+1} + \frac{d_{i+1/2}}{|\ln \varepsilon|} \alpha_{i+1} + O\left(\sqrt{\varepsilon/|\ln \varepsilon|}\right)\right) a_{i+1}}.
\]
But from the induction hypothesis, \( a_i = O\left(\frac{1}{|\ln \varepsilon|^2}\right) \) if \( i - l \) is odd and \( a_i = O\left(\frac{1}{|\ln \varepsilon|^2}\right) \) if \( i - l \) is even. This allows us to simplify the ratio \( \frac{w_{i+1}}{\varepsilon \hat{w}_{i+1}} \). For example, consider the step when \( i = l + 1 \). In this case we obtain
\[
  \frac{w_{l+2}}{\varepsilon \hat{w}_{l+2}} = \frac{\mu_{l+1} a_{l+1} + \frac{d_{l+3/2}}{|\ln \varepsilon|} \alpha_{l+1} + \frac{d_{l+3/2}}{|\ln \varepsilon|} \alpha_{l+1} a_{l+1} + O\left(\sqrt{\varepsilon/|\ln \varepsilon|}\right)}{\mu_{l+2} + O\left(\frac{1}{|\ln \varepsilon|^2}\right)}.
\]
Substituting from (41) gives cancellation of the terms in the numerator of order \( \frac{1}{|\ln \varepsilon|^2} \) and leads to the desired expression for \( a_{l+2} \). We omit the remaining steps of this induction. We remark that in order to get \( a_{l+2m} \), we need the term of order \( \frac{1}{|\ln \varepsilon|^2} \) in \( a_{l+2m-1} \) though, for simplicity, we do not give it explicitly in (40).

Now using \( \mu_k = O(e^{-1/\sqrt{\varepsilon}}) \) and the oddness of \( k - l \), and (38) for the last layer in the cluster, we get (39) for \( i = k \) with \( a_k = \frac{1}{\alpha_k} + O\left(\frac{1}{|\ln \varepsilon|^2}\right) \), which implies (39).

We now show that \( w = 0 \) has exactly \( k - l \) roots in \( (\tau_l, \tau_k) \).
The calculation of $10.1$. (26)
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for interior spikes (which will be shown to relate to $\dot{w}(\tau)$).

Hence, we have the following conclusion:

In conclusion, $w = 0$ has $k - l$ roots in $(\tau_i, \tau_k)$, and (39) holds.

9.5. Boundary layers at $b$. Finally we consider the case when $(\tau_i, \tau_n)$ is an interval with a boundary cluster of layers. Then $\mu_i = O(e^{-1/\sqrt{T}})$ and $\mu_i \propto 1$ for $i = l + 1, \ldots, n$. Following the same calculation as for multiple interior layers, we have (39) (if $w(\tau_i) \geq 0$ and $\dot{w}(\tau_i) \geq 0$) for all $i = l + 1, \ldots, k$ with $a_i$ given by (40).

Hence, we have the following conclusion:

(1) Suppose that $n - l$ is odd. Then $w = 0$ has exactly $n - l$ roots in $(\tau_l, b)$ and $w(b)\dot{w}(b) > 0$.

(2) Suppose that $n - l$ is even. Then $w = 0$ has exactly $n - l - 1$ roots in $(\tau_l, b)$ and $w(b)\dot{w}(b) < 0$.

10. The Morse index for spikes

In this section, we prove the following:

Theorem 7. Let $(\tau_i, \tau_k)$ be an interval with a cluster of spikes. Let $w$ be the solution to (26), and assume that $w(\tau_i)\dot{w}(\tau_i) \geq 0$. Then $w(\tau_k)\dot{w}(\tau_k) > 0$ with the only possible exception $k = n$. Also the following hold:

(i) If $(\tau_i, \tau_k)$ is a boundary cluster at $a$, an interior cluster of multiple spikes, or an interior cluster of single spike with $J(\tau_{i+1}) \dot{S}(\tau_{i+1}) > 0$, then $w = 0$ has $k - l$ roots in $(\tau_i, \tau_k)$ and (30) holds.

(ii) If $(\tau_i, \tau_k)$ with $k = l + 2$ is an interior cluster of a single spike with

$J(\tau_{i+1}) \dot{S}(\tau_{i+1}) < 0$,

then $w = 0$ has exactly one root in $(\tau_i, \tau_{i+2})$, and (30) holds.

(iii) If $(\tau_i, \tau_k) = (\tau_l, b)$ is a boundary cluster at $b$, then (30) holds.

Clearly, Theorem 5 follows from Lemma 7.1 and Theorems 6 and 7.

To prove Theorem 7, we need some preparation.

10.1. The calculation of $a_{11}$. In subsequent sections we will compute the expression $P\Psi(\tau_{i+1}, \tau_i)\dot{S}(\tau_i) P^{-1}$. From this, we need to estimate $a_{ij} (i, j = 1, 2)$. Especially, for interior spikes $(\tau_i, \tau_k)$, we find that the sign of $w$ at $\tau_{i+2m}$ is determined by $a_{11}$, which will be shown to relate to $\dot{S}$. The following lemmas provide this information. Their proofs, however, will be given in the Appendix.
Lemma 10.1. If $J(x) \neq 0$, then
\[
\frac{d}{dx} S(x) = \int_{\phi_0}^{\phi} \frac{F_{xx}(s, x)}{\sqrt{2F(s, x)}} ds - \int_{\phi_0}^{\phi} \frac{F_2^2(s, x)}{(2F(s, x))^{3/2}} ds - \int_{\phi}^{\phi_0} \frac{F_2^2(s, x) - F_2^2(\phi^*, x)}{(2F(s, x))^{3/2}} ds - \frac{F_2^2(\phi^*, x)}{f(\phi^*, x)} \left\{ \frac{1}{\sqrt{2F(\phi, x)}} - \int_{\phi}^{\phi_0} \frac{f(s, x) - f(\phi^*, x)}{(2F(s, x))^{3/2}} ds \right\},
\]
where the argument for $\phi_0$, $\phi^*$ and $\phi$ is $x$.

Lemma 10.2. Assume that $f_i \propto 1$, $F_i = O(\varepsilon^2 |\ln |\varepsilon|)$, and $f_{\pm 1}^2 = O(\varepsilon^2 |\ln |\varepsilon|)$. Then
\[
(\varepsilon^2 \frac{\mu_i^2 (\phi_i^2)^2}{f_i^2}) a_{11} = 2H(J(\tau_i))S(\tau_i) + O(\varepsilon |\ln |\varepsilon|)).
\]

Lemma 10.3. Assume that $f_i \propto 1$ and $f_{\pm 1}^2 = O(\varepsilon)$. Then $a_{11} = O(1)$.

10.2. First approximation for $P \Psi(\tau_{i+1}, \tau_{i-1}) P^{-1}$. For spikes, we can use the following approximation for fundamental solution matrices. In this lemma and subsequently, $r$ denotes a positive number, not necessarily the same at each occurrence.

Lemma 10.4. Assume that $f_i^2 \propto 1$ and $f_{\pm 1}^2 = O(\varepsilon)$. Then for some positive $r$
\[
(42) \quad P \Psi(\tau_i, \tau_{i-1}) P^{-1} = -r \left\{ \begin{array}{cc} 0 \\ 1 \end{array} \right\} \left[ \begin{array}{c} \alpha_{i-1} \\ 1 \end{array} \right] + O(\sqrt{\varepsilon}) \right\},
\]
\[
(43) \quad P \Psi(\tau_{i+1}, \tau_i) P^{-1} = -r \left\{ \begin{array}{cc} 1 \\ \alpha_{i+1} \end{array} \right\} \left[ \begin{array}{c} 0 \\ 1 \end{array} \right] + O(\sqrt{\varepsilon}) \right\}.
\]

If in addition we have $\frac{\varepsilon^2 |\ln |\varepsilon|}{f_{i+1}^2 + f_{i-1}^2} = O(1)$, then
\[
(44) \quad P \Psi(\tau_{i+1}, \tau_{i-1}) P^{-1} = r \left\{ \begin{array}{cc} 1 \\ \alpha_{i+1} \end{array} \right\} \left[ \begin{array}{c} 1 \\ 0 \end{array} \right] + O(\varepsilon) \right\},
\]
\[
(\mu, \mu) = (1, \frac{f_{i+1}^2}{f_{i-1}^2}) if \frac{f_{i+1}^2}{f_{i-1}^2} = O(1) and (\mu, \hat{\mu}) = (\frac{f_{i+1}^2}{f_{i-1}^2}, 1) if \frac{f_{i+1}^2}{f_{i-1}^2} = O(1).
\]

Proof. We use (29) and (30). The estimates for $t_{i+1}^+ and t_{i-1}^-$ are the same as for layers, since $f_{i+1}^2 = O(\varepsilon)$ for $P \Psi(\tau_{i+1}, \tau_i) P^{-1}$, we see from (31) that $\frac{f_{i+1}^2}{\varepsilon^2} = O(1) and \frac{f_{i-1}^2}{\varepsilon^2} \propto \frac{f_{i}^2}{\varepsilon^2} \propto \frac{1}{\varepsilon}. Hence, the term involving $\frac{f_{i}^2}{\varepsilon^2}$ is the dominant term, and we have (43). The assertion (42) is similarly derived.

The assertion (44) follows from (30) by estimating the coefficients $a_{ij}$. For example, for $a_{12}$ since all the jumps $[\rho_i, \gamma_i]$ are $O(1)$, and
\[
\omega_{L} = \varepsilon^2 \frac{\mu_i^2 (\phi_i^2)^2}{f_{i-1}^2} f_{i-1} c(z_{i-1}/2 - 0) \varepsilon \frac{\varepsilon}{f_{i-1}}, \quad \omega_{R} = \varepsilon^2 \frac{\mu_i^2 (\phi_i^2)^2}{f_{i+1}^2} f_{i+1} c(z_{i-1}/2 + 0) \varepsilon \frac{\varepsilon}{f_{i+1}},
\]
we have
\[
a_{12} = \frac{\varepsilon^2}{\omega_{L} - \omega_{R}^2} \left( 1 + O(\frac{\omega_{R}^2}{\varepsilon}) \right) = \frac{\varepsilon^2}{\omega_{L}^2 - \omega_{R}^2} \left( 1 + O(\varepsilon) \right) \frac{f_{i}^2}{f_{i+1}^2} f_{i}^2 \frac{f_{i}^2}{\varepsilon^2}.
\]
Hence, if $\tau_{i-1} \neq \tau_i$, use the estimates for $F_{i-1}$ in Section 4 and the relation $f_{i-1}^2 \neq F_{i-1}$, to yield that either $f_{i-1}^2 \varepsilon \varepsilon$ or $f_{i-1}^2 \varepsilon^2 |\ln |\varepsilon|$. We then have $a_{12} \geq C |\ln |\varepsilon|$. A similar estimate holds for $a_{21}$ if $\tau_{i+1} \neq \tau_{i+1}$. Since by Lemma 10.3 $a_{11} = O(1)$, we see that $a_{12}$ and $a_{21}$ are the dominant terms, which leads to (44).
10.3. Boundary spikes at $a$. We first consider the case when $(\tau_0, \tau_k)$ is an interval with a boundary, at $a$, cluster of spikes. We consider two cases: (i) $k$ is odd, (ii) $k$ is even.

Suppose that $k$ is even. Then $\tau_{2m+1}$ for $m = 0, \ldots, k/2 - 1$ are peaks of the spikes. Also, $\frac{f^2_{2m+2}}{f^2_{2m}} = O(1)$ for $m = 0, \ldots, k/2 - 1$. Hence, using $w(a) = 1$, $\dot{w}(a) = 0$ and (44) we obtain
\[
\dot{w}(\tau_{2m}) = |w(\tau_{2m})| \left[ \frac{1}{\nu_{2m} + o(1)} \right], \quad m = 0, 1, \ldots, k/2,
\]
where $\nu_{2m}$ are iteratively defined by
\[
\nu_0 = 0, \quad \nu_{2m+2} = \alpha_{2m+2} + \frac{f^2_{2m+2}}{f^2_{2m}}(\alpha_{2m} + \nu_{2m}).
\]
In particular, since $f_k = O(e^{-1/\sqrt{\tau}})$, we have $\nu_k = \alpha_k + o(1)$. Thus, $w(\tau_{2m}) > 0$ for each $m = 1, \ldots, k/2$. This implies that $w = 0$ has exactly two roots in each $(\tau_{2m}, \tau_{2m+2})$. Hence, $w = 0$ has $k$ roots in $(a, \tau_k)$, and (30) holds.

Next suppose that $k$ is odd. Then $\tau_0 = a$ is a peak. Using $w(a) = 1$, $\dot{w}(a) = 0$ and (43) we see that $\dot{w}(\tau_1) = -|w(\tau_1)| \left[ \frac{\alpha_1}{\alpha_1 + o(1)} \right]$. This implies that $w = 0$ has exactly one root in $(a, \tau_1)$. From $\tau_1$ to $\tau_k$, we follow the same argument as before to conclude that $w = 0$ has exactly $k$ roots in $(a, \tau_k)$, and (30) holds.

10.4. Boundary spikes at $b$. Next we consider the case when $(\tau_i, \tau_n)$ is an interval with a boundary, at $b$, cluster of spikes. We have, by assumption, that $w(\tau_i)\dot{w}(\tau_i) \geq 0$. We want to show that (37) holds. By working with $-w$ if necessary, we can assume that $w(\tau_i) \geq 0$ and $\dot{w}(\tau_i) \geq 0$.

First we show that $(-1)^{l-i}\dot{w}(\tau_i) > 0$ for all $i = l+1, \ldots, n$. We note that $f_l = O(e^{-1/\sqrt{\tau}})$ and $\frac{f^2_{l+2m}}{f^2_{l+2m+2}} = O(1)$ for all $m = 0, \ldots, \left\lfloor \frac{n-l-2}{2} \right\rfloor$. Hence, using (32) and (44), we inductively derive that $\dot{w}(\tau_i) = (-1)^{l-i}\|\dot{w}(\tau_i)\| \left[ \frac{\alpha_i}{\alpha_i + o(1)} \right]$ for all $i = l+1, \ldots, k$. Therefore, $(-1)^{l-i}\dot{w}(\tau_i) > 0$ for all $i = l+1, \ldots, n$. In particular, $\dot{w}(b) \neq 0$.

To find the number of zeros of $w$ in $(\tau_1, b)$, we will compare the roots of $w = 0$ with the roots of $\ddot{w} = 0$, where $\ddot{w}$ solves
\[
\varepsilon^2 \ddot{w} = f_w \dot{w} \text{ in } (a, b), \quad \ddot{w}(b) = 1, \quad \dot{w}(b) = 0.
\]

By reversing the $x$ axes and using the argument for boundary spikes at $a$ in the previous subsection, we see that $\ddot{w} = 0$ has exactly $n-l$ roots in $(\tau_1, b)$. Hence, by the Liouville theorem, the number of roots of $w = 0$ in $(\tau_1, b)$ is at least $n-l-1$ and at most $n-l+1$.

Now suppose that $w(b)\dot{w}(b) > 0$. Then $(-1)^{n-l}w(b) > 0$. It then follows that the number of roots in $(\tau_1, b)$ is $(n-l) \mod(2)$. Thus, the number of roots is exactly $n-l$.

Next we consider the case $w(b)\dot{w}(b) \leq 0$. Then, by the Liouville theorem, one derives that the right-most root to $\ddot{w} = 0$ in $(\tau_1, b]$ is on the right-hand side of the right-most root of $w = 0$ in $(\tau_1, b)$. Hence, the number of roots of $w = 0$ in $(\tau_1, b)$ is at most $n-l$. Noting that either $(-1)^{n-l}w(b) > 0$ or $w(b) = 0$ and $(-1)^{n-l}\dot{w}(b) < 0$, we conclude from the sign change of $w$ that the number of roots of $w = 0$ in $(\tau_1, b)$ is $(n-l-1) \mod(2)$. Hence, the number of roots of $w = 0$ in $(\tau_1, b)$ is $n-l-1$. This completes the proof of (37).
10.5. **Interior spikes.** Finally, we consider interior spikes. Hence, assume that \((\tau_l, \tau_k)\) is an interval with an interior cluster of spikes. Then \(k - l\) is even, \(f_{l+2m} = O(\epsilon^2|\ln \epsilon|)\) for \(m = 0, \cdots, (k - l)/2\) and \(f_{l+2m+1} \propto 1\) for \(m = 0, \cdots, (k - l)/2 - 1\).

Without loss of generality, we assume that \(w(\tau_l) \geq 0\) and \(w(\tau_k) \geq 0\).

First suppose that we have a single spike. Then both \(f_l\) and \(f_{l+2}\) are of size \(O(e^{1/\sqrt{\epsilon}})\), so that \(\frac{1}{\sqrt{\epsilon}^l} \frac{1}{\sqrt{\epsilon}^k} = O(e^{1/\sqrt{\epsilon}})\). It then follows that, for some \(r > 0\),

\[
\mathbf{P} \Psi(\tau_{l+2}, \tau_l) \mathbf{P}^{-1} = r \left\{ a_{11} \begin{bmatrix} 1 & \alpha_l + O(\epsilon) \\ \alpha_l + o(1) & 1 + O(e^{-\epsilon/\sqrt{\epsilon}}) \end{bmatrix} \right. 
\]

Since \(a_{11} \propto H(J(z^*)) \tilde{S}(z^*)\), we then conclude that, for \(k = l + 2\),

\[
\tilde{w}(\tau_k) = (-1)^s w(\tau_k) \begin{bmatrix} 1 \\ \alpha_k + o(1) \end{bmatrix} H(w_l + \tilde{w}_l),
\]

where \(s = 1\) if \(J(z^*) \tilde{S}(z^*) < 0\) and \(s = 2\) if \(J(z^*) \tilde{S}(z^*) > 0\). It follows that (36) holds. In the latter case, we conclude that \(w = 0\) has two roots in \((\tau_l, \tau_{l+2})\). In the former case we know that there are either 1 or 3 roots, and we must show that there is only one.

For this purpose, we first calculate, from (42),

\[
(45) \quad \tilde{w}(\tau_{l+1}) = \mathbf{P} \Psi(\tau_{l+1}, \tau_l) \mathbf{P}^{-1} \tilde{w}(\tau_l) = -r \begin{bmatrix} 0 & \frac{1}{\sqrt{\epsilon}} \\ \frac{1}{\sqrt{\epsilon}} & 0 \end{bmatrix} \begin{bmatrix} w_l \\ \tilde{w}_l \end{bmatrix}
\]

and so

\[
\frac{\epsilon \tilde{w}_{l+1}}{w_{l+1}} = O(\sqrt{\epsilon}).
\]

Then, a technique similar to one used in Section 9.4 shows that \(w_l w_{l+1}/2 \geq 0\) and \(w_{l+3}/2 w_{l+2} > 0\). It thus follows that \(w = 0\) has exactly one root in \((z_l, z_{l+2})\).

Next we consider the case \(k = l + 2\). Then we must have \(J(z^*) \tilde{S}(z^*) > 0\) so that \(a_{11} > 0\) and is of order 1. Since \(f_{l+2m} = O(\epsilon^2|\ln \epsilon|)\), we see that \(\frac{1}{\sqrt{\epsilon}^l} \frac{1}{\sqrt{\epsilon}^{k+2}} = O(\epsilon|\ln \epsilon|)\). Also, \(\frac{1}{\sqrt{\epsilon}^l} \frac{1}{\sqrt{\epsilon}^k} \propto \frac{1}{\epsilon^{k+2}}\). Therefore, all the entries in the \(2 \times 2\) matrix \(\mathbf{P} \Psi(\tau_2m, \tau_{2m-2}) \mathbf{P}^{-1}\) are positive. This implies that \(w(\tau_{2m}) > 0\) and \(\tilde{w}(\tau_{2m}) > 0\) for all \(m = 1, \cdots, k/2\), and \(w = 0\) has two roots in \((\tau_{2m-2}, \tau_{2m})\). Consequently, \(w = 0\) has \(k - l\) roots in \((\tau_l, \tau_k)\).

Note in particular that for the last matrix \(\mathbf{P} \Psi(\tau_k, \tau_{k-2}) \mathbf{P}^{-1}\), the quantities \(a_{21}\) and \(a_{22}\) are exponentially small so that

\[
\mathbf{P} \Psi(\tau_{k-2}, \tau_k) \mathbf{P}^{-1} = r \left\{ t_R^T \otimes (a_{11} \mathbf{t} + a_{12} \mathbf{e}_1) + O(e^{-\epsilon/\sqrt{\epsilon}}) \right\}.
\]

It then follows that (36) holds. This completes the proof.

11. An extension

In this section, we extend our theory to

\[
(47) \quad f(u, x) = A(u, x)[u - \phi_-(x)] [u - \phi(x)] [u - \phi_+(x)], \quad A > 0, \phi_- < \phi < \phi_+.
\]

By a calculus of variation, for all small positive \(\epsilon > 0\), (11) admits a unique minimal solution \(u_-(x, \epsilon)\) and a unique maximal solution \(u_+(x, \epsilon)\) which satisfy

\[
\|u_\pm - \phi_\pm\|_{C^0} + \epsilon\|u_\pm - \phi_\pm\|_{C^1} + \epsilon^2\|u_\pm\|_{C^2} = O(\epsilon^2).
\]
Introduce the change of variables \((u, x) \to (\theta, y)\) by

\[
y = y_\varepsilon(x) := \int_a^x \frac{dz}{(u_+(z, \varepsilon) - u_-(z, \varepsilon))^2}, \quad \theta = \frac{u - u_+}{u_+ - u_-}
\]

Then problem (11) for \(u(x)\) is equivalent to the new problem, for \(\theta(y)\),

\[
e^2\theta''(y) = f_\varepsilon(\theta, y) \text{ in } (0, b_\varepsilon), \quad \theta'(0) = \theta'(b_\varepsilon) = 0,
\]

where \(\varepsilon = \frac{d}{dy}, b_\varepsilon = y_\varepsilon(b), \) and

\[
f_\varepsilon(\theta, y) = (u_+ - u_-)^3 \{ f(\theta u_+ + (1 - \theta)u_-) - (1 - \theta)f(u_-) - \theta f(u_+, x) \}.
\]

Since \(u_\pm = \phi_\pm + O(\varepsilon^2), f(u_\pm, x) = O(\varepsilon^2)\). It then follows that for all small positive \(\varepsilon, f_\varepsilon(\cdot, y) = 0\) has exactly three roots: 0, \(\phi_\varepsilon, 1\), where \(\lim_{\varepsilon \to 0} \phi_\varepsilon = \phi_0 = \frac{\phi_+ - \phi_-}{\phi_0 - \phi_0}\).

For \(f_\varepsilon\), denote the corresponding functions defined in Section 1 by \(J_\varepsilon, F_\varepsilon\) and \(S_\varepsilon\).

For \(f\), we define

\[
J(x) = \int_{\phi_0(x)}^{\phi_+(x)} f(s, x) ds, \quad \phi_0(x) = \begin{cases} \phi_+(x) & \text{if } J(x) \geq 0, \\ \phi_-(x) & \text{if } J(x) < 0, \end{cases}
\]

(50)

\[
F(u, x) = \int_{\phi_0(x)}^u f(s, x) ds, \quad \phi_+(x) \in [\phi_-, \phi_+] \setminus \{ \phi_0 \}: \quad F(\phi_0, x) = 0,
\]

\[
S(x) = \frac{d}{dx} \int_{\phi_0(x)}^{\phi_+(x)} \sqrt{2F(s, x)} ds = \int_{\phi_0}^{\phi_+} \frac{F_\varepsilon(s, x)}{\sqrt{2F(s, x)}} ds \quad \text{if } J(x) \neq 0.
\]

Using (48), one can directly verify, as \(\varepsilon \searrow 0\), the following limits in the \(C^1\) topology:

\[
f_\varepsilon(\theta, y) \longrightarrow (\phi_+ - \phi_-)^3 f(\theta \phi_+ + (1 - \theta)\phi_-), \quad J_\varepsilon(y) \longrightarrow J_0(y) := (\phi_+ - \phi_-)^2 J(x), \quad S_\varepsilon(y) \longrightarrow S_0(y) := (\phi_+ - \phi_-)^2 S(x) \quad \text{when } J(x) \neq 0,
\]

where \(x\) and \(y\) are related by

\[
y = \int_a^x \frac{dz}{(\phi_+(z) - \phi_-(z))^2}.
\]

Note that \(J_0(y) = 0 \iff J(x) = 0\) and \(S_0(y) = 0 \iff S(x) = 0\). In addition,

\[
J^2 + J_0^2 > 0 \iff J_0^2 + J_0^2 > 0 \quad \Rightarrow \quad \exists \varepsilon_0, \eta > 0 \ni J^2 + J_0^2 \geq \eta \forall \varepsilon \in (0, \varepsilon_0],
\]

\[
S^2 + S_0^2 > 0 \iff S_0^2 + S_0^2 > 0 \quad \Rightarrow \quad \exists \varepsilon_0, \eta > 0 \ni S^2 + S_0^2 \geq \eta \forall \varepsilon \in (0, \varepsilon_0].
\]

These properties ensure that our results in the previous sections apply to (49). Since \(Z_J\) and \(Z_S\) are in an \(O(\varepsilon)\) neighborhood of \(Z_{J_0}\) and \(Z_{S_0}\) respectively, we see that the conclusion for solutions to (19) can be stated with \(Z_J\) and \(Z_S\) being substituted by \(Z_{J_0}\) and \(Z_{S_0}\). Transferring back to the \(x\) variable, we obtain the corresponding results; in particular, layers exist only near \(Z_J\) and spikes only near \(Z_S\) with \(J\) and \(S\) defined by (50).

Finally, we provide an example where

\[
f(u, x) = u^3 - \lambda u + p(x).
\]

It is easy to see that \(f\) can be put into the form (17) provided that

\[
\lambda > 3 \left(1 \frac{1}{2} \|p\|_{L^\infty}\right)^{2/3}.
\]
In such a case, one can calculate, by (50), that

\[ J(x) \propto p(x), \quad S(x) \propto \dot{p}(x) \text{ (when } p(x) \neq 0) \]

Thus, layers exist near the zeros of \( p \), interior multiple spikes exist near non-degenerate negative maxima or positive minima of \( p \), and there exist only interior single spikes near non-degenerate positive maxima and negative minima of \( p \).

When \( p(x) = \cos x \), these results suggest what was, in fact, proved in [AH], namely that solutions exist with layers near odd multiples of \( \pi \) and single spikes at multiples of \( \pi \). There do not exist interior multiple spikes. The methods of this paper also serve to determine the Morse index of these solutions.

**APPENDIX**

**Proof of Lemma 10.1** Since \( F(s, x) \) vanishes quadratically around \( s = \phi_0 \) and linearly around \( s = \phi^* \), all the integrals involved are convergent. Also, differentiating \( F(\phi^*, x) = 0 \) gives us \( F_x(\phi^*, x) + \phi^*_x f(\phi^*, x) = 0 \). For any fixed constant \( a \) between \( \phi_0 \) and \( \phi^* \), we can write

\[
S(x) = \int_{\phi_0}^a \frac{F_x}{\sqrt{2F}} ds + \int_{a}^{\phi^*} \frac{F_x + f \phi^*_x}{\sqrt{2F}} ds + \phi^*_x \sqrt{2F(a, x)}.
\]

A direct differentiation then gives

\[
\frac{d}{dx} S(x) = \int_{\phi_0}^{\phi^*} \frac{F_{xx}}{2F} ds - \int_{\phi_0}^{a} \frac{F_x^2}{(2F)^{3/2}} ds - \int_{a}^{\phi^*} \frac{(F_x + f \phi^*_x)F_x}{(2F)^{3/2}} ds + \int_{a}^{\phi^*} \frac{f \phi^*_x + f_x \phi^*_x}{\sqrt{2F}} ds + \phi^*_x \sqrt{2F(a, x)} + \phi^*_x f_x(a, x) \sqrt{2F(a, x)}.
\]

Note that

\[
\int_{a}^{\phi^*} \frac{f \phi^*_x + f_x \phi^*_x}{\sqrt{2F}} ds = -\phi^*_{xx} \sqrt{2F(a, x)} - \frac{\phi^*_x F_x(a, x) - F_x(\phi^*, x)}{\sqrt{2F(a, x)}} + \int_{a}^{\phi^*} \frac{\phi^*_x (F_x - F_x(\phi^*, x)) f_x}{(2F)^{3/2}} ds.
\]

Thus,

\[
\frac{d}{dx} S(x) = \int_{\phi_0}^{\phi^*} \frac{F_{xx}}{2F} ds - \int_{\phi_0}^{a} \frac{F_x^2}{(2F)^{3/2}} ds - \int_{a}^{\phi^*} \frac{F_x^2 + f F_x(\phi^*, x) \phi^*_x}{(2F)^{3/2}} ds + \frac{\phi^*_x F_x(\phi^*, x)}{\sqrt{2F(a, x)}}.
\]

Here each unstated argument of \( F_x, F_{xx} \), or \( f \) is \((s, x)\). The lemma thus follows by replacing \( \phi^*_x = -F_x(\phi^*, x) / f(\phi^*, x) \) and setting \( a = \phi \). \( \square \)

**Proof of Lemma 10.2** Without loss of generality, we assume that \( \tau_i \) is a local maximum, so that \( f_1 < 0, J(\tau_i) < 0, \dot{u}_{i+1/2} < 0 \) and \( \dot{u}_{i-1/2} > 0 \).

First, we calculate \( \| \rho \|_{R^+} = \| \rho \|_{\tau_{i+1/2} - \dot{z}_{i+1/2}} \). From (31), we see that \( \rho = \frac{\dot{z}}{z} \) at \( z_{i+1/2} \).

Using \( G(u, v, t) = F(u, t) - F(v, t) \), we have \( -G_x(u, u_i, t) + \int_{\tau_i}^{x} G_{xx}(u, u_i, t) dt = -F_x(u, x) + F_x(u_i, \tau_i) + \int_{\tau_i}^{x} F_{xx} dt \) and \(-G(u, u_{i+1}, t) + \int_{\tau_{i+1}}^{x} G_{xx}(u, u_{i+1}, t) dt = \)

Further details...
Then using $\omega_2$, we have

$$\epsilon^2 \dot{u}_{i+1/2}^2 [\rho]_{z_i+1/2=0}^0 = F_x(u_{i+1}, \tau_{i+1}) - F_x(u_i, \tau_i) + \int_{\tau_{i+1}}^{\tau_i} F_{xx}(u(t), t) dt$$

$$- \int_{\tau_{i+1}}^{\tau_{i+1}/2} G^2_x(u, u_{i+1}, t) dt - \int_{\tau_{i+1}/2}^{\tau_{i+1}} G^2_x(u, u_{i+1}, t) dt + O(\epsilon^2).$$

Note that $F_x(u_{i+1}, \tau_{i+1}) = O(f_{i+1}^2) = O(\epsilon^2 |\ln \epsilon|)$. Also, denoting $F^*_x = F_x(\phi^*(\tau_i), \tau_i)$, then $F_x(u_i, \tau_i) = F^*_x + O(\epsilon^2 |\ln \epsilon|)$ since $F$ vanishes linearly at $\phi^*$ and $F_i = O(\epsilon^2 |\ln \epsilon|)$ implies that $\phi^*(\tau_i) - u_i = O(\epsilon^2 |\ln \epsilon|)$. Thus, using a technique similar to that used in the proof of Lemma 4.1, we then obtain

$$\epsilon^2 \dot{u}_{i+1/2}^2 [\rho]_{z_i+1/2=0}^0 = -F^*_x - \epsilon \int_{\phi_i}^{\phi_{i-1}} \left( \frac{F_{xx}}{\sqrt{2F}} - \frac{F^2_x}{(2F)^{3/2}} \right) ds$$

$$- \epsilon \int_{\phi_i}^{\phi_{i-1}} \left( \frac{F^*_x - F^2_x}{(2F)^{3/2}} \right) ds + O(\epsilon^2 |\ln \epsilon|).$$

Here and below each unstated argument of $F_x, F_{xx}$, or $f$ is $(s, \tau_i)$.

Note that we integrate $\dot{z}$ in (32) and use a technique similar to that used in showing (17) to get

$$c(z_{i+1/2} - 0) = 1 + \epsilon c_1, \quad c_1 = -\int_{\phi_i}^{\phi_{i-1}} \frac{F_x - F^*_x}{(2F)^{3/2}} ds + O(\epsilon |\ln \epsilon|).$$

Then using $\omega_2^2 = \epsilon^2 \dot{u}_{i+1/2}^2 \frac{\epsilon^2}{T} = \epsilon^2 (z_{i+1/2} - 0)$ we obtain

$$\frac{f_i^2 \omega^2_R}{\epsilon^2} - \frac{f_i^2 \omega^2_L}{\epsilon^2} = (1 + 2c_1 + \epsilon^2 c_1^2) \epsilon^2 \dot{u}_{i+1/2}^2 [\rho]_{z_i+1/2=0}^0$$

$$= -F^*_x - \epsilon \int_{\phi_i}^{\phi_{i-1}} \left( \frac{F_{xx}}{\sqrt{2F}} - \frac{F^2_x}{(2F)^{3/2}} \right) ds - \epsilon \int_{\phi_i}^{\phi_{i-1}} \left( \frac{F_{xx}}{\sqrt{2F}} - \frac{F^2_x}{(2F)^{3/2}} \right) ds$$

$$+ 2\epsilon F^*_x \int_{\phi_i}^{\phi_{i-1}} \frac{F_x - F^*_x}{(2F)^{3/2}} dx + O(\epsilon^2 |\ln \epsilon|)$$

$$= -F^*_x + \epsilon H(\dot{u}_{i+1/2}) \left\{ \int_{\phi_0}^{\phi_i} \left( \frac{F_{xx}}{\sqrt{2F}} - \frac{F^2_x}{(2F)^{3/2}} \right) ds + \int_{\phi_i}^{\phi_{i-1}} \left( \frac{F_{xx}}{\sqrt{2F}} - \frac{F^2_x}{(2F)^{3/2}} \right) ds \right\}$$

$$+ O(\epsilon^2 |\ln \epsilon|).$$

Similarly, we can calculate $\omega^2_L [\rho]_{L^+} L^- = -\omega^2_L [\rho]_{L^-} R^+$ and obtain the same expression. As $H(\dot{u}_{i+1/2}) = -H(\dot{u}_{i-1/2}) = H(f_i)$, we then obtain

$$\frac{f_i^2}{\epsilon^2} \left\{ \omega^2_L [\rho]_{L^+} + \omega^2_R [\rho]_{R^+} \right\}$$

$$= 2\epsilon H(f_i) \left\{ \int_{\phi_0}^{\phi_i} \left( \frac{F_{xx}}{\sqrt{2F}} - \frac{F^2_x}{(2F)^{3/2}} \right) ds + \int_{\phi_i}^{\phi_{i-1}} \left( \frac{F_{xx}}{\sqrt{2F}} - \frac{F^2_x}{(2F)^{3/2}} \right) ds \right\}$$

$$+ O(\epsilon^2 |\ln \epsilon|).$$

Note that

$$\omega^2_L [\rho]_{L^+} L^- = \frac{\epsilon^2}{f_i} \{ F^*_x + O(\epsilon) \}, \quad \omega^2_R [\rho]_{R^+} R^- = \frac{\epsilon^2}{f_i} \{ -F^*_x + O(\epsilon) \}. $$
Also, by Lemma 7.2 we have

\[ \gamma L_+^R = 2f_i H(f_i) \left\{ \frac{1}{\sqrt{2F(\phi_i, \tau_i)}} - \int_{\phi_i}^{\phi^*_i} \frac{f - f^*}{(2F)^{3/2}} ds \right\} + O(\varepsilon |\ln \varepsilon|). \]

It then follows that

\begin{align*}
\omega_{L+}^2 \omega_{R-}^2 = & \varepsilon^2 \left( L_+^R \left\{ \int_{\phi_i}^{\phi^*_i} \frac{F_x}{\sqrt{2F}} ds + \int_{\phi_i}^{\phi^*_i} \frac{F_x}{\sqrt{2F}} \right\} + O(\varepsilon |\ln \varepsilon|) \right)
\end{align*}

\begin{align*}
\omega_{L+}^2 \omega_{R-}^2 = & \frac{2\varepsilon^4 H(f_i)}{f_i^2} \left\{ \int_{\phi_i}^{\phi^*_i} \frac{F_x}{\sqrt{2F}} ds + \int_{\phi_i}^{\phi^*_i} \frac{F_x}{\sqrt{2F}} \right\} + O(\varepsilon |\ln \varepsilon|)
\end{align*}

Finally, using

\[ \omega_{L+}^2 \omega_{R-}^2 = \frac{\varepsilon^8 \dot{u}^2_i + \dot{u}^2_i}{f_i^4} [1 + O(\varepsilon)], \]

we then obtain the assertion of the lemma.

**Proof of Lemma 10.3** The proof follows the same lines as in the proof of the previous lemma, with the simplification that all the integrals for the coefficient of \( \varepsilon \) be replaced by \( O(1) \). In particular, \( F_x(u_{i \pm 1}, \tau_{i \pm 1}) = O(f_i^2) = O(\varepsilon) \). We omit the details. \( \square \)
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