EXPLICIT BOUNDS FOR THE FINITE JET DETERMINATION PROBLEM

BERNHARD LAMEL

ABSTRACT. We introduce biholomorphic invariants for (germs of) rigid holomorphically nondegenerate real hypersurfaces in complex space and show how they can be used to compute explicit bounds on the order of jets for which biholomorphisms of the hypersurface are determined uniquely by their jets. The main result which allows us to derive these bounds is a theorem which shows that solutions of certain singular analytic equations are uniquely determined by their 1-jet.

1. Introduction

The work on determination of holomorphic maps between real submanifolds of complex spaces by jets of finite order probably starts with Poincaré’s famous paper [12]. Although we will not give a historical introduction here (the survey article by Zaitsev [16] is recommended to the interested reader), we do want to mention some results which help put our theorems in context.

The following notation will be used throughout this paper: Given two germs $(M, p_0)$ and $(M', p'_0)$ of real analytic hypersurfaces in $\mathbb{C}^N$ and a germ of a biholomorphism $H$ of $\mathbb{C}^N$ defined in a neighbourhood $U$ of $p_0$ which satisfies $H(p_0) = p'_0$ and for some neighbourhood $V \subset U$ of $p$, $H(M \cap V) \subset M'$, we write $H : (M, p_0) \rightarrow (M', p'_0)$.

Given germs of real analytic hypersurfaces $(M, p_0)$ at $p_0$ and $(M', p'_0)$ at $p'_0$, respectively, we say that the biholomorphisms from $(M, p_0)$ to $(M', p'_0)$ are determined by their jets of order $k$ if any two (germs of) biholomorphisms $H, \tilde{H} : (M, p_0) \rightarrow (M', p'_0)$ with

$$\frac{\partial^{|\alpha|} H}{\partial Z^\alpha}(p_0) = \frac{\partial^{|\alpha|} \tilde{H}}{\partial Z^\alpha}(p_0), \quad |\alpha| \leq k,$$

actually agree, that is, $H(Z) = \tilde{H}(Z)$ for all $Z$ in a neighbourhood of $p_0$.

If we write $\text{Aut}(M, p_0)$ for the group of automorphisms of $M$, that is, biholomorphisms $H : (M, p_0) \rightarrow (M, p_0)$, this question is equivalent to studying the injectivity of the map which associates to a map $H \in \text{Aut}(M, p_0)$ its $k$-jet. Actually, if the automorphisms of $(M, p_0)$ are determined by their $k$-jets, so are the biholomorphisms from $(M, p_0)$ to $(M', p'_0)$ for all $(M', p'_0)$ (this is easy to see by composing with a fixed biholomorphism; see [10]).

The first class of hypersurfaces for which finite jet determination results were established is the class of Levi-nondegenerate hypersurfaces. These results are due
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to Cartan [7], [8] in the 2-dimensional case and, for higher dimensions, to Chern and Moser [9] and Tanaka [14]. They prove that for Levi-nondegenerate hypersurfaces biholomorphisms are already determined by their 2-jets. This bound is sharp since maps between quadrics depend on their second order jet.

The next class of hypersurfaces for which finite jet determination was proved is the class of \textit{finitely nondegenerate} hypersurfaces (introduced by Baouendi, Huang and Rothschild [4]). Here, the result (due to Baouendi, Ebenfelt and Rothschild [1]) is that for an \( \ell \)-nondegenerate hypersurface the maps are determined by the jets of order \( 2\ell \). However, we know that this bound, in contrast to the Levi-nondegenerate case, is not sharp.

Finite jet determination was also proved for the class of essentially finite hypersurfaces by Baouendi, Ebenfelt and Rothschild [2]. However, for this class we do not know any good bounds on \( k \) yet.

One of the results of Baouendi, Mir and Rothschild [5] is that if \((M,p_0)\) is holomorphically nondegenerate (that is, if there does not exist a germ of a holomorphic \((1,0)\)-vector field at \( p_0 \) tangent to \( M \)) and of finite type, then finite jet determination also holds. This result completely solves the problem in the finite type case, as it is known that holomorphic nondegeneracy is necessary for finite determination, apart from the question of how big \( k \) is.

Motivated by these results, we study the question of how \( k \) is determined by geometric invariants of \( M \). We have already cited some results in this direction above. Another result, due to Ebenfelt, Zaitsev and myself [10], is that for a finite type hypersurface in \( \mathbb{C}^2 \), \( k = 2 \) suffices. It is not true, though, that for \( N > 2 \), automorphisms of hypersurfaces (even of finitely nondegenerate ones) in \( \mathbb{C}^N \) are determined by a jet whose order does only depend on \( N \), as the following example shows.

\textbf{Example 1.} For \( \ell \geq 2 \), let \( M \subset \mathbb{C}^3 \) be the real hypersurface defined by

\[
\text{Im } w = |z_1|^2 + \text{Re } z_1^\ell \bar{z}_2,
\]

where \((z_1, z_2, w)\) are the coordinates in \( \mathbb{C}^3 \). \( M \) is of finite type and finitely nondegenerate at 0. For any \( a \in \mathbb{R} \), the polynomial automorphism

\[
H_a(z_1, z_2, w) = (z_1, z_2 + iaz_1^\ell, w)
\]

sends \((M, 0)\) into itself, and its \((\ell - 1)\)-jet at 0 coincides with that of the identity.

In this paper, we will only discuss the case of a \textit{rigid} hypersurface, that is, a hypersurface which can be defined by an equation of the form

\[
w - \bar{w} = q(z, \bar{z}), \quad (z, w) \in \mathbb{C}^n \times \mathbb{C} = \mathbb{C}^N.
\]

Even though many of the considerations in the following sections apply to more general classes of hypersurfaces, we limit the discussion to this case, as it is more tractable and the results for the rigid case are distinct. Our main result improves the known results for this special case. The invariants \( m_0 \), \( m_1 \) and \( \ell \) used in this theorem will be introduced below and are relatively easy to compute (\( m_0 \) and \( m_1 \) are defined in Definition 4 and \( \ell \), defined in (6) below, is actually the \textit{Levi-number} of \( M \)).

\textbf{Theorem 1.} Let \((M,p_0), (M',p'_0)\) be germs of rigid, holomorphically nondegenerate real-analytic hypersurfaces in \( \mathbb{C}^N \). If \( H \) and \( \tilde{H} \) are germs of biholomorphisms...
taking \((M, p_0)\) to \((M', p'_0)\) and
\[
\frac{\partial^{(\alpha)} H}{\partial Z^\alpha}(p_0) = \frac{\partial^{(\alpha)} \tilde{H}}{\partial Z^\alpha}(p_0), \quad |\alpha| \leq m_1 - m_0 + \ell + 1,
\]
then \(H = \tilde{H}\).

The bound in this theorem is actually sharp for some special classes of hypersurfaces which will be mentioned in the text (see Example 3 below). However, in general we do not know whether the bound provided by Theorem 1 is optimal.

Our argument is based on the solution of a quite different form of 1-jet determination problem: Assume that \(A(z) = (A_1(z), \ldots, A_n(z))\) is a germ of a generically finite mapping \((\mathbb{C}^n, 0) \to (\mathbb{C}^n, 0)\). Recall that generically finite means that \(\det A'(z) \neq 0\) as elements of \(\mathbb{C}\{z\}\). If we solve an equation of the form \(A(X) = b(z)\) for \(X\) in terms of \(z\), where we only allow automorphisms \((\mathbb{C}^n, 0) \to (\mathbb{C}^n, 0)\) as solutions, how unique are the solutions? The answer is provided by the following theorem.

**Theorem 2.** Let \(A(z) = (A_1(z), \ldots, A_n(z))\) be a germ of a generically finite mapping \((\mathbb{C}^n, 0) \to (\mathbb{C}^n, 0)\). If \(u(z): (\mathbb{C}^n, 0) \to (\mathbb{C}^n, 0)\) and \(v(z): (\mathbb{C}^n, 0) \to (\mathbb{C}^n, 0)\) are germs of biholomorphisms with \(A(u(z)) = A(v(z))\) and \(u'(0) = v'(0)\), then \(u = v\).

This theorem is the technical heart of this paper. The proof is given in Section 3. Actually, Theorem 2 is well known and easy to prove in the case of a finite mapping \(A\), which can also take values in a higher-dimensional space \(\mathbb{C}^k\), \(k > n\). This version actually also follows from the theorem above.

2. **Holomorphic nondegeneracy and Segre varieties**

Let us first recall the notion of normal coordinates for a real analytic hypersurface. Coordinates \(Z = (z, w) = (z_1, \ldots, z_n, w) \in \mathbb{C}^n \times \mathbb{C}\) in \(\mathbb{C}^N\) are called normal coordinates for \(M\) at \(p_0\) if in these coordinates \(p_0 = 0\) and if there exists a holomorphic function \(Q(z, \chi, \tau)\) satisfying \(Q(0, \chi, \tau) = Q(0, \chi, \tau) = \tau\) defined in a neighbourhood of \(0 \in \mathbb{C}^{2n+1}\) such that for some neighbourhood \(U\) of \(0 \in \mathbb{C}^N\),
\[
M \cap U = \{Z \in U : w = Q(z, \bar{z}, \bar{w})\}.
\]

\(M\) is then also given by \(\bar{w} = \bar{Q}(\bar{z}, z, w)\), and \(Q\) satisfies the reality condition \(Q(z, \chi, \bar{Q}(\chi, z, w)) = w\).

If \(M\) is a rigid hypersurface given by \(w - \bar{w} = q(z, \bar{z})\), then \((z, w)\) are normal coordinates for \(M\) if \(q\) satisfies \(q(0, \chi) = 0\).

Following Stanton [13], a germ of a real analytic hypersurface \((M, p_0)\) is holomorphically nondegenerate if there does not exist a germ of a nontrivial holomorphic \((1, 0)\)-vector field tangent to \(M\), that is, if there does not exist a vector field
\[
X = \sum_j a_j(Z) \frac{\partial}{\partial Z_j}, \quad a_j \in \mathcal{O}_{p_0},
\]
which is tangent to \(M\) near \(p_0\).

It is well known (a proof of this fact can be found in the paper of Baouendi and Rothschild [6]) that \((M, p_0)\) is holomorphically nondegenerate if and only if, writing \(Q(\chi, Z) = \sum b_\alpha(Z)\chi^\alpha\), there exist \(\alpha_1, \ldots, \alpha_n\) such that the mapping \((b_{\alpha_1}, \ldots, b_{\alpha_n})\) is generically finite.
In particular, a rigid hypersurface given by \( w - \bar{w} = q(z, \bar{z}) = \sum_{\alpha} q_{\alpha}(z)z^{\alpha} \) is holomorphically nondegenerate if and only if there exist \( \alpha_1, \ldots, \alpha_n \) such that the mapping \( (q_{\alpha_1}, \ldots, q_{\alpha_n}) \) is generically finite.

We will need a numerical invariant associated to holomorphic nondegeneracy in this paper. Since this invariant can be defined for a general real analytic hypersurface, we will not restrict ourselves to the rigid case here.

To prepare for the definition, we recall that if \( M \) is given in normal coordinates by \( w = Q(z, \bar{z}, \bar{w}), M' \) similarly by \( w' = Q'(z', \bar{z}', \bar{w}') \) and \( H = (f, g) \) is a biholomorphic map, then

\[
(1) \quad Q'(f(z, Q(z, \chi, \tau)), \bar{f}(0, Q(z, \chi, \tau)), g(0, Q(z, \chi, \tau))) = Q'(f(z, Q(z, \chi, \tau)), \bar{f}(\chi, \tau), g(\chi, \tau)).
\]

We write \( Q(z, \chi, \tau) = \tau + \sum q_{\alpha,0}(\chi)z^{\alpha} \), and we also write \( q_{\alpha,0} = q_{\alpha} \), with the analog notation for \( Q' \). Setting \( \tau = 0 \) in (1), we then obtain

\[
(2) \quad g(0, Q(z, \chi, 0)) = \sum q_{\alpha}^{\prime}(\bar{f}(0, \chi), 0)f(z, Q(z, \chi, 0))^\alpha
- \sum q_{\alpha,0}^{\prime}(\bar{f}(0, Q(z, \chi, 0)))f(z, Q(z, \chi, 0))^\alpha g(0, Q(z, \chi, 0))^\alpha.
\]

In the next lemma, we introduce a sequence of rings, which are invariantly attached to \( (M, 0) \). We write \( q(\chi) = (q_{e_1}(\chi), \ldots, q_{e_n}(\chi)) \).

**Lemma 3.** Let \( (M, 0), (M', 0) \) be germs of real-analytic hypersurfaces in \( \mathbb{C}^n, (z, w) \) normal coordinates for \( M \), \( (z', w') \) normal coordinates for \( M' \), so that \( M \) is given by \( w = Q(z, \bar{z}, \bar{w}) \) and similarly \( M' \), and \( H = (f, g) : (M, 0) \to (M', 0) \) a biholomorphism. Define increasing chains of subrings \( R_k, R_k' \) by

\[
R_0 = \mathbb{C}\{q(\chi)\} \subset \mathbb{C}\{\chi\},
R_k = R_0[q_{\alpha}(\chi) : (|\alpha|) \leq k] \subset \mathbb{C}\{\chi\},
\]

with the analog notation for the objects attached to \( M' \). (Note by the way that if \( m_0 \neq 1, R_0 = \mathbb{C} \).) Then

\[
(4) \quad R_k' \circ \bar{f}(\chi, 0) = R_k.
\]

**Proof.** The statement for \( k = 0 \) is left to the reader. Note that it suffices to prove \( R_k \subset R_k' \circ \bar{f}(\chi, 0) \), since \( f(z, 0) \) is a germ of a biholomorphism in \( \mathbb{C}^n \). If \( k > 0 \), let us assume that \( R_{k-1}' = R_{k-1} \circ \bar{f}(\chi, 0) \). We examine the coefficient of \( z^\alpha \), where \( |\alpha| = k \), in (2). On the left-hand side, we obtain \( \bar{g}_1(0)q_{\alpha}(\chi) \) and a polynomial in \( q_{\beta}(\chi) \), where \( \beta < k \). On the right-hand side, we get

\[
\sum_{\beta < k} q_{\beta}'(\bar{f}(\chi, 0))K_{\alpha}^\beta,
\]

a polynomial in \( q_{\beta}'(\bar{f}(\chi, 0)) \), where \( \beta < k \), and a polynomial in \( q_{\beta} \), where \( \beta < k \) (observe that \( q_{\alpha,0}'(0) = 0 \)). We have used the notation \( K_{\alpha}^\beta \) to stand for the coefficient of \( z^\alpha \) in

\[
\prod_{l=1}^{n} \left( \sum_{j=1}^{n} f_{l,z_j}(0)z_j + f_{l,w}(0)q_{e_j}(\chi)z_j \right) = K_{\alpha}^\beta.
\]
Hence, since \((K_{\mathcal{O}})^{0}\) is invertible in a neighbourhood of 0, and the entries of the inverse are given by power series in \(q(\chi)\), \(R_k \subset R_k' \circ \bar{f}(\chi,0)\), and the induction is finished.

We will use this lemma to introduce two invariants. Before we do that, we need one more notation. For a subring \(R \subset \mathbb{C}\{\chi}\), we denote by \(\text{rk} R\) the maximal number of elements of \(R\) with generically linearly independent differentials. Here, generically linearly independent is understood as independent over the field of fractions of \(\mathbb{C}\{\chi}\). We note that \(\text{rk} R\) is the same as the generic rank of the differentials of any subset \(S \subset \mathbb{C}\{\chi}\) which generates \(R\) as a subring. This is the reason why we have to deal with subrings here, as the following example shows.

**Example 2.** Consider the ideal \(I = (z) \subset \mathbb{C}\{z, w\}\). Then the functions \(z \in I\) and \(zw \in I\) have generically linearly independent differentials, but \(I\) is generated by only one function.

**Definition 4.** Let \((M, 0)\) be a germ of a real-analytic hypersurface in \(\mathbb{C}^N\), and define \(R_k\) by \((\ref{Eq:Rk})\). We define

\[
(5) \quad m_0 = \min\{k: R_k \neq \mathbb{C}\}, \quad m_1 = \min\{k: \text{rk} R_k = n\}.
\]

We note that \(1 \leq m_0 \leq m_1\), \(m_0 < \infty\) if and only if \(M\) is of finite type at 0, and if \(M\) is rigid, \(m_1 < \infty\) if and only if \(M\) is holomorphically nondegenerate at 0. It is also easy to see that if \(M\) is \(k\)-nondegenerate at 0, then \(m_1 \leq k\). In Example 1, we have \(m_0 = 1\) and \(m_1 = l\).

For our next invariant, we will first give a geometric description (for the expert reader, we note now that this invariant will be seen to be the Levi-number of \(M\), which is formulated in Lemma \(\square\) below). For a point \(P \in \mathbb{C}^N\), denote by \(E_P^k\) the space of \(k\)-jets of complex hypersurfaces passing through \(P\), and denote by \(e_P^k\) the mapping which to a germ of a complex hypersurface at \(P\) associates its \(k\)-jet at \(P\) (for more information on the jet spaces used here, we refer the reader to, e.g., the discussion in the paper of Zaitsev [15]). We write \(S_\zeta\) for the Segre variety associated to \(\zeta\), that is, the complex hypersurface given by \(w = Q(z, \zeta)\) (the basic facts on Segre varieties used here can be found in the book [3]). For each \(k \in \mathbb{N}\) and \(Z \in S_\zeta\) sufficiently close to 0, \(\Phi^k_Z : S_Z \to E_Z^k\), \(\Phi^k_Z(\zeta) = e_Z^k S_\zeta\) defines a germ of an antiholomorphic map at 0. We define

\[
(6) \quad s = \min\{k: \text{rk} E^k_Z = n\}
\]

Our next lemma helps us understand this invariant in normal coordinates.

**Lemma 5.** Let \(M\) be a rigid hypersurface given in normal coordinates near 0 by \(w - \bar{w} = q(z, \chi)\). Write \(R_k^\chi\) for the subring of \(\mathbb{C}\{\chi\}\) generated by the set \(\{\bar{q}_{\alpha}(\chi, z, 0): 1 \leq |\alpha| \leq k\}\). Then

\[
(7) \quad s = \min\{k: \text{rk} R^\chi_k = n\}
\]

for generic \(z \in \mathbb{C}^n\).

In particular, if \(M\) is holomorphically nondegenerate, then \(s \leq m_1 < \infty\).

**Proof.** We only need to unwind the definitions; it is understood that all points have to be restricted to lie close by 0. First, if \(M\) is given in normal coordinates, then the first Segre variety through 0 is just the complex hyperplane \(w = 0\). Thus, we have to compute the Segre varieties through points of the form \((z_0, 0)\). We have \(S_{(z_0, 0)} = \{(\bar{\chi}, \bar{\tau}): \bar{\tau} = q(\bar{\chi}, z_0)\}\). Thus, for \(\zeta \in S_{(z_0, 0)}\), \(S_{\zeta} = \{(z, w): w = q(z, \chi) + \bar{q}(\chi, z_0)\}\). This means that we are actually given a parametrization of \(S_{\zeta}\).
over the plane \( w = 0 \), and we can choose coordinates in \( E^k_{(z_0,0)} \) by declaring that 
\( e^k_{z_0}(w = \varphi(z)) = (\varphi_{z^n}(z_0))_{|\alpha| \leq k} \). We choose \( \bar{\chi} \) as the coordinate on \( S_{(z_0,0)} \). The mapping \( \Phi^k_{(z_0,0)} \) is thus given by
\[
\Phi^k_{(z_0,0)}(\bar{\chi}) = (q_{z^n}(z_0,\chi))_{1 \leq |\alpha| \leq k}.
\]

**Example 3.** Let \( M \) be a hypersurface given by \( \text{Im} w = \sum_{j=1}^{k} |f_j(z)|^2 \), where \( f_j \in \mathbb{C}\{z\} \) and the mapping \( (f_1, \ldots, f_k) \) is generically finite (e.g., if the ideal generated by the \( f_j \) has finite codimension). Then \( s = 1 \): Indeed, computing the mapping \( \Phi^1_z \), we see that it is given by
\[
\Phi^1_z(\bar{\chi}) = 2i \sum f(\chi)f_{1,z}(z),
\]
so its Jacobian is given by
\[
2i \begin{vmatrix}
 f_{z_1}(z) \cdot f_{\chi_1}(\chi) & \cdots & f_{z_1}(z) \cdot f_{\chi_n}(\chi) \\
 \vdots & \ddots & \vdots \\
 f_{z_n}(z) \cdot f_{\chi_1}(\chi) & \cdots & f_{z_n}(z) \cdot f_{\chi_n}(\chi)
\end{vmatrix},
\]
which is generically nonzero since by assumption \( f_{z_1}, \ldots, f_{z_n} \) are generically independent.

**Example 4.** We can now also describe a class of hypersurfaces for which determination by 2-jets is guaranteed by Theorem 1 and for which this is optimal. Indeed, consider the class of rigid hypersurfaces of the form
\[
w - \bar{w} = \sum_{|\alpha| = d} q_\alpha(\chi)z^\alpha,
\]
where \( q_\alpha \) is homogeneous of degree \( d \) (that is, \( q \) is bihomogeneous of degree \( d \)). A hypersurface of this form is holomorphically nondegenerate if and only if \( \chi \mapsto (q_\alpha(\chi))_{|\alpha| = d} \) is generically finite. In this case, Theorem 1 implies that the biholomorphisms of such a hypersurface are determined by their 2-jets. The bound is realized for this particular class of hypersurfaces since they possess the one-parameter family of automorphisms given by
\[
z \mapsto \frac{z}{(1 - tw)^{\frac{d}{2}}}, \quad w \mapsto \frac{w}{1 - tw},
\]
which are determined by their 2-jets. A particular example is given by hypersurfaces of the form
\[
w - \bar{w} = 2i \sum_{\alpha} |z^\alpha|^2,
\]
where the \( \alpha \) range over a set of multi-indices containing multi-indices \( \alpha^j = (\alpha^j_1, \ldots, \alpha^j_n) \), \( j = 1, \ldots, n \), with \( \det(\alpha^j_k) \neq 0 \).

**Example 5.** The light cone \( M \subset \mathbb{C}^3 \) given (in nonnormal coordinates) by \((\text{Re} z_1)^2 + (\text{Re} z_2)^2 = (\text{Re} z_3)^2\) has \( s = 2 \), as the next lemma shows.

Let us recall that a holomorphically nondegenerate hypersurface is actually \( \ell \)-nondegenerate for some \( \ell \leq n \) at all points outside a proper real-analytic subvariety of \( M \). This number is called the Levi-number of \( M \) and was introduced in the paper of Baouendi, Huang and Rothschild [4].
Lemma 6. Let $(M, p_0)$ be a germ of a rigid holomorphically nondegenerate hyper-surface in $\mathbb{C}^n$. Then $s = \ell$, the Levi number of $M$.

The proof of this lemma is contained in the book of Baouendi, Ebenfelt and Rothschild \[3\] in Chapter XI, so we do not reproduce it here.

3. Determination along $S_0$

We will now determine $H$ along $S_0$, which in normal coordinates is just the plane $w = 0$. We now assume that $M$ is a rigid, holomorphically nondegenerate hypersurface. We will also only deal with automorphisms $H$ of this hypersurface; as noted in the Introduction, the more general results on determination of biholomorphisms follow from these.

Lemma 7. For $\alpha \in \mathbb{N}^n$, $|\alpha| \geq m_0$, there exist rational functions $p_\alpha$ which only depend on $M$ such that

\[
q_\beta(\bar{f}(\chi, 0)) = p_\beta(q, \bar{jk}_iH, \bar{jk}_iH),
\]

where $k \leq |\alpha| - m_0 + 1$ and $q$ stands for $q_\alpha$ and its derivatives, evaluated at either $\chi$ or 0, for $|\alpha| \leq |\beta|$.

Proof. We extract the coefficient of $\chi^\alpha$ in (2), which for a rigid hypersurface we rewrite as

\[
g(0, q(z, \chi, 0)) = \sum q_\alpha(\bar{f}(\chi, 0))f(z, Q(z, \chi, 0))^\alpha - \sum q_\alpha(\bar{f}(0, Q(z, \chi, 0)))f(z, Q(z, \chi, 0))^\alpha,
\]

using induction on $|\alpha|$. For $|\alpha| = m_0$, following the proof of Lemma \[3\] we see that

\[
g_\alpha(0)q_\alpha(\chi) = \sum_{|\beta| = m_0} q_\beta(\bar{f}(\chi, 0))K_\alpha^\beta(\chi).
\]

Now note that $K_\alpha^\beta(0)$ is an invertible matrix whose entries are (linear) polynomials in $\bar{jk}_i f$ and $q_\gamma(\chi)$. Multiplying equation (12) by the inverse of $K_\alpha^\beta$, we obtain (10) for $|\alpha| = m_0$. For $|\gamma| = m > m_0$, we assume that we have (10) for $|\beta| < |\gamma|$. We now extract the coefficient of $z^\gamma$ in (2). On the left-hand side, developing in a Taylor series, we get

\[
\sum_{1 \leq \ell \leq |\gamma|} \frac{\bar{g}_\ell(0)}{\ell!} \left( \sum_{\gamma_1 + \cdots + \gamma_\ell = \gamma} q_{\gamma_1}(\chi) \cdots q_{\gamma_\ell}(\chi) \right).
\]

We note that since $m_0 \geq 1$, $\ell \leq |\gamma|$, and so only derivatives of $g$ of the order claimed in the lemma appear; furthermore, only $q_\gamma(\chi)$ for $|\beta| \leq |\gamma|$ appear in the sum.

Now let us turn to the right-hand side. We start with the first sum. Developing $f$ into a Taylor series, it is easy to see that only derivatives of order at most $|\gamma|$ can appear. Also, only $q_\beta(\bar{f}(\chi, 0))$ for $|\beta| \leq |\gamma|$ can appear. For those with $|\beta| < |\gamma|$, we use the induction hypothesis and replace them by the rational functions (10).

The part with $|\beta| = |\gamma|$ is then

\[
\sum_{|\beta| = |\gamma|} q_\beta(\bar{f}(\chi, 0))K_\alpha^\beta(\chi).
\]
From the second sum on the right-hand side, it is easy to see that (after applying the induction hypothesis) only terms allowed in the $p_\beta$ enter. Hence, we have equations of the form
\begin{equation}
\sum_{|\beta|=|\gamma|} q_\beta \tilde{f}(x,0) ) K^\beta_{\gamma}(x) = r_\gamma(q, j_0, H, \tilde{j}_0 H), \quad |\gamma| = m.
\end{equation}

Applying the inverse matrix of $K^\beta_{\gamma}$, we obtain (10) for $|\beta| = m$, and the induction is finished. \hfill \square

For the next step, we will need to apply Theorem 2 so we include its proof here.

**Proof of Theorem 2.** By considering $u \circ v^{-1}$ we see that it is enough to prove the theorem for $v(z) = z$. We start by writing
\begin{equation}
A(y) - A(x) = \int_0^1 A'(ty + (1-t)x) \, dt \, (y-x) = R(x, y)(y-x).
\end{equation}

Setting $y = u(z)$, $x = z$, we see that
\begin{equation}
R(z, u(z))(u(z) - z) = 0.
\end{equation}

It is thus enough to show that under our assumptions, $\det R(z, u(z)) \neq 0$ (in $\mathbb{C}\{z\}$).

Expanding $A_j$ into homogeneous terms,
\begin{equation}
A_j(z) = \sum_{k \geq k_j} A_{j,k}(z), \quad A_{j,k}(tz) = t^k A_{j,k}(z),
\end{equation}
we see that since $u(z) = z + O(2)$, $\det R(z, u(z)) \neq 0$ provided that
\begin{equation}
\left| A_{1,k_1}'(z) \cdots A_{n,k_n}'(z) \right| \neq 0.
\end{equation}

We thus move to proving (19).

Let us denote the order of vanishing of the function $\det A'(z)$ by $m$. We define $l = m - n - \sum_j k_j$. By the definition of the $k_j$ we see that $0 \leq l$; furthermore, (19) is fulfilled if and only if $l = 0$. We finish the proof by giving a procedure to replace $A$ by a map $\tilde{A}$ with $l < l$ if $0 < l$.

So let us assume that
\begin{equation}
\left| A_{1,k_1}'(z) \cdots A_{n,k_n}'(z) \right| \equiv 0.
\end{equation}

By Theorem II, p. 134, vol. 1, this implies that there is a nonzero polynomial $P(x_1, \ldots, x_n) \in \mathbb{C}[x_1, \ldots, x_n]$ such that
\begin{equation}
P(A_{1,k_1}(z), \ldots, A_{n,k_n}(z)) = 0.
\end{equation}

Since the $A_{j,k_j}$ are homogeneous, we may assume that $P$ is weighted homogeneous (where $x_j$ has weight $k_j$), and we choose $P$ such that its weighted degree $d$ is minimal with respect to the property (21). Thus, reordering, we may assume that $P(A_1, \ldots, A_n)$ vanishes to order $d + s$, where $s > 0$ and $d \geq k_1$, while $P_2(A_1, \ldots, A_n)$ vanishes to order $d - k_1$. Now let $\tilde{A}_1 = P(A_1, \ldots, A_n)$, and $\tilde{A}_j = A_j$. We have
\begin{equation}
\left| \tilde{A}_1' \cdots \tilde{A}_n' \right| = P_2(A_1, \ldots, A_n) \left| A_1' \cdots A_n' \right|,
\end{equation}
so that $\tilde{m} = m + d - k_1$. On the other hand, $\tilde{k}_1 = d + s$ and $\tilde{k}_j = k_j$ for $j \geq 2$, so that $\tilde{l} = \tilde{m} - n - \sum \tilde{k}_j = l - s < l$ as claimed. \hfill \square

Combining Lemma 7 and Theorem 2 we arrive at the following.
Proposition 8. Assume that $H, \hat{H}$ are two automorphisms of $M$ with $j^k_0 H = j^k_0 \hat{H}$ for $k \leq m_1 - m_0 + 1$. Then $f(z, 0) = \tilde{f}(z, 0)$.

We will now determine $j^k_0 (z, 0) H$ from $j^k H$. Even though the technique is similar to how we obtained Proposition 8 (we will extract coefficients of power series and use the resulting equations), this step is different, as we now essentially solve linear equations. We assume that $M$ is rigid and given by $w - \tilde{w} = q(z, \chi) = \sum q_\alpha(\chi) z^\alpha$.

Proposition 9. For $\alpha \in \mathbb{N}^n$ and $\mu \in N$ there exist rational functions $p_{\alpha, \mu}$ which only depend on $M$ such that

\begin{equation}
q_{\alpha, \chi}(\tilde{f}(\chi, 0)) \tilde{f}_{w^\mu}(\chi, 0) = p_{\alpha, \mu}(\chi, j^k_0 H, j^k_0 \hat{H}, j^r_0(\chi, 0) \hat{H}),
\end{equation}

where $k \leq |\alpha| - m_0 + \mu + 1$ and $r < \mu$.

Proof. Our starting point is equation (1), which we rewrite as

\begin{equation}
\bar{g}(0, \tau + q(z, \chi)) = \bar{g}(\chi, \tau) + \sum q_{\alpha}(\tilde{f}(\chi, \tau)) f(z, \tau + q(z, \chi))^\alpha
\end{equation}

\[- \sum q_{\alpha}(\tilde{f}(0, \tau + q(z, \chi))) f(z, \tau + q(z, \chi))^\alpha.

We are now going to deal with the extraction of the coefficient of $z^\alpha \tau^\mu$ in equation (24), and the proof consists of a double induction on $\mu$ and $|\alpha|$. We actually have (24) for $\mu = 0$ in Lemma 1, so we can assume that $\mu \geq 1$ and $|\alpha| \geq m_0$.

Let us also remark here that $\bar{g}_{w^k}(\chi, 0)$ is completely determined by derivatives $\bar{g}_{w^k}(0)$ where $k \leq l$ and $\tilde{f}_{w^k}(\chi, 0)$ where $k < l$. This can be seen from (24) by isolating the coefficients of $\tau^k$, and the proof of this fact is left to the reader.

We start by expanding the left-hand side:

\[\bar{g}(0, \tau + q(z, \chi)) = \sum \bar{g}_{w^\mu}(0) \left( \tau + \sum \beta q_{\beta}(\chi) z^\beta \right)^\ell.\]

The general term coming from this sum is thus

\[\frac{\bar{g}_{w^\mu}(0)}{\ell!} \prod_{j=1}^k q_{\beta, \tau^{\ell-k} z^{\sum \beta_j}}.\]

It follows that the coefficient of $z^\alpha \tau^\mu$ on the left-hand side of this equation is a polynomial in $\bar{g}_{w^\mu}(0)$, where $\ell = \mu + k \leq \mu + |\alpha|/m_0 \leq \mu + |\alpha| - m_0 + 1$.

Let us now turn to the right-hand side. The first term does not contribute. We develop the second term in a power series in $(z, \tau)$. From the first factor $q_{\beta}(\tilde{f}(\chi, \tau))$ of a summand we only get $\tau$'s; only derivatives of the form $\tilde{f}_{w^\ell}(\chi, 0)$ where $\ell \leq \mu$ can appear, and the term containing an $\tilde{f}_{w^\ell}(\chi, 0)$ is $q_{\beta, \chi}(\tilde{f}(\chi, 0)) \tilde{f}_{w^\mu}(\chi, 0)$. Only the $\beta$ with $|\beta| \leq |\alpha|$ can appear with this term, and the terms containing $|\beta|$ with $|\beta| = |\alpha|$ are just

\begin{equation}
\sum_{|\beta| = |\alpha|} q_{\beta, \chi}(\tilde{f}(\chi, 0)) \tilde{f}_{w^\mu}(\chi, 0) K_{\alpha}^\beta(\chi).
\end{equation}

For the terms with $|\beta| < |\alpha|$, we use the induction hypothesis.

Expanding the other terms and the second sum on the right-hand side, it is easy to see that only terms with lower order derivatives enter. So applying the inverse matrix of $K_{\alpha}^\beta$, we finish the induction step. \qed
An induction on the result in Proposition 9, Proposition 8 and the remark at the beginning of the proof above now easily yield the following theorem.

**Theorem 10.** Assume that $H$, $\hat{H}$ are two automorphisms of $(M,0)$ with 

$$j_0^{m_1-m_0+k+1}H = j_0^{m_1-m_0+k+1}\hat{H}.$$ 

Then $j_Z^kH = j_Z^k\hat{H}$ for $Z \in S_0$.

4. **Proof of Theorem 1**

We have now gathered all we need to prove our main theorem. Let us denote by $U \subset S_0$ the dense open set provided by the definition of $s$ and Lemma 6 such that $\Phi^s_Z$ is generically finite for $Z \in U$. Writing $Z' = H(Z) = \hat{H}(Z)$ for $Z \in S_0$, by Theorem 10 we have the following diagram:

$$
\begin{array}{c}
S_Z \xrightarrow{\Phi^s_Z} E^s_Z \xleftarrow{\Phi^s_Z} S_Z \\
\downarrow \quad \quad \downarrow \quad \quad \downarrow \\
H \xrightarrow{j_Z^kH = j_Z^k\hat{H}} S_{Z'} \xleftarrow{\Phi^s_{Z'}} E^s_{Z'} \xrightarrow{\Phi^s_{Z'}} S_{Z'}
\end{array}
$$

Hence, $\Phi^s_{H(Z)} \circ H = \Phi^s_{\hat{H}(Z)} \circ \hat{H}$ on $S_Z$ for $Z \in U$. But by Theorem 2 again, this implies $H = \hat{H}$ on $S_Z$ for $Z \in U$; since $\bigcup_{Z \in U} S_Z$ contains an open set in $\mathbb{C}^N$, the identity principle now gives us that $H = \hat{H}$ near 0. The theorem is proved.
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