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ABSTRACT. In this paper we give a Zelevinsky type classification of unramified irreducible representations of split classical groups.

INTRODUCTION

Generic irreducible representations of quasi–split classical groups were classified by the author in ([M1], [M2], [M3]) for local non–archimedean fields of characteristic zero. The classification consists of three steps. The first one is the deepest. It gives the characterization of generic discrete series in terms of poles of local $L$–functions (see [M2], Theorem 3.1). The $L$–functions used are defined by Shahidi in ([Sh1], [Sh2]) assuming that the field has characteristic zero. The second step is to realize tempered irreducible representation as a subrepresentation of a representation induced from generic discrete series. This step follows from the general theory of tempered representations. The final step is to prove that Langlands quotient is generic if and only if its standard module is irreducible. In ([M1], [M2]) we give a fairly general procedure that reduces the last step to the first step. Although this reduction does not depend on the characteristic of the field, the actual determination of the reducibility of standard modules in ([M1], [M2], [M3]) is done in terms of $L$–functions and thus it depends on the assumption that the field has characteristic zero. A similar approach is adopted in [MSh] to obtain similar results for a general split reductive group and its generic Iwahori–fixed representations again for fields of characteristic zero. In [MSh], we use a result from [BM1] about a well–known duality (under Iwahori–Matsumoto involution) between generic and unramified representations to obtain results about unramified representations from those for generic representations, but only for the fields of characteristic zero. This motivates our present approach.

The purpose of this paper is twofold. First, we prove that this type of classification exists over any non–archimedean local field $F$ of characteristic different than 2, for unramified representations of split classical groups $Sp(n, F)$ (symplectic group of rank $n$), $SO(2n + 1, F)$ (split special odd–orthogonal group of rank $n$), and $O(2n, F)$ (split special even–orthogonal group of rank $n$). Thus, we remove the assumption that the field $F$ is of characteristic zero. Second, for the theory of automorphic forms, unramified representations are fundamental objects to study and one wants to know more about them, especially about embeddings into principal series and degenerate principal series and structure of Jacquet modules. The
The present paper addresses both problems in a simple and consistent way relying only on the following: Bernstein–Zelevinsky theory ([BZ1], [BZ2], [Ze]), the Geometric lemma of [BZ1] written for our groups in [T2], [T], and a result of Waldspurger ([MVW]) that describes the conragredient of a representation. Having written the paper this way, one could also expect to extend the results of the present paper to the case of metaplectic groups as soon as one extends the geometric lemma there.

Now, describe our results and the content of the paper in more detail. We write \( \nu \) for the normalized absolute value of \( F \). Let \( \chi \) be a character of \( F^\times \). Then we can decompose it uniquely as follows: \( \chi = \nu^{e(\chi)} \chi^u \), \( \chi^u \) is a unitary character and \( e(\chi) \in \mathbb{R} \). We write \( G_n = Sp(n, F), SO(2n + 1, F), \) or \( O(2n, F) \). Let \( \sigma \in \text{Irr } G_n \) be a unitary representation. Then we write \( \text{Jacq}_{(1, \ldots, 1; 0)}(\sigma) \) for its Jacquet module with respect to the Borel parabolic subgroup. We say that \( \sigma \) is negative if for any irreducible subquotient \( \chi_1 \otimes \chi_2 \otimes \cdots \otimes \chi_n \) of \( \text{Jacq}_{(1, \ldots, 1; 0)}(\sigma) \) we have

\[
\begin{align*}
& e(\chi_1) \leq 0, \\
& e(\chi_1) + e(\chi_2) \leq 0, \\
& \vdots \\
& e(\chi_1) + e(\chi_2) + \cdots + e(\chi_n) \leq 0.
\end{align*}
\]

We say that \( \sigma \) is strictly negative if all inequalities are strict. Negative and strictly negative representations play a role of tempered and discrete series representations, respectively. In fact, for connected groups the Iwahori–Matsumoto involution of strictly negative (resp. negative) representation is a discrete series (resp. tempered representation) (the fact that we do not use in the present paper). The first classification result is the analogue of the main theorem of [M2] proved for the characteristic zero field \( F \) using \( L \)-functions of Shahidi (the last step in the classification of generic representations as explained above). It can be formulated as follows (see Theorem 4.3).

**Theorem.** Let \( \sigma \in \text{Irr } G_n \) be an unramified representation. Then there exists a unique up to permutation sequence of unramified characters \( \chi_1^{1_{GL(n_1, F)}}, \ldots, \chi_k^{1_{GL(n_k, F)}}, e(\chi_i) > 0 \) \( (i = 1, \ldots, k) \), and a unique negative representation \( \sigma_{\text{neg}} \) such that \( \sigma \) is fully induced from \( \chi_1^{1_{GL(n_1, F)}} \otimes \cdots \otimes \chi_k^{1_{GL(n_k, F)}} \otimes \sigma_{\text{neg}} \):

\[
\sigma \simeq \chi_1^{1_{GL(n_1, F)}} \times \cdots \times \chi_k^{1_{GL(n_k, F)}} \otimes \sigma_{\text{neg}}.
\]

Negative representations are classified in terms of strictly negative as follows.

**Theorem.** Let \( \sigma \in \text{Irr } G_n \) be a negative unramified representation. Then there exists a sequence of unitary unramified characters \( \chi_1^{1_{GL(n_1, F)}}, \ldots, \chi_k^{1_{GL(n_k, F)}} \) (unique up to permutation and taking inverses) and a unique strictly negative representation \( \sigma_{\text{sn}} \) such that \( \sigma \) is embedded into a representation induced from \( \chi_1^{1_{GL(n_1, F)}} \otimes \cdots \otimes \chi_k^{1_{GL(n_k, F)}} \otimes \sigma_{\text{neg}} \):

\[
\sigma \hookrightarrow \chi_1^{1_{GL(n_1, F)}} \times \cdots \times \chi_k^{1_{GL(n_k, F)}} \otimes \sigma_{\text{sn}}.
\]

This is an analogue of step two in the classification of generic representations, but it is in fact much more deeper. Let us explain in more detail. There are two ways to obtain this theorem. One way could be the following. We apply the usual theory of tempered representations (where except Jacquet modules we use the fact that since parabolic induction carries unitary representations into unitary ones) and then use a deep result of Barbasch–Moy ([BM2], [BM3]) on preserving unitarity under the
Iwahori–Matsumoto involution. In this way one could obtain this theorem using the full power of geometric considerations of Kazhdan–Lusztig [KL]. Instead we use a different and more elementary approach based only on Jacquet modules (Theorem 4.4 and Theorem 6.1). In fact the existence of embedding is fairly easy to prove (see Theorem 4.4), but the uniqueness is established using the full classification of strongly negative representations completed in Section 5 (see Theorem 6.1).

Finally, we discuss the analogue of step one for generic representations. This part occupies most of the paper (see Section 5). Thus, we describe the set of equivalence classes of strongly negative irreducible unramified representations of $G_n$, denoted by $\text{Irr}_{\text{un}}(G_n)$.

First, we define the notion of the Jordan block following Moeglin (cf. [Moe]) as the pair $(m, \chi)$, where $m \in \mathbb{Z}_{>0}$ and $\chi \in \{1, \chi_0\}$ ($\chi_0$ is the unique non–trivial unramified quadratic character of $F^*$), such that $m$ is even if and only if we deal with odd-orthogonal groups (and odd if and only if we deal with symplectic or even–orthogonal groups). We write $\text{Jord}(n)$ for the collection of all sets of Jordan blocks $\text{Jord} := \{(m, \chi)\}$ such that

$$\sum_{(m, \chi) \in \text{Jord}} m = \begin{cases} 2n & \text{if } G_n = SO(2n+1, F), O(2n, F), \\ 2n + 1 & \text{if } G_n = Sp(n, F). \end{cases}$$

Let $\text{Jord}(\chi)$ be the set of all $m \in \mathbb{Z}_{>0}$ such that $(m, \chi) \in \text{Jord}$. We also require that $\# \text{Jord}(\chi)$ (resp., $\# \text{Jord}(\chi_0)$) is even for $G_n = O(2n, F)$ (resp., $G_n = Sp(n, F)$). Then we write $\text{Jord}(\chi)$ according to the character $\chi$ (the case $l = 0$ or $k = 0$ is not excluded):

$$\chi = 1 : \begin{cases} 2m_1 + 1 < 2m_2 + 1 < \cdots < 2m_l + 1, \\ \chi = \chi_0 : 2n_1 + 1 < 2n_2 + 1 < \cdots < 2n_k + 1, \end{cases}$$

where $m_i, n_j \in \mathbb{Z}_{>0}$ ($G_n = Sp(n, F), O(2n, F)$) or $m_i, n_j \in \frac{1}{2} + \mathbb{Z}_{>0}$ ($G_n = SO(2n+1, F)$).

Next, we associate an unramified representation $\sigma(\text{Jord})$ defined as a unique irreducible unramified quotient of

$$\mu^{(m_1-m_0)/2} \mathbf{1}_{GL(m_1+1, F)} \times \mu^{(m_1-m_0)/2} \mathbf{1}_{GL(m_1-1+1, F)} \times \cdots \times \mu^{(n_k-n_0)/2} \chi_0 \mathbf{1}_{GL(n_k-1+n_k+1, F)} \times \mu^{(n_k-n_0)/2} \chi_0 \mathbf{1}_{GL(n_k-1+n_k+1, F)} \times \cdots \times \sigma_0(\text{Jord}),$$

where $\sigma_0(\text{Jord})$ is a unique unramified irreducible quotient of the following induced representation:

(i) $\mu^{(1-m_0)/2} \mathbf{1}_{GL(m, F)} \times 1$, $l \in 2\mathbb{Z} + 1$, $G_n = Sp(n, F)$;

(ii) $\mu^{(1/2-m_0)/2} \mathbf{1}_{GL(m+1/2, F)} \times \mu^{(1/2-n_0)/2} \chi_0 \mathbf{1}_{GL(n+1/2, F)} \times 1$, $k, l \in 2\mathbb{Z} + 1$, $G_n = SO(2n + 1, F)$;

(iii) $\mu^{(1/2-m_0)/2} \mathbf{1}_{GL(m+1/2, F)} \times 1$, $k \in 2\mathbb{Z} + 1$, $l \in 2\mathbb{Z}$, $G_n = SO(2n + 1, F)$;

(iv) $\mu^{(1/2-n_0)/2} \chi_0 \mathbf{1}_{GL(n+1/2, F)} \times 1$, $k \in 2\mathbb{Z}$, $l \in 2\mathbb{Z} + 1$, $G_n = SO(2n + 1, F)$;

(v) $1 \in \text{Irr}_{\text{un}} G_0$, $k, l \in 2\mathbb{Z}$.

In fact, $\sigma(\text{Jord})$ and $\sigma_0(\text{Jord})$ are both strongly negative and irreducible subrepresentations of their defining induced representations given above. This is proved in Lemmas 5.1–5.5. We should note that the proof of strong negativity of $\sigma(\text{Jord})$ is a lot simpler and different than the proofs of the corresponding facts in ([13], [MT]).
needed in the construction of discrete series. Finally, in Lemma 5.7 we complete
the proof of the following theorem (Theorem 5.1).

**Theorem.** Let \( n \in \mathbb{Z}_{>0} \). The correspondence \( \text{Jord}(n) \to \text{Irr}_n(G_n) \) given by \( \text{Jord} \to \sigma(\text{Jord}) \) is a well-defined bijection.

This completes our classification of unramified representations.
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1. Preliminaries

Let \( F \) be a nonarchimedean field of characteristic different from 2. We write \( \mathcal{O} \) for the maximal compact subring of \( F \) and \( q \) for the number of elements in the corresponding residue field of \( \mathcal{O} \). We write \( \nu \) for the normalized absolute value of \( F \). Let \( \chi \) be a character of \( F^\times \). Then we can uniquely write \( \chi = \nu^{\epsilon(\chi)} \chi^u \), where \( \chi^u \) is a unitary character and \( \epsilon(\chi) \in \mathbb{R} \).

Let \( \mathbb{Z} \), \( \mathbb{R} \), and \( \mathbb{C} \) be the ring of rational integers, the field of real numbers, and the field of complex numbers, respectively.

Assume that \( G \) is a unimodular \( l \)-group and \( K, M, N, P \) its closed subgroups such that \( K \) is compact open, \( P = M \rtimes N \), \( P \cap K = (M \cap K)(N \cap K) \), and \( G = KP \) (cf. [172]).

Finally we assume that \( N \) is a union of its open–compact subgroups. We write \( \text{Ind}^G_P \) and \( \text{Jacq}^G_P \) for the normalized parabolic induction and normalized Jacquet module. They are related by the Frobenius reciprocity:

\[
\text{Hom}_G \left( \sigma, \text{Ind}^G_P(\sigma' \otimes 1_N) \right) \simeq \text{Hom}_M \left( \text{Jacq}^G_P(\sigma), \sigma' \right).
\]

Assume that \( (\sigma, V_\sigma) \) is a smooth representation of \( G \). We say that \( \sigma \) is \( K \)-spherical if \( (V_\sigma)_K \neq 0 \). Let the pair \( (G, K) \) be given by \( (n > 0) \):

- \( G_n = \text{Sp}(n, F) \) (symplectic group of rank \( n \)); \( K = \text{Sp}(n, \mathcal{O}) \).
- \( G_n = \text{SO}(2n + 1, F) \) (split special odd–orthogonal group of rank \( n \)); \( K = \text{SO}(2n + 1, \mathcal{O}) \).
- \( G_n = \text{O}(2n, F) \) (split special even–orthogonal group of rank \( n \)); \( K = \text{O}(2n, \mathcal{O}) \).
- \( (\text{GL}(n, F), \text{GL}(n, \mathcal{O})) \).

Then we say that \( K \)-spherical representation of \( G \) is unramified. The pair \( (G, K) \) satisfies all of the above assumptions (cf. [141]). Finally, we let \( G_0 \) be the trivial group. We also call its unique irreducible representation \( 1 \) unramified.

Going back to the general pair \( (G, K) \) satisfying the above conditions we prove the next simple lemma that we will use several times.

**Lemma 1.1.**

(i) Assume \( \sigma' \) is an \( M \cap K \)-spherical smooth representation of \( M \). Then \( \text{Ind}^G_M(\sigma' \otimes 1_N) \) is \( K \)-spherical.

(ii) Assume that \( \sigma \) is a \( K \)-spherical smooth representation of \( G \), and \( \sigma \) is a subquotient of \( \text{Ind}^G_M(\sigma' \otimes 1_N) \), for some smooth representation \( \sigma' \) of \( M \). Then \( \sigma' \) is \( M \cap K \)-spherical.
Proof. We prove (ii). (i) has a similar but simpler proof. Since \( K \) is compact and open, the functor \( W \sim W^K \) from the category of smooth \( G \)-representations into complex vector spaces is exact [BZ2]. Therefore, the assumption implies that there is a function \( f \neq 0 \) in the space of \( \text{Ind}_{M,N}^G(\sigma \otimes 1_N) \) such that \( f(gk) = f(g) \), for all \( g \in G, k \in K \). More precisely, we have \( f : G \twoheadrightarrow V_{\sigma'} \) and
\[
f(mnk) = \delta_p(m)^{1/2} \sigma'(m)v, \quad m \in M, \quad n \in N, \quad k \in K,
\]
where \( v := f(1) \in V_{\sigma'} \). Since \( G = PK \) we see that \( v \neq 0 \). Finally, since \( P \cap K = (M \cap K)(N \cap K) \), we see that \( v \in (V_{\sigma'})^{M \cap K} \).

2. UNRAMIFIED REPRESENTATIONS OF \( GL(n,F) \)

In this section we recall some results from [Ze]. First, if \( \chi \) is a character of \( F^\times \), then we can consider it as a character of \( GL(n,F) \) as \( g \mapsto \chi(\det g) \). We denote this character as \( \chi 1_n \). In this way we get \( 1 - 1 \) correspondence between characters of \( GL(n,F) \) and \( F^\times \) that preserves the sets of unitary and unramified characters, respectively. Further, we have the following lemma (cf. [Ze]).

Lemma 2.1. Assume that \( \chi, \chi' \) are characters of \( F^\times \) and \( \alpha, \beta, \alpha', \beta' \in \mathbb{R} \) such that \( \alpha + \beta \in \mathbb{Z}_{\geq 0} \) and \( \alpha' + \beta' \in \mathbb{Z}_{\geq 0} \). Then we have the following:
\[
\begin{aligned}
\chi^{\nu(\alpha-\beta)/2} 1_{\alpha + \beta + 1} &\leftrightarrow \nu^{-\beta} \chi \times \nu^{-\beta + 1} \chi \times \cdots \times \nu^\alpha \chi, \\
\nu^\alpha \chi \times \nu^{\alpha - 1} \chi \times \cdots \times \nu^{-\beta} \chi &\leftrightarrow \chi^{\nu(\alpha-\beta)/2} 1_{\alpha + \beta + 1}.
\end{aligned}
\]

We write \( \zeta(-\beta, \alpha, \chi) := \chi^{\nu(\alpha-\beta)/2} 1_{\alpha + \beta + 1} \). Moreover, \( \zeta(-\beta, \alpha, \chi) \times \zeta(-\beta', \alpha', \chi') \) is reducible if and only if \( \chi = \chi', \alpha - \alpha' \in \mathbb{Z} \), and one of the following holds:
\[
\begin{aligned}
-\beta &\leq -\beta' - 1 \leq \alpha < \alpha', \\
-\beta' &\leq -\beta - 1 \leq \alpha' < \alpha.
\end{aligned}
\]

Moreover, if \( \zeta(-\beta, \alpha, \chi) \times \zeta(-\beta', \alpha', \chi') \) reduces, then it has length two and contains \( \zeta(-\beta', \alpha, \chi) \times \zeta(-\beta, \alpha', \chi) \) in its composition series with multiplicity one. More precisely,
\[
\zeta(-\beta', \alpha, \chi) \times \zeta(-\beta, \alpha', \chi) \leftrightarrow \begin{cases} 
\zeta(-\beta, \alpha, \chi) \times \zeta(-\beta', \alpha', \chi), \quad \alpha < \alpha', \\
\zeta(-\beta', \alpha', \chi) \times \zeta(-\beta, \alpha, \chi), \quad \alpha' < \alpha,
\end{cases}
\]
and
\[
\zeta(-\beta', \alpha, \chi) \times \zeta(-\beta, \alpha', \chi) \leftrightarrow \begin{cases} 
\zeta(-\beta, \alpha, \chi) \times \zeta(-\beta', \alpha', \chi), \quad \alpha' < \alpha, \\
\zeta(-\beta', \alpha', \chi) \times \zeta(-\beta, \alpha, \chi), \quad \alpha < \alpha'.
\end{cases}
\]

(We omit \( \zeta(-\beta, \alpha, \chi) \) if \( \alpha = -\beta' - 1 \), and \( \zeta(-\beta', \alpha', \chi) \) if \( \alpha' = -\beta - 1 \). In this paper \( \leftarrow \) and \( \rightarrow \) stand for epimorphisms in the direction of the arrows.)

Finally, we turn our attention to unramified representations. The next theorem represents the classification of unramified representations, and it can be easily seen from [Ze].

Theorem 2.1. (i) Assume that \( \chi_1 1_{n_1} \cdots, \chi_k 1_{n_k} \) is a sequence of characters. Then \( \chi_1 1_{GL(n_1)} \times \cdots \times \chi_k 1_{GL(n_k)} \) reduces if and only if there exists \( i < j \) such that \( \chi_i 1_{GL(n_i)} \times \chi_j 1_{GL(n_j)} \) reduces. We note that \( \chi_1 1_{GL(n_1)} = \zeta(-(n_1 - 1)/2, (n_1 - 1)/2, \chi) \).
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Assume that \( \pi \in \text{Irr} \, GL(n, \mathbb{F}) \) is an unramified representation (that is, the space of \( GL(n, \mathbb{O}) \)-invariants in the space of \( \pi \) is non-zero). Then up to permutation there exist a unique sequence of unramified characters \( (\chi_11_{n_1}, \ldots, \chi_k1_{n_k}) \), \( n_1 + \cdots + n_k = n \), such that \( \sigma \simeq \chi_11_{GL(n_1)} \times \cdots \times \chi_k1_{GL(n_k)} \).

In Section 4 we prove the analogue of Theorem 2.1 for classical groups.

3. Results of Tadić and reducibility of the rank-one generalized principal series

In this section we compute the Jacquet module following Tadić (cf. \[T2\], \[B\]). Let \( R(G_n) \) be the Grothendieck group of admissible representations of finite length of \( G_n \). Put
\[
R(G) = \bigoplus_{n \geq 0} R(G_n).
\]
We write \( \geq \) or \( \leq \) for the natural order on \( R(G) \). In more detail, \( \pi_1 \leq \pi_2 \), \( \pi_1, \pi_2 \in R(G) \), if and only if \( \pi_2 - \pi_1 \) is a linear combination of irreducible representations with non-negative coefficients. If \( \pi \in R(G) \) and \( \pi' \in \text{Irr} \, G \), we write \( \text{Mult}(\pi', \pi) \) for the largest integer \( m \) such that
\[
\{ m \cdot \pi' \leq \pi, \quad (m + 1) \cdot \pi' \not\leq \pi \}.
\]
Clearly, \( \text{Mult}(\pi', \pi) \geq 0 \). We also define
\[
R(GL) = \bigoplus_{n \geq 0} R(GL(n, \mathbb{F})).
\]
Let \( \sigma \in \text{Irr} \, G_n \). Then for each standard proper maximal parabolic subgroup (cf. \[MVW\]) \( P_j \) with Levi factor \( GL(j, \mathbb{F}) \times G_{n-j} \), \( 1 \leq j \leq n \), we can identify (normalized Jacquet module) \( \text{Jacq}_{(j:n-j)}(\sigma) := \text{Jacq}_{P_j}(\sigma) \) with its semisimplification in \( R(GL(j, \mathbb{F})) \otimes R(G_{n-j}) \). Thus, we consider
\[
\mu^*(\sigma) = 1 \otimes \sigma + \sum_{j=1}^{n} \text{Jacq}_{(j:n-j)}(\sigma) \in R(GL) \otimes R(G).
\]
Now, the basic result of Tadić (cf. \[T2\], \[B\]) is the following theorem.

**Theorem 3.1.** Let \( \sigma \in \text{Irr} \, G_n \). We decompose \( R(G) \) into irreducible constituents (with repetitions possible):
\[
\mu^*(\sigma) = \sum \zeta \otimes \sigma'.
\]
Assume that \( \alpha, \beta \in \mathbb{R}, \alpha + \beta + 1 \in \mathbb{Z}_{>0} \), and \( \chi \) is a character of \( \mathbb{F}^\times \). Then we have
\[
(3.1) \quad \mu^* \left( \zeta(-\beta, \alpha, \chi) \right) \times \sigma
\]
\[
= \sum_{\zeta, \sigma'} \sum_{i=0}^{\alpha+\beta+1} \sum_{j=0}^{i} \zeta(-\alpha, \beta - i, \chi^{-1}) \times \zeta(-\beta, j - \beta - 1, \chi) \times \zeta \otimes \zeta(j - \beta, i - \beta - 1, \chi) \times \sigma'.
\]
(We omit \( \zeta(a, b, \chi) \) if \( a > b \).)
We will also need the next theorem, which is essentially proved in [T1].

**Theorem 3.2.** Let $1 \in \text{Irr } G_0$ be the trivial representation. Assume that $\alpha, \beta \in \mathbb{R}$, $\alpha + \beta \in \mathbb{Z}_{\geq 0}$, and $\chi$ is a unitary character of $F^\times$. Then $\zeta(-\beta, \alpha, \chi) \times 1$ reduces if and only if $\nu^i \chi \times 1$ reduces for some $i$, $-\alpha \leq i \leq \beta$, $\beta - i \in \mathbb{Z}$.

**Proof.** In [T1], Tadić computes the reducibility of generalized principal $\delta(-\beta, \alpha, \chi) \times 1$ series where $\delta(-\beta, \alpha, \chi)$ is an essentially square-integrable representation being a subquotient of the same principal series as $\zeta(-\beta, \alpha, \chi)$. The end result has the analogous formulation. It is easy to adapt his proof to see that it can be applied to our $\zeta(-\beta, \alpha, \chi) \times 1$ since his proof just uses Theorem 3.1, Bernstein–Zelevinsky very simple and general facts about the reducibility of induced representations (see Section 3 of [T1]), and the fact that the normalized induced carries unitarizable representations into unitarizable representations. □

The next result is a well–known result on rank-one reducibilities.

**Theorem 3.3.** Let $1 \in \text{Irr } G_0$ be the trivial representation. Put $I(s, \chi) = \nu^s \chi \times 1$ ($s \in \mathbb{R}$, $\chi$ unitary and unramified). Then we have the following:

(i) $I(s, \chi)$ has the same composition series as $I(-s, \chi^{-1})$.

(ii) If $\chi^2 \neq 1$, then $I(s, \chi)$ is irreducible for all $s \in \mathbb{R}$.

(iii) Assume $\chi^2 = 1$. (This implies that $\chi = 1$ or $\chi = \chi_0 := \nu^{\pi \sqrt{-1}/\ln(q)}$.) Then $I(s, \chi)$ is reducible if one of the following holds:

- $s = \pm 1/2$, for $\text{SO}(3, F)$.
- $s = 0$, for $\text{O}(2, F)$.
- $s = 0$, $\chi = \chi_0$ or $s = \pm 1$, $\chi = 1$, for $\text{Sp}(1, F) = \text{SL}(2, F)$.

(iv) If $I(s, \chi)$ ($s > 0$) reduces, then its unique irreducible quotient is unramified. Hence also is a unique irreducible subrepresentation of $I(-s, \chi)$. (We remind the reader that $\chi^2 = 1$ by (ii).)

**Proof.** The reducibility of the following generalized principal series $\nu^s \chi \times 1$ ($s \in \mathbb{R}$, $\chi$ unitary and unramified) is well known in the connected case. For $\text{O}(2, F)$ we use the simple Mackey machinery to verify the result since in that case we consider $\text{Ind}_{\text{SO}(2, F)}^{\text{O}(2, F)}(\chi)$ and $\text{SO}(2, F) \simeq F^\times$.

4. The case of classical groups

We begin this section with a reformulation of the basic result of Satake (cf. Car for connected case and Ra for a split even–orthogonal group).

**Theorem 4.1.**

(i) Assume that $(\chi_1, \ldots, \chi_n)$ is a sequence of unramified characters of $F^\times$. Then the induced representation (of $G_n$) $\chi_1 \times \cdots \times \chi_n \times 1$ contains the unique unramified irreducible subquotient. We write $\sigma_{(\chi_1, \ldots, \chi_n)}$.

(ii) Assume that $(\chi_1, \ldots, \chi_n)$ and $(\chi'_1, \ldots, \chi'_n)$ are two sequences of unramified characters of $F^\times$. Then $\sigma_{(\chi_1, \ldots, \chi_n)} \simeq \sigma_{(\chi'_1, \ldots, \chi'_n)}$ if and only if there is a permutation $\alpha$ of $n$–letters and a sequence $(\epsilon_1, \ldots, \epsilon_n) \in \{\pm 1\}^n$ such that $\chi'_i = \chi_{\alpha(i)}^{\epsilon_i}$, $i = 1, \ldots, n$.

(iii) Assume that $\sigma \in \text{Irr } G_n$ is an unramified representation. Then there exists a sequence $(\chi_1, \ldots, \chi_n)$ of unramified characters of $F^\times$ such that $\sigma \simeq \sigma_{(\chi_1, \ldots, \chi_n)}$. Any such sequence we call a supercuspidal support of $\sigma$.

**Corollary 4.1.** Assume that $\sigma \in \text{Irr } G_n$ is an unramified representation. Then $\sigma$ is self-dual: $\sigma \simeq \overline{\sigma}$.
We present the following two definitions that are fundamental for us.

**Definition 4.1.** Assume that \( \sigma \in \text{Irr } G \) is an unramified representation. We say that \( \sigma \) is **strongly negative** if for any constituent \( \chi_1 \otimes \chi_2 \otimes \cdots \otimes \chi_n \) of \( \text{Jacq}(1, \ldots, 1; 0)(\sigma) \) we have

\[
\begin{aligned}
& e(\chi_1) < 0, \\
& e(\chi_1) + e(\chi_2) < 0, \\
& \ldots \\
& e(\chi_1) + e(\chi_2) + \cdots + e(\chi_n) < 0.
\end{aligned}
\]

**Definition 4.2.** Assume that \( \sigma \in \text{Irr } G \) is an unramified representation. We say that \( \sigma \) is **negative** if for any constituent \( \chi_1 \otimes \chi_2 \otimes \cdots \otimes \chi_n \) of \( \text{Jacq}(1, \ldots, 1; 0)(\sigma) \) we have

\[
\begin{aligned}
& e(\chi_1) \leq 0, \\
& e(\chi_1) + e(\chi_2) \leq 0, \\
& \ldots \\
& e(\chi_1) + e(\chi_2) + \cdots + e(\chi_n) \leq 0.
\end{aligned}
\]

We continue computing some Jacquet module multiplicities. We start with the next lemma.

**Lemma 4.1.** Assume that \( \chi \) is an unramified unitary character of \( F^\times \), \( \alpha, \beta \in \mathbb{R} \), \( \alpha + \beta + 1 \in \mathbb{Z}_{>0} \), and \( \sigma \in \text{Irr } G \) an unramified representation. If \( \mu^*(\sigma) \geq \zeta(-\beta, \alpha, \chi) \otimes \sigma'' \), then there is a unique unramified representation \( \sigma' \in \text{Irr } G_{n-\alpha-\beta-1} \) such that

\[
\mu^*(\sigma) \geq \zeta(-\beta, \alpha, \chi) \otimes \sigma'.
\]

**Proof.** First, \( \mu^*(\sigma) \geq \zeta(-\beta, \alpha, \chi) \otimes \sigma'' \) implies that

\[
\text{Jacq}(1, \ldots, 1, n-\alpha-\beta-1)(\sigma) \geq \chi_{\nu^{-\beta}} \otimes \chi_{\nu^{-\beta+1}} \otimes \cdots \otimes \chi_{\nu^{\alpha}} \otimes \sigma''.
\]

Thus, there exists an irreducible representation \( \sigma' \) such that

\[
\text{Jacq}(1, \ldots, 1, n-\alpha-\beta-1)(\sigma) \rightarrow \chi_{\nu^{-\beta}} \otimes \chi_{\nu^{-\beta+1}} \otimes \cdots \otimes \chi_{\nu^{\alpha}} \otimes \sigma'.
\]

Clearly, the transitivity of Jacquet modules implies that \( \sigma' \) and \( \sigma'' \) share the supercuspidal support. Moreover, (4.3) and the Frobenius reciprocity implies

\[
\sigma \leftrightarrow \chi_{\nu^{-\beta}} \times \chi_{\nu^{-\beta+1}} \times \cdots \times \chi_{\nu^{\alpha}} \times \sigma'.
\]

Now, (4.4) and Lemma 1.1(ii) imply that \( \sigma' \) is unramified. Moreover, (4.4) and Theorem 4.1 imply its uniqueness. Also, inducing in stages, we see that

\[
\zeta(-\beta, \alpha, \chi) \times \sigma' \leftrightarrow \chi_{\nu^{-\beta}} \times \chi_{\nu^{-\beta+1}} \times \cdots \times \chi_{\nu^{\alpha}} \times \sigma'.
\]

Now, Lemma 1.1(i), Theorem 4.1(i) and (4.4) complete the proof. \( \square \)

Now, we compute some Jacquet modules.
Lemma 4.2. Assume that $\chi$ is an unramified unitary character of $F^\times$, $\alpha, \beta \in \mathbb{R}$, $\alpha + \beta + 1 \in \mathbb{Z}_{>0}$, and $\sigma \in \text{Irr } G_n$ an unramified representation. Then if $\chi^2 \neq 1$ or $\beta \leq \alpha$, we have the following formula:

$$\text{Mult } \left( \zeta(-\beta, \alpha, \chi) \otimes \sigma, \mu^* \left( \zeta(-\alpha, \beta, \chi^{-1}) \times \sigma \right) \right)$$

$$= \text{Mult } \left( \zeta(-\beta, \alpha, \chi) \otimes \sigma, \mu^* \left( \zeta(-\beta, \alpha, \chi) \times \sigma \right) \right)$$

$$= \kappa \left( 1 + \sum_{j=0}^{\alpha+\beta} \text{Mult } \left( \zeta(j - \beta, \alpha, \chi) \otimes \sigma_j, \mu^*(\sigma) \right) \right),$$

where

$$\kappa = \begin{cases} 1, & \alpha \neq \beta, \\ 2, & \alpha = \beta, \end{cases}$$

and $\sigma_j$ is the unique (if exists) unramified representation characterized by

$$\text{Jacq}_{(\alpha+\beta-j+1; n-\alpha-\beta-1+j)}(\sigma) \geq \zeta(j - \beta, \alpha, \chi) \otimes \sigma_j.$$

**Proof.** We analyse $\zeta(-\beta, \alpha, \chi) \otimes \sigma \leq \mu^* \left( \zeta(-\alpha, \beta, \chi^{-1}) \times \sigma \right)$ using Theorem 3.1. Thus, we take indices $0 \leq j \leq i \leq \alpha + \beta + 1$ and an irreducible constituent $\mu^*(\sigma) \geq \zeta \otimes \sigma'$ such that

$$\begin{cases} \zeta(-\beta, \alpha, \chi) \leq \zeta(-\alpha, \beta - i, \chi^{-1}) \times \zeta(-\beta, j - \beta - 1, \chi) \times \zeta, \\ \sigma \leq \zeta(j - \beta, i - \beta - 1, \chi) \times \sigma'. \end{cases}$$

The first inequality shows that if $\chi^2 \neq 1$ or $\alpha > \beta$, we must have $i = \alpha + \beta + 1$ and

$$\begin{cases} \zeta(-\beta, \alpha, \chi) \leq \zeta(-\beta, j - \beta - 1, \chi) \times \zeta, \\ \sigma \leq \zeta(j - \beta, \alpha, \chi) \times \sigma'. \end{cases}$$

One can now complete the proof of the lemma combining Lemma 1.1 and Lemma 4.1. The remaining case is treated similarly. \hfill \Box

The next lemma is an important but simple technical result.

**Lemma 4.3.** Assume that $\sigma \in \text{Irr } G_n$ is an unramified representation. Next, assume that $\pi_i \in \text{Irr } GL(n_i, F)$, $i = 1, \ldots, l$, are unramified representations. Let $\pi$ be the unique unramified irreducible subquotient of $\pi_1 \times \cdots \times \pi_l$. Let $\sigma' \in \text{Irr } G_{n'}$ be an unramified representation. Now, if $\sigma \hookrightarrow \pi_1 \times \cdots \times \pi_l \times \sigma'$, then $\sigma \hookrightarrow \pi \times \sigma'$.

**Proof.** Let $\Pi$ be the subrepresentation of $\pi_1 \times \cdots \times \pi_l$ such that

$$\pi \hookrightarrow (\pi_1 \times \cdots \times \pi_l)/\Pi.$$

We get $\Pi$ considering the Jordan–Hölder series of $\pi_1 \times \cdots \times \pi_l$. Next, since the functor of induction is exact in the category of all smooth admissible representations of finite length, we see that either the composition of the next equivariant morphism is non-zero:

$$\sigma \hookrightarrow \pi_1 \times \cdots \times \pi_l \times \sigma' \hookrightarrow (\pi_1 \times \cdots \times \pi_l \times \sigma')/(\Pi \times \sigma')$$

or

$$\sigma \hookrightarrow \Pi \times \sigma'.$$

The latter is not possible by Lemma 1.1(ii) and the definition of $\Pi$. Thus, we see that both $\sigma$ and $\pi \times \sigma'$ embed into $(\pi_1 \times \cdots \times \pi_l \times \sigma')/(\Pi \times \sigma')$. \hfill \Box
Lemma 4.4. Assume that $\sigma \in \text{Irr} G_n$ is an unramified representation. Moreover, assume that $\chi$ is an unramified unitary character of $F^\times$, $\alpha, \beta \in \mathbb{R}$, $\alpha + \beta + 1 \in \mathbb{Z}_{>0}$, and $\sigma' \in \text{Irr} G_n$ is an unramified representation. Assume that $\alpha - \beta > 0$ and $\mu^*(\sigma) \geq \zeta(-\beta, \alpha, \chi) \otimes \sigma'$ such that $\alpha - \beta$ is the largest possible value. Then $\sigma \hookrightarrow \zeta(-\beta, \alpha, \chi) \otimes \sigma'$ is a unique irreducible subrepresentation.

Proof. Lemma 4.1 shows that $\sigma \hookrightarrow \zeta(-\beta, \alpha, \chi) \otimes \sigma'$. Next, Lemma 4.2 shows that $\zeta(-\beta, \alpha, \chi) \otimes \sigma'$ appears in $\mu^*(\zeta(-\beta, \alpha, \chi) \otimes \sigma')$ with multiplicity one unless there exists $0 \leq j \leq \alpha + \beta$, and unramified representation $\sigma_j$ such that

$$\sigma' \hookrightarrow \zeta(-\beta + j, \alpha, \chi) \otimes \sigma_j.$$

Hence we see that

$$\sigma \hookrightarrow \zeta(-\beta, \alpha, \chi) \otimes \sigma' \hookrightarrow \zeta(-\beta, \alpha, \chi) \otimes \zeta(-\beta + j, \alpha, \chi) \otimes \sigma_j,$$

$$\simeq \zeta(-\beta + j, \alpha, \chi) \otimes \zeta(-\beta, \alpha, \chi) \otimes \sigma_j.$$

Now, Lemma 4.1 shows that for some unramified representation $\sigma'_1$ we have

$$\sigma \hookrightarrow \zeta(-\beta + j, \alpha, \chi) \otimes \sigma'_1.$$

This contradicts our assumption unless $j = 0$. Now, continuing this process after finitely many steps we find an unramified representation $\sigma''$ such that $\mu^*(\sigma'') \not\simeq \zeta(-\beta, \alpha, \chi) \otimes \sigma'_1$, for any irreducible representation $\sigma'_1$, and

$$\begin{cases}
\sigma \hookrightarrow \zeta_m \otimes \sigma'', \\
\sigma' \hookrightarrow \zeta_{m-1} \otimes \sigma''
\end{cases}$$

where

$$\zeta_m := \zeta(-\beta, \alpha, \chi) \times \cdots \times \zeta(-\beta, \alpha, \chi) \ (m \text{ factors})$$

is an irreducible unramified representation (cf. [Z]). We show that $\zeta_m \otimes \sigma''$ appears in $\mu^*(\zeta_m \otimes \sigma'')$ with multiplicity one. This will prove the lemma. The assumption on $\sigma''$ can be stated as follows.

Claim 1. Under the above assumptions, $\mu^*(\sigma'') \not\simeq \zeta(-\beta + j, \alpha, \chi) \otimes \sigma'_1$, for any irreducible representation $\sigma'_1$, $0 \leq j \leq \alpha + \beta$.

Proof. The case $j = 0$ is our assumption on $\sigma''$. The case $j > 0$ proceeds the same way as the similar case for $\sigma'$ above. □

Now, we are ready to check the desired multiplicity. Applying Theorem 3.1 $m$ times we find indices $0 \leq j_a \leq i_a \leq \alpha + \beta + 1$, $1 \leq a \leq m$, and an irreducible representation $\mu^*(\sigma'') \geq \zeta \otimes \sigma'_1$ such that

$$\zeta_m \leq \zeta \times \prod_{a=1}^{m} \zeta(-\alpha, \beta - i_a, \chi^{-1}) \times \zeta(-\beta, j_a - \beta - 1, \chi) \quad (4.5)$$

and

$$\sigma'' \leq \prod_{a=1}^{m} \zeta(j_a - \beta, i_a - \beta - 1, \chi) \times \sigma'_1. \quad (4.6)$$

Since $-\beta > -\alpha$, we see that (4.5) implies $i_a = \alpha + \beta + 1$, for all $a$. Thus, (4.5) is in fact

$$\zeta_m \leq \zeta \times \prod_{a=1}^{m} \zeta(-\beta, j_a - \beta - 1, \chi). \quad (4.7)$$
Since on the left-hand side of (4.7) the term $\chi^{\nu}$ appears exactly $m$ times, the right-hand side must satisfy the same. Since Claim 1 implies that $\chi^{\nu}$ cannot come from $\zeta$, we see that each $\zeta(\alpha_{i} - \beta_{i} - \beta - 1, \chi)$ must produce that term. Thus $j_{n} = \alpha + \beta + 1$, for all $a$. This implies that $\zeta$ is trivial and thus $\sigma'' \cong \sigma'$. 


Lemma 4.5. Assume that $\sigma \in \text{Irr} G_{n}$ is an unramified representation. Then we have

$$\sigma \leftrightarrow \zeta(\beta_{1}, \alpha_{1}, \chi_{1}) \times \cdots \times \zeta(\beta_{k}, \alpha_{k}, \chi_{k}) \times \sigma_{\neg neg},$$

where the data are as follows:

- the sequence of representations $\zeta(\beta_{i}, \alpha_{i}, \chi_{i}) (\alpha_{i}, \beta_{i} \in \mathbb{R}, \alpha_{i} + \beta_{i} \in \mathbb{Z}_{\geq 0}, \chi_{i}$ is an unramified unitary character of $F^{\times}), 1 \leq i \leq k$, is such that $\alpha_{i} - \beta_{i} \geq \alpha_{j} - \beta_{j}$ whenever $\chi_{i} = \chi_{j}$ and $\alpha_{i} - \beta_{i} > 0$ for all $i \leq j$.

- $\sigma_{\neg neg}$ is a negative unramified representation.

Proof. If $\sigma$ is negative, then $\sigma \cong \sigma_{\neg neg}$ and we are done. Thus assume that $\sigma$ is not negative. Then, we can find unramified characters $\chi_{1}, \ldots, \chi_{n}$ such that

$$\text{Jacq}_{\{1, \ldots, 1:0\}}(\sigma) \geq \chi_{1} \otimes \cdots \otimes \chi_{n},$$

and $1 \leq k \leq n$ such that

$$e(\chi_{1}) + \cdots + e(\chi_{k}) > 0.\tag{4.8}$$

In fact, we have

$$\text{Jacq}_{\{1, \ldots, 1:0\}}(\sigma) \rightarrow \chi_{1} \otimes \cdots \otimes \chi_{n}$$

which is equivalent to

$$\sigma \leftrightarrow \chi_{1} \times \cdots \times \chi_{n} \times 1.\tag{4.9}$$

Now, we partition the set of indices $\{1, \ldots, k\}$. We say that $i$ and $j$ are equivalent if $\chi_{i}^{u} = \chi_{j}^{u}$. This is clearly a relation of equivalence on $\{1, \ldots, k\}$. Thus, for each of its partitions $\mathcal{J}$ we cannot have

$$\sum_{i \in \mathcal{J}} e(\chi_{i}) \leq 0,$$

or summing over all partitions would imply $e(\chi_{1}) + \cdots + e(\chi_{k}) \leq 0$. This contradicts (4.8). Now, we fix a partition $\mathcal{J}$ such that

$$\sum_{i \in \mathcal{J}} e(\chi_{i}) > 0.\tag{4.10}$$

Let us write $\mathcal{J} = \{i_{1}, \ldots, i_{l}\}, i_{1} < i_{2} < \cdots < i_{l}$. Now, since [Ze] or Lemma 2.1 here imply that

$$\chi_{i_{1}} \times \chi_{i_{j}} \cong \chi_{i_{j}} \times \chi_{i_{1}}, \ i \in \mathcal{J}, \ j \notin \mathcal{J}, \ 1 \leq j \leq k,$$

we can use (4.9) to write

$$\sigma \leftrightarrow \chi_{i_{1}} \times \cdots \times \chi_{i_{l}} \times \text{ (other characters in the same order) } \times 1.$$

This can be rewritten using Lemma 4.3 as follows:

$$\sigma \leftrightarrow \pi \times \text{ (other characters in the same order) } \times 1,\tag{4.11}$$

where $\pi$ is the unique unramified irreducible subquotient of $\chi_{i_{1}} \times \cdots \times \chi_{i_{l}}$. Now, we apply Lemma 2.1 and Theorem 2.1 to write

$$\pi \cong \zeta(\beta_{1}', \alpha_{1}', \chi_{1}') \times \cdots \times \zeta(\beta_{k}', \alpha_{k}', \chi_{k}'),\tag{4.12}$$
where $\alpha'_i, \beta'_i \in \mathbb{R}$ and $\chi'_i$ is a unitary unramified character, $i = 1, \ldots, k$. Comparing central characters and using (4.10), we see that $\alpha'_{i_0} - \beta'_{i_0} > 0$ for some $i_0$. Combining (4.11) and (4.12) we see that

$$\sigma \mapsto \zeta(-\beta'_{i_0}, \alpha'_{i_0}, \chi'_{i_0}) \times \cdots .$$

Now, we can apply the previous lemma and induction. Thus, there exists an embedding

$$\sigma \mapsto \zeta(-\beta_1, \alpha_1, \chi_1) \times \cdots \times \zeta(-\beta_k, \alpha_k, \chi_k) \times \sigma_{\text{neg}},$$

where inducing data is as in the statement of the lemma. \qed

The induced representation mentioned in the statement of the Lemma 4.5 is not unique. A bit more work is needed to get the uniqueness. First, we have the following lemma.

**Lemma 4.6.** Assume that the representations $\zeta(-\beta_i, \alpha_i, \chi_i)$ ($\alpha_i, \beta_i \in \mathbb{R}$, $\alpha_i + \beta_i \in \mathbb{Z}_{\geq 0}$, $\chi_i$ is an unramified unitary character of $F^\times$), $1 \leq i \leq k$, satisfy conditions of Lemma 4.5. Then its unique unramified subquotient is of the form $\zeta(-\beta'_i, \alpha'_i, \chi'_i) \times \cdots \times \zeta(-\beta'_k, \alpha'_k, \chi'_k)$ ($\alpha'_i, \beta'_i \in \mathbb{R}$, $\alpha'_i + \beta'_i \in \mathbb{Z}_{\geq 0}$, $\chi'_i$ is an unramified unitary character of $F^\times$), where $\alpha'_i - \beta'_i > 0$, $1 \leq i \leq k'$.

**Proof.** Let us take $i < j$. Then we have two cases. First, we consider $\alpha_j \geq \alpha_i$. Then since $\alpha_i - \beta_i \geq \alpha_j - \beta_j$ we have $0 \geq \alpha_i - \alpha_j \geq \beta_i - \beta_j$. Thus if $\chi_i = \chi_j$ and $\alpha_i - \alpha_j \in \mathbb{Z}$, then $\zeta(-\beta_i, \alpha_i, \chi_i) \times \zeta(-\beta_j, \alpha_j, \chi_j)$ is irreducible since $\alpha_j \geq \alpha_i \geq \beta_i \geq \beta_j$. Next, we consider $\alpha_i > \alpha_j$. Then if $\zeta(-\beta_i, \alpha_i, \chi_i) \times \zeta(-\beta_j, \alpha_j, \chi_j)$ is reducible, we have $\chi_i = \chi_j$, and

$$\zeta(-\beta_i, \alpha_i, \chi_i) \times \zeta(-\beta_j, \alpha_j, \chi_j) \rightarrow \zeta(-\beta_j, \alpha_i, \chi_i) \times \zeta(-\beta_i, \alpha_j, \chi_j).$$

Note that in that case we must have $\alpha_i > \alpha_j \geq \beta_i > \beta_j$ or $\alpha_i > \alpha_j = \beta_i - 1 > \beta_j$. In both cases $\alpha_i - \beta_i \geq \alpha_j - \beta_j > 0$. In the first case, $\alpha_i - \beta_i > \alpha_j - \beta_j > 0$. Thus the process of “linking” (cf. [Ze]) preserves the positivity. \qed

The next lemma represents the first classification result for unramified representations.

**Lemma 4.7.** Assume that $\sigma \in \text{Irr } G_n$ is an unramified representation. Then $\sigma$ is a unique irreducible subrepresentation

(4.13) \hspace{1cm} \sigma \mapsto \zeta(-\beta_1, \alpha_1, \chi_1) \times \cdots \times \zeta(-\beta_k, \alpha_k, \chi_k) \times \sigma_{\text{neg}},

where:

- the (unique up to permutation) sequence of representations $\zeta(-\beta_i, \alpha_i, \chi_i)$ ($\alpha_i, \beta_i \in \mathbb{R}$, $\alpha_i + \beta_i \in \mathbb{Z}_{\geq 0}$, $\chi_i$ is an unramified unitary character of $F^\times$), $1 \leq i \leq k$, is such that $\zeta(-\beta_i, \alpha_i, \chi_1) \times \cdots \times \zeta(-\beta_k, \alpha_k, \chi_k)$ is irreducible and $\alpha_i - \beta_i > 0$ for all $i$,
- $\sigma_{\text{neg}}$ is a (unique) negative unramified representation.

**Proof.** The existence of an induced representation such that (4.13) holds is a direct consequence of Lemma 4.5, Lemma 4.6 and Lemma 4.3. We note that since $\zeta(-\beta_1, \alpha_1, \chi_1) \times \cdots \times \zeta(-\beta_k, \alpha_k, \chi_k)$ is irreducible we can permute $\zeta$’s as we want;
it does not affect (4.13). In particular, we may assume $\alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_k$. Refining an argument used in the proof of Lemma 4.4 a little bit we can show that $\zeta(-\beta_1, \alpha_1, \chi_1) \times \cdots \times \zeta(-\beta_k, \alpha_k, \chi_k) \otimes \sigma_{\text{neg}}$ appears in

$$
\mu^* (\zeta(-\beta_1, \alpha_1, \chi_1) \times \cdots \times \zeta(-\beta_k, \alpha_k, \chi_k) \otimes \sigma_{\text{neg}})
$$

with multiplicity one. We leave details to the reader.

Now, we investigate the uniqueness of the inducing data. So, assume further that $\sigma$ is a unique irreducible subrepresentation:

$$
\sigma \hookrightarrow \zeta(-\beta'_1, \alpha'_1, \chi'_1) \times \cdots \times \zeta(-\beta'_{k'}, \alpha'_{k'}, \chi'_{k'}) \cong \sigma'_{\text{neg}},
$$

where:

- the sequence of representations $\zeta(-\beta'_1, \alpha'_1, \chi'_1)$ ($\alpha'_1, \beta'_1 \in \mathbb{R}$, $\alpha'_1 + \beta'_1 \in \mathbb{Z}_{\geq 0}$, $\chi'_1$ is an unramified unitary character of $F^\times$), $1 \leq i \leq k'$, is such that $\zeta(-\beta'_1, \alpha'_1, \chi'_1) \times \cdots \times \zeta(-\beta'_{k'}, \alpha'_{k'}, \chi'_{k'})$ is irreducible and $\alpha'_i - \beta'_i > 0$ for all $i$,
- $\sigma'_{\text{neg}}$ is a negative unramified representation.

We also assume

$$
\begin{aligned}
\alpha_1 &\geq \alpha_2 \geq \cdots \geq \alpha_k, \\
\alpha'_1 &\geq \alpha'_2 \geq \cdots \geq \alpha'_{k'}.
\end{aligned}
$$

This can be combined with our assumption that $\zeta(-\beta_i, \alpha_i, \chi_i) \times \zeta(-\beta_j, \alpha_j, \chi_j)$ and $\zeta(-\beta'_i, \alpha'_i, \chi'_i) \times \zeta(-\beta'_j, \alpha'_j, \chi'_j)$ are irreducible to assume the following ($i < j$):

$$
\begin{aligned}
\alpha_i &\geq \alpha_j > -\beta_j \geq -\beta_i, \\
\alpha_i &\geq -\beta_i > \alpha_j + 1 \geq \alpha_j \geq -\beta_j,
\end{aligned}
$$

and similarly

$$
\begin{aligned}
\alpha'_i &\geq \alpha'_j \geq -\beta'_j \geq -\beta'_i, \\
\alpha'_i &> -\beta'_i > \alpha'_j + 1 \geq \alpha'_j > -\beta'_j.
\end{aligned}
$$

We first investigate the following obvious consequences of (4.13) and (4.14):

$$
\begin{aligned}
\mu^* (\zeta(-\beta_1, \alpha_1, \chi_1) \times \cdots \times \zeta(-\beta_k, \alpha_k, \chi_k) \otimes \sigma_{\text{neg}}) \\
&\geq \zeta(-\beta'_1, \alpha'_1, \chi'_1) \times \cdots \times \zeta(-\beta'_{k'}, \alpha'_{k'}, \chi'_{k'}) \otimes \sigma'_{\text{neg}}
\end{aligned}
$$

and

$$
\begin{aligned}
\mu^* (\zeta(-\beta'_1, \alpha'_1, \chi'_1) \times \cdots \times \zeta(-\beta'_{k'}, \alpha'_{k'}, \chi'_{k'}) \otimes \sigma'_{\text{neg}}) \\
&\geq \zeta(-\beta_1, \alpha_1, \chi_1) \times \cdots \times \zeta(-\beta_k, \alpha_k, \chi_k) \otimes \sigma_{\text{neg}}.
\end{aligned}
$$

Applying Theorem 3.1 $k$ times (resp. $k'$ times) we find indices $0 \leq j_a \leq i_a \leq \alpha_a + \beta_a + 1$, $0 \leq j'_a \leq i_a' \leq \alpha'_a + \beta'_a + 1$, and irreducible representations $\mu^*(\sigma_{\text{neg}}) \geq \zeta \otimes \sigma_1$
Lemma 4.8. Moreover, this induced representation is irreducible if and only if multiplicity one in its composition series. This representation is self-dual.

\[ \mu^*(\sigma'_{\text{neg}}) \geq \zeta' \otimes \sigma'_1 \] such that

\[ \zeta(-\beta'_1, \alpha'_1, \chi_1') \times \cdots \times \zeta(-\beta'_k, \alpha'_k, \chi_k') \leq \zeta \times \prod_{a=1}^{k} \zeta(-\alpha_a, \beta_a - i_a, \chi_a^{-1}) \times \zeta(-\beta_a, j_a - \beta_a - 1, \chi_a), \]

\[ \zeta(-\beta_1, \alpha_1, \chi_1) \times \cdots \times \zeta(-\beta_k, \alpha_k, \chi_k) \leq \zeta' \times \prod_{a=1}^{k'} \zeta(-\alpha'_a, \beta'_a - i'_a, \chi_a^{-1}) \times \zeta(-\beta'_a, j'_a - \beta'_a - 1, \chi_a'), \]

\[ \sigma'_{\text{neg}} \leq \prod_{a=1}^{k} \zeta(j_a - \beta_a - i_a - \beta_a - 1, \chi_a) \times \sigma_1, \]

and

\[ \sigma_{\text{neg}} \leq \prod_{a=1}^{k'} \zeta(j'_a - \beta'_a - i'_a - \beta'_a - 1, \chi_a') \times \sigma'_1. \]

We first show that \( \alpha_1 = \alpha'_1 \). If not, then \( \alpha'_1 > \alpha_1 \) or \( \alpha_1 > \alpha'_1 \). Now, \( \alpha'_1 > \alpha_1 \) and (4.20) show that \( \zeta \simeq \zeta(-l, \alpha'_1, \chi'_1) \times \cdots \), where \( l \) must be one of the exponents on the left-hand side of (4.20). Since \( \alpha'_1 > \alpha_1 \), we see that \( \alpha'_1 > \beta'_1 > -\alpha'_1 \). Thus, we see that \( l > -\alpha'_1 \). This contradicts the fact that \( \sigma_{\text{neg}} \) is negative. Similarly we show that the number of indices \( i \) such that \( \alpha'_1 = \alpha'_1 \) is equal to the number of indices \( i \) such that \( \alpha_1 = \alpha_1 \). Let \( l \) denote the number of such indices. Then clearly, \( \chi'_a = \chi_a, i_a = j_a = \alpha_a + \beta_a + 1, i'_a = j'_a = \alpha'_a + \beta'_a + 1, a = 1, \ldots, l \), in (4.20) and (4.21). Next, (4.16), (4.17) and Zelevinsky theory (that is, the way we get left-hand sides from right-hand sides in (4.20) and (4.21)) imply that \( \beta_1, \ldots, \beta_l \) must be up to the permutation equal to \( \beta'_1, \ldots, \beta'_l \). Now, (4.16) and (4.17) imply that \( \beta_a = \beta'_a, a = 1, \ldots, l \). This can be continued, finally proving the uniqueness of the data. We should remark that if \( k' > k \) or \( k > k' \), some of the terms of the left-hand sides of (4.20) and (4.21), respectively, are not obtained by this procedure. Thus, they must be produced by either \( \zeta \) or \( \zeta' \). This is a contradiction, arguing as in the proof of \( \alpha_1 = \alpha'_1 \).

\[ \square \]

Lemma 4.8. Assume that the data is given as follows:

- the sequence of representations \( \zeta(-\beta_i, \alpha_i, \chi_i) \) \( \alpha_i, \beta_i \in \mathbb{R}, \alpha_i + \beta_i \in \mathbb{Z}_{\geq 0}, \chi_i \) is an unramified unitary character of \( F^* \), \( 1 \leq i \leq k \), is such that \( \zeta(-\beta_i, \alpha_i, \chi_i) \times \cdots \times \zeta(-\beta_k, \alpha_k, \chi_k) \) is irreducible and \( \alpha_i - \beta_i > 0 \), for all \( i \),

- \( \sigma_{\text{neg}} \) is a negative unramified representation.

Then

\[ \zeta(-\beta_1, \alpha_1, \chi_1) \times \cdots \times \zeta(-\beta_k, \alpha_k, \chi_k) \times \sigma_{\text{neg}} \]

has a unique irreducible subrepresentation, and that representation appears with multiplicity one in its composition series. This representation is self-dual. Moreover, this induced representation is irreducible if and only if \( \zeta(-\beta_i, \alpha_i, \chi_i) \times \cdots \times \zeta(-\alpha_j, \beta_j, \chi_j^{-1}) \), \( i \neq j \), and \( \zeta(-\beta_i, \alpha_i, \chi_i) \times \sigma_{\text{neg}}, i, j = 1, \ldots, k \), are irreducible.

Proof. The uniqueness of irreducible subrepresentation and the fact that it appears with multiplicity one in its composition series is proved as in the previous lemma. Now, we put \( \zeta_i = \zeta(-\beta_i, \alpha_i, \chi_i) \). Hence, our assumptions are \( \zeta_i \times \zeta_j, \zeta_i \times \z\text{\( i \neq j \)), and
\( \zeta_i \times \sigma_{\text{neg}}, i, j = 1, \ldots, k, \) are irreducible. Now, we see (using Corollary 4.1)

\[(4.24) \quad \zeta_1 \times \cdots \times \zeta_k \times \sigma_{\text{neg}} \simeq \tilde{\zeta}_1 \times \cdots \times \tilde{\zeta}_k \times \sigma_{\text{neg}}.\]

Let us write \( \pi \) for the unique irreducible subrepresentation \( \zeta_1 \times \cdots \times \zeta_k \times \sigma_{\text{neg}} \). We want to prove \( \pi \simeq \tilde{\pi} \). This is clear for orthogonal groups using the work of Waldspurger (cf. [MVW]). Also by the work of Waldspurger (cf. [MVW]), if \( G_n = \text{Sp}(n, F) \), then there exists an element \( \eta \in \text{GSp}(n, F) \) of similitude \( -1 \), such that the representation \( \pi^0(\eta) := \pi(\eta^{-1}) \) is isomorphic to the contragredient of \( \pi \). Now, if we choose \( \eta \) appropriately, then we have

\[ \pi^0 \hookrightarrow \zeta_1 \times \cdots \times \zeta_k \times \sigma_{\text{neg}}^0 \cong \zeta_1 \times \cdots \times \zeta_k \times \sigma_{\text{neg}}. \]

Hence \( \pi^0 \simeq \pi \).

Next, since \( \tilde{\pi} \simeq \pi, \tilde{\sigma}_{\text{neg}} \simeq \sigma_{\text{neg}}, \) and

\[ (\zeta_1 \times \cdots \times \zeta_k \times \sigma_{\text{neg}})^\sim \simeq \tilde{\zeta}_1 \times \cdots \times \tilde{\zeta}_k \times \sigma_{\text{neg}}, \]

we see that \( \pi \) appears as a subrepresentation and as a quotient of \( \zeta_1 \times \cdots \times \zeta_k \times \sigma_{\text{neg}} \), but since it appears with multiplicity one and is a unique irreducible subrepresentation there, it must be

\[ \pi \simeq \zeta_1 \times \cdots \times \zeta_k \times \sigma_{\text{neg}}. \]

In Section 5 we will prove the following fundamental result (see Corollary 4.2 and Lemma 5.6).

**Theorem 4.2.** Assume that \( \sigma \in \text{Irr} \ G_n \) is a negative unramified representation. Let \( \alpha, \beta \in \mathbb{R}, \alpha + \beta \in \mathbb{Z}_{\geq 0}, \alpha > \beta, \) and let \( \chi \) be the unramified character of \( F^\times \). Then \( \zeta(-\beta, \alpha, \chi) \times \sigma \) reduces if and only if a unique irreducible unramified subquotient of \( \zeta(-\beta, \alpha, \chi) \times \sigma \) is not its (unique) irreducible subrepresentation.

Assuming this we complete the classification of unramified representations in terms of negative representations.

**Theorem 4.3.** Assume that \( \sigma \in \text{Irr} \ G_n \) is an unramified representation. Then there exists a unique (up to permutation and taking inverses) sequence of unramified characters \( \chi_1 1_{GL(n_1, F)}, \ldots, \chi_k 1_{GL(n_k, F)} \) and a negative unramified representation \( \sigma_{\text{neg}} \) such that \( e(\chi_i) \neq 0, i = 1, \ldots, k \), and

\[ \sigma \simeq \chi_1 1_{GL(n_1, F)} \times \cdots \times \chi_k 1_{GL(n_k, F)} \times \sigma_{\text{neg}}. \]

**Proof.** According to Lemma 4.7, there is a unique up to permutation sequence of unramified characters \( \chi_1 1_{GL(n_1, F)}, \ldots, \chi_k 1_{GL(n_k, F)} \) and a negative unramified representation \( \sigma_{\text{neg}} \) such that \( e(\chi_i) > 0, i = 1, \ldots, k \),

\[ \sigma \hookrightarrow \chi_1 1_{GL(n_1, F)} \times \cdots \times \chi_k 1_{GL(n_k, F)} \times \sigma_{\text{neg}}. \]

Furthermore, the unramified representation \( \sigma \) is a unique subrepresentation there, and

\[ \chi_1 1_{GL(n_1, F)} \times \cdots \times \chi_k 1_{GL(n_k, F)} \]

is irreducible.
Next, we show that $\chi_i 1_{GL(n,F)} \times \sigma_{neg}$ is irreducible for all $i$. If not, then according to Lemma 4.8, $\chi_i 1_{GL(n,F)} \times \sigma_{neg}$ has a unique irreducible subrepresentation, say $\pi$, and, according to Theorem 4.2, $\pi$ is not unramified. Now, since $\chi_i 1_{GL(n,F)} \times \cdots \times \chi_k 1_{GL(n,F)}$ is irreducible we have

$$\chi_i 1_{GL(n,F)} \times \cdots \times \chi_{i-1} 1_{GL(n-1,F)} \times \chi_{i+1} 1_{GL(n+1,F)} \times \cdots \times \chi_k 1_{GL(n,F)} \times \pi$$

$$\hookrightarrow \chi_i 1_{GL(n,F)} \times \cdots \times \chi_{i-1} 1_{GL(n-1,F)} \times \chi_{i+1} 1_{GL(n+1,F)} \times \cdots \times \chi_k 1_{GL(n,F)}$$

$$\times \chi_i 1_{GL(n,F)} \times \sigma_{neg} \simeq \chi_i 1_{GL(n,F)} \times \cdots \times \chi_k 1_{GL(n,F)} \times \sigma_{neg}.$$ 

Hence

$$\sigma \hookrightarrow \chi_i 1_{GL(n,F)} \times \cdots \times \chi_{i-1} 1_{GL(n-1,F)}$$

$$\times \chi_{i+1} 1_{GL(n+1,F)} \times \cdots \times \chi_k 1_{GL(n,F)} \times \pi.$$ 

This contradicts Lemma 1.1(ii) since $\pi$ is not unramified. Thus, $\chi_i 1_{GL(n,F)} \times \sigma_{neg}$ is irreducible for all $i$. Next, we similarly show that $\chi_i 1_{GL(n,F)} \times \chi_j 1_{GL(n,F)}$ is irreducible. Observing that Lemma 2.1 implies a unique irreducible subrepresentation of $\chi_i 1_{GL(n,F)} \times \chi_j 1_{GL(n,F)}$ is not unramified. We leave details to the reader. Now, Lemma 4.8 implies that $\chi_i 1_{GL(n,F)} \times \cdots \times \chi_k 1_{GL(n,F)} \times \sigma_{neg}$ is irreducible. Finally, the remainder of the theorem follows combining Lemma 4.7 and Lemma 4.8.

It remains to discuss and to classify negative representations. The next theorem is the first step.

**Theorem 4.4.** Assume that $\sigma \in \text{Irr} G_n$ is a negative unramified representation. Then there exist a strongly negative unramified representation $\sigma_{sn}$ and a sequence of unitary characters $\chi_1 1_{GL(n_1,F)}, \ldots, \chi_k 1_{GL(n_k,F)}$ such that

$$\sigma \hookrightarrow \chi_1 1_{GL(n_1,F)} \times \cdots \times \chi_k 1_{GL(n_k,F)} \times \sigma_{sn}.$$ 

**Proof.** If $\sigma$ is strongly negative, then $\sigma \simeq \sigma_{sn}$ and we are done. Thus assume that $\sigma$ is not strongly negative. Then, we can find unramified characters $\chi_1, \ldots, \chi_n$ such that

$$\text{Jacq}_{(1,\ldots,1;0)}(\sigma) \geq \chi_1 \otimes \cdots \otimes \chi_n,$$

and $1 \leq k \leq n$ such that

$$e(\chi_1) + \cdots + e(\chi_k) = 0.$$ 

In fact, we have

$$\text{Jacq}_{(1,\ldots,1;n)}(\sigma) \hookrightarrow \chi_1 \otimes \cdots \otimes \chi_n,$$

which is equivalent to

$$\sigma \hookrightarrow \chi_1 \times \cdots \times \chi_n \times 1.$$ 

Now, we partition the set of indices $\{1, \ldots, k\}$. We say that $i$ and $j$ are equivalent if $\chi_i^u = \chi_j^u$. This is clearly a relation of equivalence on $\{1, \ldots, k\}$. Thus, for each of its partitions $\mathcal{F}$ we must have

$$\sum_{i \in \mathcal{F}} e(\chi_i) \leq 0.$$ 

Otherwise, if for some $\mathcal{F}$ we have $\sum_{i \in \mathcal{F}} e(\chi_i) > 0$, then let us write $\mathcal{F} = \{i_1, \ldots, i_l\}$, $i_1 < i_2 < \cdots < i_l$. Then since $\mathbb{Z}_2$ or Lemma 2.1 here imply that

$$\chi_i \times \chi_j \cong \chi_j \times \chi_i, \quad i \in \mathcal{F}, \quad j \notin \mathcal{F}, \quad 1 \leq j \leq k,$$
we have
\begin{equation}
\sigma \hookrightarrow \chi_{i_1} \times \cdots \times \chi_{i_l} \times \text{(other characters in the same order)} \rtimes 1,
\end{equation}
and this contradicts negativity.

Now, summing over all partitions, using (4.26) $e(\chi_1) + \cdots + e(\chi_k) = 0$, we conclude that for any partition $\mathcal{J}$ we must have
\begin{equation}
\sum_{i \in \mathcal{J}} e(\chi_i) = 0.
\end{equation}

Now, we fix a partition $\mathcal{J}$. Let us write $\mathcal{J} = \{i_1, \ldots, i_l\}$, $i_1 < i_2 < \cdots < i_l$. As before, (4.27) holds, and (4.27) can be rewritten using Lemma 4.3, as follows:
\begin{equation}
\sigma \hookrightarrow \pi \rtimes \text{(other characters in the same order)} \rtimes 1,
\end{equation}
where $\pi$ is the unique unramified irreducible subquotient of $\chi_{i_1} \times \cdots \times \chi_{i_l}$. Now, we apply Lemma 2.1 and Theorem 2.1 to write
\begin{equation}
\pi \simeq \zeta(-\beta'_i, \alpha'_i, \chi'_i) \times \cdots \times \zeta(-\beta'_{k'}, \alpha'_{k'}, \chi'_{k'}),
\end{equation}
where $\alpha'_i, \beta'_i \in \mathbb{R}$ and $\chi'_i$ is unitary unramified character, $i = 1, \ldots, k$. We can argue as in the first part of the proof to see that $\alpha'_i = \beta'_i$, for all $i$. Since $\chi'_1 1_{GL(2\alpha'_1+1,F)} = \zeta(-\alpha'_1, \alpha'_1, \chi'_1)$, we see that (4.29) implies
\begin{equation}
\sigma \hookrightarrow \chi'_1 1_{GL(2\alpha'_1+1,F)} \times \cdots .
\end{equation}

Now, we apply the induction to get the result. \(\square\)

**Corollary 4.2.** Assume that $\sigma \in \text{Irr} \ G_n$ is a negative unramified representation given by the data from Theorem 4.4. Assume that $\alpha, \beta \in \mathbb{R}$, $\alpha + \beta \in \mathbb{Z}_{\geq 0}$, $\alpha > \beta$, and $\chi$ is a unitary character of $F^\times$. Then we have that $\zeta(-\beta, \alpha, \chi) \rtimes \sigma$ reduces if and only if $\zeta(-\beta, \alpha, \chi) \times \chi^{\pm 1}_{\text{GL}(m,F)}$ reduces for some index $i$ and for some choice of sign $\pm$, or $\zeta(-\beta, \alpha, \chi) \rtimes \sigma_{\text{sn}}$ reduces. Moreover, if $\zeta(-\beta, \alpha, \chi) \rtimes \sigma_{\text{sn}}$ reduces and its (unique) irreducible subrepresentation is not unramified, then $\zeta(-\beta, \alpha, \chi) \rtimes \sigma$ reduces and its (unique) irreducible subrepresentation is not unramified.

**Proof.** We leave it to the reader to make necessary modifications in the proof of Lemma 4.8 and Theorem 4.3 to prove this fact. \(\square\)

Corollary 4.2 reduces the proof of Theorem 4.2 from the case of negative unramified representations to the case of strongly negative unramified representations. Lemma 5.6 completes the proof of Theorem 4.2.

### 5. Strongly negative unramified representations

In this section we classify the strongly negative unramified representations. We are motivated by the approach to the classification of discrete series due to Moeglin and Tadić (cf. [Moe], [MT]).

First, we define the notion of the Jordan block, following Moeglin (cf. [Moe]), as the pair $(m, \chi)$, where $m \in \mathbb{Z}_{\geq 0}$ and $\chi \in \{1, \chi_0\}$ (see Theorem 3.3 for the notation) such that $m$ is even if and only if we deal with odd–orthogonal groups (and odd if and only if we deal with symplectic or even–orthogonal groups). We say that $m$ is a size of the Jordan block.
Now, we fix \( n \in \mathbb{Z}_{>0} \) and denote by \( \text{Irr}_{sn}(G_n) \) the set of equivalence classes of strongly negative irreducible unramified representations of \( G_n \). We write \( \text{Jord}(n) \) for the collection of all sets of Jordan blocks \( \text{Jord} := \{(m, \chi)\} \) such that

\[
\sum_{(m, \chi) \in \text{Jord}} m = \begin{cases} 
2n & \text{if } G_n = SO(2n + 1, F), O(2n, F), \\
2n + 1 & \text{if } G_n = Sp(n, F).
\end{cases}
\]

Let \( \chi \in \{1, \chi_0\} \); we put \( \text{Jord}(\chi) \) for the set of all \( m \) such that \((m, \chi) \in \text{Jord} \). We also require that \# \( \text{Jord}(\chi) \) (resp., \# \( \text{Jord}(\chi_0) \)) is even for \( G_n = O(2n, F) \) (resp., \( G_n = Sp(n, F) \)). Then we write \( \text{Jord}(\chi) \) according to the character \( \chi \) (the case \( l = 0 \) or \( k = 0 \) is not excluded):

\[
\begin{cases} 
\chi = 1 : & 2m_1 + 1 < 2m_2 + 1 < \cdots < 2m_i + 1, \\
\chi = \chi_0 : & 2n_1 + 1 < 2n_2 + 1 < \cdots < 2n_k + 1,
\end{cases}
\]

where \( m_i, n_j \in \mathbb{Z}_{>0} \) \( (G_n = O(2n, F), Sp(n, F)) \) or \( m_i, n_j \in 1/2 + \mathbb{Z}_{>0} \) \( (G_n = SO(2n + 1, F)) \), and

\[
\sum_i (2m_i + 1) + \sum_j (2n_j + 1) = \begin{cases} 
2n & \text{if } G_n = SO(2n + 1, F), O(2n, F), \\
2n + 1 & \text{if } G_n = Sp(2n, F).
\end{cases}
\]

In any case, we associate to \( \text{Jord} \) an unramified irreducible representation \( \sigma(\text{Jord}) \) uniquely requiring the following:

\[
\zeta(-m_{l-1}, m_l, 1) \times \zeta(-m_{l-3}, m_{l-2}, 1) \times \cdots \times \zeta(-n_{k-1}, n_k, \chi_0) \times \zeta(-n_{k-3}, n_{k-2}, \chi_0) \times \cdots \times \sigma_0(\text{Jord}) \geq \sigma(\text{Jord}),
\]

where \( \sigma_0(\text{Jord}) \) is a unique irreducible unramified representation such that

\[
\sigma_0(\text{Jord}) \leq \begin{cases} 
\zeta(1/m_1, 1) \times 1 & \text{if } l \leq 2Z + 1, \ G_n = Sp(n, F), \\
\zeta(1, m_1, 1) \times \zeta(1/2, n_1, \chi_0) \times 1 & \text{if } k, l \leq 2Z + 1, \ G_n = SO(2n + 1, F), \\
\zeta(1, m_1, 1) \times 1 & \text{if } k \leq 2Z + 1, \ l \leq 2Z, \ G_n = SO(2n + 1, F), \\
\zeta(1/2, m_1, \chi_0) \times 1 & \text{if } k \leq 2Z, \ l \leq 2Z + 1, \ G_n = SO(2n + 1, F), \\
1 \in \text{Irr } G_0 & \text{if } k, l \leq 2Z.
\end{cases}
\]

The main result of this section is the next theorem.

**Theorem 5.1.** Let \( n \in \mathbb{Z}_{>0} \). The correspondence \( \text{Jord}(n) \to \text{Irr}_{sn}(G_n) \) given by \( \text{Jord} \to \sigma(\text{Jord}) \) is a well-defined bijection.

**Remark 5.1.** If \( G_n = Sp(n, F) \), then \( G_0 \) stands for the trivial group. In that case its only representation \( 1 \) is also considered to be a strongly negative unramified representation. We put \( \text{Jord}(1) = \{(1, 1)\} \). Now, the theorem also holds for \( n = 0 \) in the symplectic case.

The proof of Theorem 5.1 will be done in several steps. We prove that the map \( \text{Jord} \to \sigma(\text{Jord}) \) is well defined in Lemma 5.3. Then the explicit construction of the map \( \text{Jord} \to \sigma(\text{Jord}) \) shows its injectivity. Finally, we prove the surjectivity in Lemma 5.7.

We start with the next lemma computing Jacquet modules.
Lemma 5.1. Let $\chi \in \{1, \chi_0\}$. Assume that $\beta \in \{1/2, 1\}$ is such that $\nu^\beta \chi \times 1$ reduces. Let $\alpha \in \mathbb{R}$ such that $\alpha - \beta \in \mathbb{Z}_{\geq 0}$. We define $\sigma_\alpha$ as the unique unramified irreducible subquotient of $\zeta(\beta, \alpha, \chi) \times 1$. Then $\sigma_\alpha$ is strongly negative, and we have the following:

$$
\mu^* (\sigma_\alpha) = \sum_{i=0}^{\alpha - \beta + 1} \zeta(-\alpha, -\beta - i, \chi) \otimes \sigma_{i+\beta-1}.
$$

Here we put $\sigma_{\beta-1} = 1$.

Proof. We prove the claim using induction on $\alpha$. First, $\alpha = \beta$. Then the formula in (5.4) reduces to $\mu^* (\sigma_\beta) = \nu^{-\beta} \chi \otimes 1 + 1 \otimes \sigma_\beta$, which is well known.

Now, we assume that the formula holds for all $\beta \leq \alpha' < \alpha$, and we prove it for $\alpha$. We first show that $\sigma_\alpha$ is strongly negative. If not, then by Lemma 4.7 and Theorem 4.4, we discuss two separate cases: $\sigma_\alpha$ is negative but not strongly negative, and $\sigma_\alpha$ is not negative. We start with the first case. Using Theorem 4.4, we can find $2m \in \mathbb{Z}_{\geq 0}$, an unramified unitary character $\chi'$, and an irreducible negative representation $\sigma'$ such that

$$
\sigma \leftarrow \zeta(-m, m, \chi') \times \sigma'.
$$

Hence, by Frobenius reciprocity, $\mu^* (\sigma_\alpha) \geq \zeta(-m, m, \chi') \otimes \sigma'$. Since, $\sigma_\alpha \leq \zeta(\beta, \alpha, \chi) \times 1$, we see that

$$
\zeta(-m, m, \chi') \otimes \sigma' \leq \mu^* (\zeta(\beta, \alpha, \chi) \times 1).
$$

Now, using Theorem 3.1, we can find indices $0 \leq j \leq i \leq \alpha - \beta + 1$ such that

$$
\zeta(-m, m, \chi') \otimes \sigma' \leq \zeta(-\alpha, -\beta - i, \chi) \times \zeta(\beta, j + \beta - 1, \chi) \otimes \zeta(j + \beta, i + \beta - 1, \chi) \times 1.
$$

Hence, we see that $\chi' = \chi$. Also, if $i < \alpha - \beta + 1$, we see that $m = \alpha$ and $m = j + \beta - 1$. Thus, $i < \alpha - \beta + 1 = j$. This is a contradiction. Thus, $i = \alpha - \beta + 1$. Hence $\beta = m = 0$ and $j = 1$. Hence $\sigma' \leq \zeta(\beta + 1, \alpha, \chi) \times 1$. Since Theorem 3.2 implies that $\zeta(\beta + 1, \alpha, \chi) \times 1$ is irreducible, we see that $\sigma' \simeq \zeta(\beta + 1, \alpha, \chi) \times 1$, contradicting the negativity of $\sigma'$. Thus, we consider the case $\sigma_\alpha$ is not negative. Now, we realize $\sigma_\alpha$ as an irreducible subrepresentation of (4.13). Thus, as in the proof we just completed, we can find indices $0 \leq j \leq i \leq \alpha - \beta + 1$ such that

$$
\zeta(-\beta_1, \alpha_1, \chi_1) \times \cdots \times \zeta(-\beta_k, \alpha_k, \chi_k) \otimes \sigma_{neg} \leq \zeta(-\alpha, -\beta - i, \chi) \times \zeta(\beta, j + \beta - 1, \chi) \times \zeta(j + \beta, i + \beta - 1, \chi) \times 1.
$$

Since $\alpha_i - \beta_i > 0$ and $-\alpha - \beta - i \leq 0$, we see that $i = \alpha - \beta + 1$ and $j > 0$. Hence $k = 1$ and, as before, $\sigma_{neg} \simeq \zeta(\beta + j, \alpha, \chi) \times 1$. This contradicts the negativity unless $j = \alpha - \beta + 1$. Hence $\zeta(-\beta_1, \alpha_1, \chi_1) = \zeta(\beta, \alpha, \chi)$ and $\sigma_{neg} = 1$. Thus,

$$
\sigma_\alpha \leftarrow \zeta(\beta, \alpha, \chi) \times 1.
$$

Hence

$$
\sigma_\alpha \leftarrow \zeta(\beta, \alpha, \chi) \times 1 \leftarrow \zeta(\beta, \alpha - 1, \chi) \times \nu^\alpha \chi \times 1
$$

\simeq \zeta(\beta, \alpha - 1, \chi) \times \nu^{-\alpha} \chi \times 1 \simeq \nu^{-\alpha} \chi \times \zeta(\beta, \alpha - 1, \chi) \times 1.
$$

Now, one can prove directly that $\nu^{-\alpha} \chi \times \zeta(\beta, \alpha - 1, \chi) \times 1$ has a unique irreducible subrepresentation using Theorem 3.1 and using an idea similar to that used in the proof of Lemma 4.7. Hence for the unique irreducible representation $\sigma'$ of $\zeta(\beta, \alpha - 1, \chi) \times 1$, we must have $\sigma_\alpha \leftarrow \nu^{-\alpha} \chi \times \sigma'$. This contradicts Lemma 1.1(ii),
since \( \sigma' \) is not unramified. (Since by Frobenius reciprocity, \( \mu^*(\sigma') \geq \zeta(\beta, \alpha - 1, \chi) \otimes 1 \), and thus \( \sigma' \not\cong \sigma_{\alpha-1} \).) Thus, we have proved that \( \sigma_{\alpha} \) is strongly negative.

Now, we prove (5.4). First, considering uniqueness of unramified irreducible subquotients we see that

\[
\sigma_{\alpha} \leq \nu^\alpha \chi \otimes \sigma_{\alpha-1}.
\]

Hence
\[
\mu^*(\sigma_{\alpha}) \leq \mu^*(\nu^\alpha \chi \otimes \sigma_{\alpha-1})
\]
\[= (\nu^\alpha \chi \otimes 1 + \nu^{-\alpha} \chi \otimes 1 + 1 \otimes \nu^\alpha \chi) \times \sum_{i=0}^{\alpha-\beta} \zeta(-\alpha + 1, -\beta - i, \chi) \otimes \sigma_{i+\beta-1}.
\]

Since \( \sigma_{\alpha} \) is strongly negative, we must have
\[
\mu^*(\sigma_{\alpha}) \leq (\nu^{-\alpha} \chi \otimes 1 + 1 \otimes \nu^\alpha \chi) \times \sum_{i=0}^{\alpha-\beta} \zeta(-\alpha + 1, -\beta - i, \chi) \otimes \sigma_{i+\beta-1}.
\]

We show that \( 1 \otimes \sigma_{\alpha} \) is the only term in \( \mu^*(\sigma_{\alpha}) \) less than
\[
\sum_{i=0}^{\alpha-\beta} \zeta(-\alpha + 1, -\beta - i, \chi) \otimes \nu^\alpha \chi \otimes \sigma_{i+\beta-1}.
\]

This case happens with \( i = \alpha - \beta \). If \( i < \alpha - \beta \), then
\[
\mu^*(\sigma_{\alpha}) \geq \zeta(-\alpha + 1, -\beta - i, \chi) \otimes \nu^\alpha \chi \otimes \sigma_{i+\beta-1}
\]
and \( \nu^\alpha \chi \otimes \sigma_{i+\beta-1} \) is irreducible since we have the following isomorphisms:
\[
\nu^\alpha \chi \otimes \sigma_{i+\beta-1} \hookrightarrow \nu^\alpha \chi \times \zeta(\beta, i + \beta - 1, \chi) \times 1 \simeq \zeta(\beta, i + \beta - 1, \chi) \times \nu^\alpha \chi \times 1 \
\simeq \zeta(\beta, i + \beta - 1, \chi) \times \nu^{-\alpha} \chi \times 1 \simeq \nu^{-\alpha} \chi \times \zeta(\beta, i + \beta - 1, \chi) \times 1.
\]

Since also
\[
\nu^{-\alpha} \chi \times \sigma_{i+\beta-1} \hookrightarrow \nu^{-\alpha} \chi \times \zeta(\beta, i + \beta - 1, \chi) \times 1,
\]
we can argue as in the proof of Lemma 4.8 to show the irreducibility. We leave the details to the reader.

Now, Lemma 4.1 applied to \( \mu^*(\sigma_{\alpha}) \geq \zeta(-\alpha + 1, -\beta - i, \chi) \otimes \nu^\alpha \chi \otimes \sigma_{i+\beta-1} \) shows
\[
\sigma_{\alpha} \hookrightarrow \zeta(-\alpha + 1, -\beta - i, \chi) \times \nu^\alpha \chi \times \sigma_{i+\beta-1}.
\]

Hence
\[
\sigma_{\alpha} \hookrightarrow \zeta(-\alpha + 1, -\beta - i, \chi) \times \nu^\alpha \chi \times \sigma_{i+\beta-1} \simeq \nu^\alpha \chi \times \zeta(-\alpha + 1, -\beta - i, \chi) \times \sigma_{i+\beta-1}.
\]

Thus \( \mu^*(\sigma_{\alpha}) \geq \nu^\alpha \chi \otimes \cdots \), contradicting the strong negativity of \( \sigma_{\alpha} \). Thus we get the following inequality:
\[
\mu^*(\sigma_{\alpha}) \leq 1 \otimes \sigma_{\alpha} + \sum_{i=0}^{\alpha-\beta} \nu^{-\alpha} \chi \times \zeta(-\alpha + 1, -\beta - i, \chi) \otimes \sigma_{i+\beta-1}.
\]

Note that for any \( i, 0 \leq i \leq \alpha - \beta \), we write
\[
\zeta(-\alpha, -\beta - i, \chi) \hookrightarrow \nu^{-\alpha} \chi \times \zeta(-\alpha + 1, -\beta - i, \chi) \rightarrow \zeta,
\]
where \( \zeta \) is irreducible and not spherical. Moreover, by \( \mathbb{Z}\mathbb{E} \), we have
\[
\zeta \hookrightarrow \zeta(-\alpha + 1, -\beta - i, \chi) \times \nu^{-\alpha} \chi.
\]
Thus, if \( \mu^* (\sigma) \geq \zeta \otimes \sigma_{i+\beta-1} \), we see that
\[
\sigma_{\alpha} \mapsto \nu^{-\alpha+1} \chi \times \cdots \times \nu^{-\beta-1} \chi \times \nu^{-\alpha} \chi \times \sigma_{i+\beta-1},
\]
by Lemma 4.3. Since we proved that \( \nu^\alpha \chi \times \sigma_{i+\beta-1} \) is irreducible, we have
\[
\sigma_{\alpha} \mapsto \nu^{-\alpha+1} \chi \times \cdots \times \nu^{-\beta-1} \chi \times \nu^{-\alpha} \chi \times \sigma_{i+\beta-1} \simeq \nu^{-\alpha+1} \chi \times \cdots \times \nu^{-\beta+1} \chi \times \nu^\alpha \chi \times \sigma_{i+\beta-1},
\]
and since \( \nu^j \chi \times \nu^\alpha \chi \simeq \nu^\alpha \chi \times \nu^j \chi \), \(-\alpha + 1 \leq j \leq -\beta - i\), we obtain \( \mu^* (\sigma_{\alpha}) \geq \nu^\alpha \chi \otimes \cdots \), contradicting the strong negativity of \( \sigma_{\alpha} \). This proves (5.4) and completes the proof of the lemma.

The next lemma shows the strong negativity of all unramified representations in (5.3). It also computes their Jacquet modules.

**Lemma 5.2.** Assume that \( \beta, \beta' \in \{1/2, 1\} \) such that \( \nu^\beta \times 1 \) and \( \nu^{\beta'} \chi_0 \times 1 \) reduce. Let \( \alpha, \alpha' \in \mathbb{R} \) such that \( \alpha - \beta \in \mathbb{Z}_{\geq 0} \) and \( \alpha' - \beta' \in \mathbb{Z}_{\geq 0} \). We define \( \sigma_{\alpha,\alpha'} \) as the unique unramified irreducible subquotient of \( \zeta(\beta, \alpha, 1) \times \zeta(\beta', \alpha', \chi_0) \times 1 \), and the unique unramified irreducible subquotients of \( \zeta(\beta, \alpha, 1) \times 1 \) and \( \zeta(\beta', \alpha', \chi_0) \times 1 \) we denote by \( \sigma_{\alpha} \) and \( \sigma_{\alpha}' \), respectively. Obviously, we have the following:
\[
\left\{
\begin{array}{l}
\sigma_{\alpha,\alpha'} \leq \zeta(\beta, \alpha, 1) \times \sigma_{\alpha}', \\
\sigma_{\alpha,\alpha'} \leq \zeta(\beta', \alpha', \chi_0) \times \sigma_{\alpha}.
\end{array}
\right.
\]

Then \( \sigma_{\alpha,\alpha'} \) is strongly negative and we have the following:
\[
\mu^* (\sigma_{\alpha,\alpha'}) = \sum_{i=0}^{\alpha-\beta+1} \sum_{i'=0}^{\alpha'-\beta'+1} \zeta(-\alpha, -\beta - i, 1) \times \zeta(-\alpha', -\beta' - i', \chi_0) \otimes \sigma_{i+\beta-1, i'+\beta'-1}.
\]

**Proof.** We prove by induction on \( \alpha + \alpha' \) that if an irreducible representation \( \sigma \) satisfies
\[
\left\{
\begin{array}{l}
\sigma \leq \zeta(\beta, \alpha, 1) \times \sigma_{\alpha}', \\
\sigma \leq \zeta(\beta', \alpha', \chi_0) \times \sigma_{\alpha},
\end{array}
\right.
\]
then \( \sigma \simeq \sigma_{\alpha,\alpha'} \). The formula for Jacquet modules in (5.6) will be the consequence. The base of induction is the case \( \alpha = \beta - 1 \) or \( \alpha' = \beta' - 1 \); then the conclusion trivially holds. In general, the first inequality in (5.6), Lemma 5.1, and Theorem 3.1 imply
\[
\mu^* (\sigma) \leq \sum_{i=0}^{\alpha-\beta+1} \sum_{j=0}^{\alpha'-\beta'+1} \sum_{i'=0}^{i'} \zeta(-\alpha, -\beta - i, 1) \times \zeta(\beta, j + \beta - 1, 1) \times \zeta(-\alpha', -\beta' - i', \chi_0) \otimes \sigma_{i'+\beta'-1, i'+\beta'-1}
\]
and
\[
\mu^* (\sigma) \leq \sum_{i=0}^{\alpha-\beta+1} \sum_{j=0}^{\alpha'-\beta'+1} \sum_{i'=0}^{i'} \zeta(-\alpha, -\beta - i, 1) \times \zeta(-\alpha', -\beta' - i', \chi_0) \times \zeta(\beta, j + \beta - 1, 1) \otimes \sigma_{i+\beta-1, i'+\beta'-1}.
\]
A comparison of those formulas shows $j = j' = 0$. Thus, $\mu^* (\sigma_{\alpha, \alpha'})$ is less than or equal to both

\[
\begin{aligned}
&\sum_{i=0}^{a-\beta+1} \sum_{i'=0}^{a'-\beta'+1} \zeta(-\alpha, -\beta - i, 1) \times \zeta(-\alpha', -\beta' - i', 1) \chi_0 \\
&\quad \otimes \zeta(\beta, i + \beta - 1, 1) \times \sigma'_{i + \beta - 1}, \\
&\sum_{i=0}^{a-\beta+1} \sum_{i'=0}^{a'-\beta'+1} \zeta(-\alpha, -\beta - i, 1) \times \zeta(-\alpha', -\beta' - i', 1) \chi_0 \\
&\quad \otimes \zeta(\beta', i' + \beta' - 1, 1) \chi_0 \times \sigma_{i + \beta' - 1}.
\end{aligned}
\]

This proves (5.6) as well as the step of the induction. \qed

The next lemma completes the proof that the unramified representation $\sigma(Jord)$ defined by (5.2) is a strongly negative representation. Obviously, by induction on $k$ and $l$ starting from Lemma 5.2, it is enough to prove the next lemma.

**Lemma 5.3.** Assume that $\text{Jord} \in \text{Jord}(n)$ and $\chi \in \{1, \chi_0\}$ are given such that $\# \text{Jord}(\chi) \geq 2$. We let $\beta \in \mathbb{Z}_{\geq 0}$ be such that $a = 2\beta + 1$ (or $\beta \in \frac{1}{2} + \mathbb{Z}_{\geq 0}$ depending on whether we deal with odd-orthogonal groups or not) is the largest element in $\text{Jord}(\chi)$. We also define $\alpha \in \mathbb{Z}_{\geq 0}$ such that $b = 2\alpha + 1$ (or $\alpha \in \frac{1}{2} + \mathbb{Z}_{\geq 0}$ depending on whether we deal with odd-orthogonal groups or not) is the next largest element in $\text{Jord}(\chi)$. Then we put $\text{Jord}' = \text{Jord} \setminus \{(a, \chi), (b, \chi)\}$. Put $\sigma' = \sigma(Jord')$ and $\sigma = \sigma(Jord)$. By the construction, we have

\[
(5.8) \quad \zeta(-\beta, \alpha, \chi) \times \sigma' \geq \sigma.
\]

Then if $\sigma'$ is strongly negative, $\sigma$ is also strongly negative.

**Proof.** As in the proof of Lemma 5.1, we show that if $\sigma$ is negative, but not strongly negative, or if $\sigma$ is not negative, leads to a contradiction. First, assume that $\sigma$ is negative, but not strongly negative. Using Theorem 4.4, we can find $2m \in \mathbb{Z}_{\geq 0}$, an unramified unitary character $\chi'$, and an irreducible negative representation $\sigma''$ such that

$$\sigma \hookrightarrow \zeta(-m, m, \chi') \times \sigma''.$$  

Hence, by Frobenius reciprocity, $\mu^* (\sigma) \geq \zeta(-m, m, \chi') \otimes \sigma''$. Since $\sigma \leq \zeta(-\beta, \alpha, \chi) \times \sigma'$, we see that

$$\zeta(-m, m, \chi') \otimes \sigma'' \leq \mu^* (\zeta(-\beta, \alpha, \chi) \times \sigma').$$

Now, using Theorem 3.1, we can find indices $0 \leq j \leq i \leq \alpha + \beta + 1$ and an irreducible representation $\mu^* (\sigma') \geq \zeta \otimes \sigma'_1$ such that

$$\zeta(-m, m, \chi') \otimes \sigma'' \leq \zeta(-\alpha, -\beta - i, \chi) \times \zeta(-\beta, j - \beta - 1, \chi) \times \zeta \otimes \zeta(j - \beta, i - \beta - 1, \chi) \times \sigma'_1.$$

First, $j = 0$ by the construction of $\beta$, since (5.8) implies that any supercuspidal support of $\sigma$ contains $\nu^\beta \chi$ or $\nu^{-\beta} \chi$ but not both. Thus,

$$\zeta(-m, m, \chi') \otimes \sigma'' \leq \zeta(-\alpha, -\beta - i, \chi) \times \zeta \otimes \zeta(-\beta, i - \beta - 1, \chi) \times \sigma'_1.$$  

If $i = \alpha + \beta + 1$, then $\zeta \simeq \zeta(-m, m, \chi')$. Since $\mu^* (\sigma) \geq \zeta(-m, m, \chi') \otimes \sigma''$, Lemma 4.1 contradicts the strong negativity of $\sigma'$. Hence $\chi' = \chi$ and $m = \alpha$. Next, $\beta - i = \alpha$; otherwise the supercuspidal support of $\sigma'$ would contain $\nu^{\pm \alpha} \chi$, which contradicts the choice of $\sigma'$. Now, the above inequality reduces to $\sigma'' \leq \zeta(-\beta, -\alpha - 1, \chi) \times \sigma'$. Finally, if we show that $\zeta(-\beta, -\alpha - 1, \chi) \times \sigma'$ is irreducible, we are done. Using Corollary 4.1, it is enough to show that $\zeta(\alpha + 1, \beta, \chi) \times \sigma'$ is irreducible. First, we embed $\sigma' \hookrightarrow \chi'_1 \times \cdots \times \chi'_1 \times 1$. Note that all $\chi'_1$ are unramified and by the choice of $\sigma'$, $|e(\chi_i)| < \alpha$. Hence, Lemma 2.1 implies that $\zeta(\alpha + 1, \beta, \chi) \times \chi'_1$ and
\[ \zeta(\alpha + 1, \beta, \chi) \times \chi'_1 \text{ are irreducible. Since Theorem 3.2 implies that } \zeta(\alpha + 1, \beta, \chi) \times 1 \text{ is irreducible, we see that} \]
\[ \zeta(\alpha + 1, \beta, \chi) \times \sigma' \rightarrow \zeta(\alpha + 1, \beta, \chi) \times \chi'_1 \times \cdots \times \chi'_l \times 1 \]
\[ \simeq \zeta(-\beta, -\alpha - 1, \chi) \times \chi'_1 \times \cdots \times \chi'_l \times 1. \]

Also, since \( \zeta(-\beta, -\alpha - 1, \chi) \times \sigma' \rightarrow \zeta(-\beta, -\alpha - 1, \chi) \times \chi'_1 \times \cdots \times \chi'_l \times 1 \), one can complete the proof using the argument from the proof of Lemma 4.8. We leave the details to the reader.

Now, we prove that \( \sigma \) is negative. If not, Lemma 4.7 realizes \( \sigma \) as follows:
\[ \sigma \leftrightarrow \zeta(-\beta_1, \alpha_1, \chi_1) \times \cdots \times \zeta(-\beta_k, \alpha_k, \chi_k) \times 1. \]
where the data is as in that lemma. As in the first part of the proof, the Frobenius reciprocity implies
\[ \zeta(-\beta_1, \alpha_1, \chi_1) \times \cdots \times \zeta(-\beta_k, \alpha_k, \chi_k) \times 1 \leq \mu^*(\zeta(-\beta_1, \alpha_1, \chi_1) \times 1). \]

Now, using Theorem 3.1, we can find indices \( 0 \leq j \leq \alpha + \beta + 1 \) and an irreducible representation \( \mu^*(\sigma') \geq \zeta \times \sigma'_1 \) such that
\[ \zeta(-\beta_1, \alpha_1, \chi_1) \times \cdots \times \zeta(-\beta_k, \alpha_k, \chi_k) \times 1 \leq \zeta(-\alpha, \beta - i, \chi) \times \zeta(-\beta, j - \beta - 1, \chi) \times \sigma'_1. \]

First, as in the proof above we show that \( i < \alpha + \beta + 1 \) and \( j = 0 \). Next, Lemma 1.1(ii) also implies that \( \zeta \) must be either trivial or unramified. If it is unramified, it is fully induced from the product of the form \( \zeta(-\beta'_1, \alpha'_1, \chi'_1) \times \cdots \times \zeta(-\beta'_l, \alpha'_l, \chi'_l) \), where all \( \chi'_i \) are unitary and unramified characters, and all \(-\beta'_j + \alpha'_j < 0 \) (since \( \sigma' \) is strongly negative). Finally, by the construction, we see \( \beta'_i < \alpha \). Since \( \zeta(-\beta_1, \alpha_1, \chi_1) \times \cdots \times \zeta(-\beta_k, \alpha_k, \chi_k) \) is irreducible (see Lemma 4.7) and all \(-\beta_i + \alpha_i > 0 \), thus, we see \( \beta - i \geq \alpha + 1, k = 1, \xi \text{ is trivial. Since } \xi \text{ is trivial } \sigma'_1 \simeq \sigma'. \text{ Thus the above inequality reduces to } \sigma \leq \zeta(-\beta, i - \beta - 1, \chi) \times \sigma'. \text{ Exactly as in the first part of the proof, we show that } \zeta(-\beta, i - \beta - 1, \chi) \times \sigma' \text{ is irreducible, contradicting the negativity of } \sigma. \text{ This completes the proof of the lemma.} \]

The next lemma will be very important later.

**Lemma 5.4.** Assume that \( \sigma \in \text{Irr} \ G_n \) is a strongly negative unramified representation. Then we have the following:

(i) There exists a unitary unramified character \( \chi \) of \( F^\times \), \( \alpha, \beta \in \mathbb{R}, \alpha + \beta \in \mathbb{Z}_{\geq 0}, \) and an irreducible representation \( \sigma' \), such that
\[ \sigma \leftrightarrow \zeta(-\beta, \alpha, \chi) \times 1. \]

Moreover, assume that \( \alpha \) is largest possible (subject to (5.9)); then we have the following:
\[ \bullet \alpha - \beta < 0. \]
\[ \bullet \sigma' \text{ is strongly negative.} \]
\[ \bullet \zeta(-\beta, \alpha, \chi) \times \sigma' \text{ is irreducible.} \]

(ii) Let \( \chi \) be an unramified unitary character of \( F^\times \). Assume that \( \beta \) is the largest among all \( |e(\chi')| \), where \( \chi' \) appears in the supercuspidal support of \( \sigma \) and \( (\chi')^n = \chi \). Then \( \mu^*(\sigma) \geq \nu^{-\beta} \chi \times \cdots. \text{ Let } \mu^*(\sigma) \geq \zeta(-\beta, \alpha, \chi) \times \sigma', \]
where $\alpha, \beta \in \mathbb{R}$, $\alpha + \beta \in \mathbb{Z}_{\geq 0}$ and $\sigma''$ is an irreducible representation such that $\alpha$ is largest possible (with this property). Then there exists an irreducible unramified representation $\sigma'$ having the same supercuspidal support as $\sigma''$ such that (i) holds.

Proof. We prove (i). First, the existence of embedding of type (5.9) follows from Theorem 2.1. We assume that $\alpha < \beta$ which contradicts strong negativity of $\sigma$. This is where we need the assumption that $\alpha$ is largest possible. If $\sigma'$ is not strongly negative, Theorem 4.4 and Lemma 4.7 show that there exists a unitary unramified representation $\sigma''$, such that $\alpha' - \beta' \geq 0$ and

$$\sigma' \hookrightarrow \zeta(-\beta', \alpha', \chi') \rtimes \sigma''.$$  \hspace{1cm} (5.10)

We combine (5.9) and (5.10) and look at the following sequence of equivariant morphisms:

$$\sigma \hookrightarrow \zeta(-\beta, \alpha, \chi) \rtimes \zeta(-\beta', \alpha', \chi') \rtimes \sigma'' \rightarrow \zeta(-\beta', \alpha', \chi') \rtimes \zeta(-\beta, \alpha, \chi) \rtimes \sigma''.$$  \hspace{1cm} (5.11)

Clearly, $\sigma$ must be in the kernel of the second equivariant morphism. Thus, $\zeta(-\beta, \alpha, \chi) \rtimes \zeta(-\beta', \alpha', \chi')$ reduces. In particular, $\chi = \chi', \alpha - \alpha' \in \mathbb{Z}$. Also one of the following must hold:

- $-\beta < -\beta' \leq \alpha + 1 \leq \alpha'$,
- $-\beta' < -\beta \leq \alpha' + 1 \leq \alpha$.

The second case is not possible since otherwise

$$0 \leq \alpha' - \beta' \leq \alpha - \beta < 0.$$  

This discussion implies that the kernel of the second equivariant morphism in (5.11) is isomorphic to

$$\zeta(-\beta, \alpha', \chi) \rtimes \zeta(-\beta', \alpha, \chi) \rtimes \sigma'',$$

and as we already observed $\sigma$ embeds into that kernel. In particular, for some irreducible representation $\sigma_1$ we must have

$$\sigma \hookrightarrow \zeta(-\beta, \alpha', \chi) \rtimes \sigma_1.$$  

Now, Lemma 1.1(ii) implies that $\sigma_1$ is unramified, and since $\alpha < \alpha'$ this contradicts the maximality of $\alpha$.

Now, we prove (ii). First, by Theorem 2.1, we can find a sequence of representations $\zeta(-\beta_i, \alpha_i, \chi_i)$ $(\alpha_i, \beta_i \in \mathbb{R}, \alpha_i + \beta_i \in \mathbb{Z}_{\geq 0}, \chi_i$ is an unramified unitary character of $F^\times, 1 \leq i \leq k,$ such that $\zeta(-\beta_1, \alpha_1, \chi_1) \times \cdots \times \zeta(-\beta_k, \alpha_k, \chi_k)$ is irreducible and

$$\sigma \hookrightarrow \zeta(-\beta_1, \alpha_1, \chi_1) \times \cdots \times \zeta(-\beta_k, \alpha_k, \chi_k) \rtimes 1.$$
Note that the assumption that \( \sigma \) is strongly negative implies that \( \alpha_i - \beta_i < 0 \), for all \( i \), since \( \zeta(-\beta_i, \alpha_1, \chi_1) \times \cdots \times \zeta(-\beta_k, \alpha_k, \chi_k) \) is irreducible. Note that \( -\beta_i \leq \pm \beta \leq \alpha_i \), for some \( i \), and our assumption on the choice of \( \beta \) implies that \( \beta_i = \beta \). This completes the proof of (ii). \( \square \)

The next lemma tells us more about the position of \( \sigma(\text{Jord}) \). More precisely, we have the following.

**Lemma 5.5.** Assume that \( \sigma(\text{Jord}) \) is given by (5.2). Then we have the following:

\[
\sigma(\text{Jord}) \leftarrow \zeta(-m_l, m_{l-1}, 1) \times \cdots \times \zeta(-m_l, m_{l-1}, 1) \times \cdots \times \zeta(-n_k, n_{k-1}, \chi_0) \times \cdots \times \zeta(-n_k, n_{k-1}, \chi_0)
\]

In particular, let \( \chi \in \{1, \chi_0\} \) such that \# Jord(\( \chi \)) \( \geq 2 \). We let \( \beta \in \mathbb{Z}_{>0} \) such that \( a = 2\beta + 1 \) (or \( \beta \in \frac{1}{2} + \mathbb{Z}_{>0} \) depending on whether we deal with odd–orthogonal groups or not) is the largest element in Jord(\( \chi \)). We also define \( \alpha \in \mathbb{Z}_{>0} \) such that \( b = 2\alpha + 1 \) (or \( \alpha \in \frac{1}{2} + \mathbb{Z}_{>0} \) depending on whether we deal with odd–orthogonal groups or not) is the next largest element in Jord(\( \chi \)). Then we put Jord' = Jord \{ (a, \chi), (b, \chi) \}. Put \( \sigma' = \sigma(\text{Jord'}) \) and let \( \sigma_n' \) be the unique unramified irreducible subquotient of \( \zeta(-\alpha, \alpha, \chi) \times \sigma' \). Then we have the following:

\[
\begin{align*}
\sigma & \leftarrow \zeta(-\beta, \alpha, \chi) \times \sigma', \\
\sigma_n' & \leftarrow \zeta(-\alpha, \alpha, \chi) \times \sigma', \\
\sigma & \leftarrow \zeta(-\beta, -\alpha - 1, \chi) \times \sigma_n'.
\end{align*}
\]

Finally, \( \zeta(-\alpha, \alpha, \chi) \times \sigma' \) is a direct sum of two non–equivalent self-dual irreducible representations and \( \zeta(-\beta, \alpha, \chi) \times \sigma' \) has exactly two irreducible subrepresentations. They are self-dual and non-equivalent.

**Proof.** The proof of (5.12) is by induction on \( k \) and \( l \). The statement is clear if \( l = 0 \) and \( k = 0 \) since \( \sigma(\text{Jord}) \simeq \sigma_0(\text{Jord}) \). Assume now that \( \chi \in \{1, \chi_0\} \) such that \# Jord(\( \chi \)) \( \geq 2 \). We let \( \beta \in \mathbb{Z}_{>0} \) such that \( a = 2\beta + 1 \) (or \( \beta \in \frac{1}{2} + \mathbb{Z}_{>0} \) depending on whether we deal with odd–orthogonal groups or not) is the largest element in Jord(\( \chi \)). We also define \( \alpha \in \mathbb{Z}_{>0} \) to be such that \( b = 2\alpha + 1 \) (or \( \alpha \in \frac{1}{2} + \mathbb{Z}_{>0} \) depending on whether we deal with odd–orthogonal groups or not) is the next largest element in Jord(\( \chi \)). Then we put Jord' = Jord \{ (a, \chi), (b, \chi) \}. Put \( \sigma' = \sigma(\text{Jord'}) \). In fact, for definiteness we assume without loss of generality that \( \zeta(-\beta, \alpha, \chi) = \zeta(-m_l, m_{l-1}, 1) \). Then the inductive assumption is

\[
\sigma' \leftarrow \zeta(-m_l-2, m_{l-3}, 1) \times \cdots \times \zeta(-n_k, n_{k-1}, \chi_0) \times \cdots \times \zeta(-n_k, n_{k-1}, \chi_0)
\]

Now, Theorem 3.2 shows that \( \zeta(-\alpha, \alpha, \chi) \times 1 \simeq \pi_i' \oplus \pi_i' \), where \( \pi_i', i = 1, 2 \), are irreducible and mutually inequivalent. (We used here the obvious fact that induction carries unitarizable representations into unitarizable representations, Lemma 3.8 (b) of [T1], and the fact that is easy to check that \( \zeta(-\alpha, \alpha, \chi) \times 1 \) appears
The above observation on their multiplicities shows \( \pi(5.16) \) is equal to 2. Note that \( \tilde{\pi} \) and using Theorem 3.1 it is easy to check that its multiplicity in both \( \pi \) and non–isomorphic to \( \mu \) multiplicity one in \( \tilde{\pi} \) representation.

(5.15) \( \zeta(-\alpha,\alpha,\chi) \times \sigma' \hookrightarrow \zeta(-\alpha,\alpha,\chi) \times \zeta(-m_{l-2},m_{l-3},1) \)
\[\times \cdots \times \zeta(-n_{k},n_{k-1},\chi_{0}) \times \zeta(-n_{k-2},n_{k-3},\chi_{0}) \times \cdots \times \sigma_{0} \times 1 \]
\[\hookrightarrow \zeta(-\alpha,\alpha,\chi) \times \zeta(-m_{l-2},m_{l-3},1) \times \cdots \times \zeta(-n_{k},n_{k-1},\chi_{0}) \]
\[\times \zeta(-n_{k-2},n_{k-3},\chi_{0}) \times \cdots \times \sigma' \times 1 \]
\[\cong \zeta(-m_{l-2},m_{l-3},1) \times \cdots \times \zeta(-n_{k},n_{k-1},\chi_{0}) \]
\[\times \zeta(-n_{k-2},n_{k-3},\chi_{0}) \times \cdots \times \sigma' \times 1 \times \zeta(-\alpha,\alpha,\chi) \times 1 \]
\[\cong \zeta(-m_{l-2},m_{l-3},1) \times \cdots \times \zeta(-n_{k},n_{k-1},\chi_{0}) \]
\[\times \zeta(-n_{k-2},n_{k-3},\chi_{0}) \times \cdots \times \sigma' \times (\pi'_{1} \oplus \pi'_{2}) \]

where \( \tilde{\pi} \) is an irreducible representation on the right–hand side of (5.3) depending on type of \( \sigma_{0} \). (Note that Lemma 5.2 implies \( \sigma_{0} \hookrightarrow \pi' \times 1 \).)

Now, it is clear that the following representation is irreducible:
\[\zeta(-m_{l-2},m_{l-3},1) \times \cdots \times \zeta(-n_{k},n_{k-1},\chi_{0}) \times \zeta(-n_{k-2},n_{k-3},\chi_{0}) \times \cdots \times \sigma' \times \pi' \]

and using Theorem 3.1 it is easy to check that its multiplicity in both
\[\zeta(-m_{l-2},m_{l-3},1) \times \cdots \times \zeta(-n_{k},n_{k-1},\chi_{0}) \times \zeta(-n_{k-2},n_{k-3},\chi_{0}) \times \cdots \times \sigma' \times \pi' \]

and
\[\zeta(-\beta,\beta,\chi) \times \zeta(-m_{l-2},m_{l-3},1) \times \cdots \times \zeta(-n_{k},n_{k-1},\chi_{0}) \]
\[\times \zeta(-n_{k-2},n_{k-3},\chi_{0}) \times \cdots \times \sigma' \times 1 \]

is equal to \( 2^{k+l-1} \), and its multiplicity is at least one in \( \zeta(-\alpha,\alpha,\chi) \times \sigma' \). We leave simple verification to the reader. Now, (5.15) shows that there exist irreducible representations \( \pi_{1}, \pi_{2} \) such that
\[\pi_{1} \oplus \pi_{2} \hookrightarrow \zeta(-\alpha,\alpha,\chi) \times \sigma'.\]

Now, Theorem 3.1 shows that \( \zeta(-\alpha,\alpha,\chi) \times \sigma' \) appears exactly twice in \( \mu' \times (\zeta(-\alpha,\alpha,\chi) \times \sigma') \). This shows that either \( \pi_{1} \cong \pi_{2} \) or each \( \pi_{i} \) appears with multiplicity one in \( \zeta(-\alpha,\alpha,\chi) \times \sigma' \), and if \( \pi_{3} \) is an irreducible representation such that \( \pi_{3} \hookrightarrow (-\alpha,\alpha,\chi) \times \sigma' \), then \( \pi_{3} \cong \pi_{1} \) or \( \pi_{3} \cong \pi_{2} \). Next, arguing as in the proof of Lemma 4.8, we see that \( \pi_{i} \in \{ \pi_{1}, \pi_{2} \} \), \( i = 1, 2 \). Now, taking contragredients and applying Corollary 3.1, we see that (5.16) implies
\[\zeta(-\alpha,\alpha,\chi) \times \sigma' \hookrightarrow \pi_{1} \oplus \pi_{2}.\]

The above observation on their multiplicities shows
\[\zeta(-\alpha,\alpha,\chi) \times \sigma' \cong \pi_{1} \oplus \pi_{2} \oplus W.\]

Note that \( W = 0 \); otherwise, since it has a finite length we see that it must have an irreducible subrepresentation \( \pi_{3} \hookrightarrow W \). This is a contradiction. Thus, \( \zeta(-\alpha,\alpha,\chi) \times \sigma' \cong \pi_{1} \oplus \pi_{2} \). Next, we can assume \( \sigma_{n} \cong \pi_{1} \). Then \( \pi_{1} \) is self-dual and non–isomorphic to \( \pi_{2} \). Thus, \( \pi_{2} \) is also self-dual. Thus, \( \zeta(-\alpha,\alpha,\chi) \times \sigma' \) is a direct sum of two non–equivalent self-dual irreducible representations. Now, we show that \( \zeta(-\beta,\alpha,\chi) \times \sigma' \) has exactly two irreducible subrepresentations and that
representations are self-dual and non-equivalent. We have the following chain of embeddings:

\[
(5.17) \quad \zeta(-\beta, \alpha, \chi) \times \sigma' \hookrightarrow \zeta(-\beta, -\alpha - 1, \chi) \times \zeta(-\alpha, \alpha, \chi) \times \sigma' \\
\cong \zeta(-\beta, -\alpha - 1, \chi) \times \pi_1 \oplus \zeta(-\beta, -\alpha - 1, \chi) \times \pi_2.
\]

Now, using Theorem 3.1, it is not hard to check that \(\zeta(-\beta, -\alpha - 1, \chi) \otimes \pi_i, i = 1, 2,\) appears in \(\mu^* (\zeta(-\beta, -\alpha - 1, \chi) \times \zeta(-\alpha, \alpha, \chi) \times \sigma')\) and in \(\mu^* (\zeta(-\beta, \alpha, \chi) \times \sigma')\) with multiplicity exactly one. We leave the details to the reader. This shows the claim. To complete the proof of the lemma, we use Lemma 5.4(ii) to see that for some irreducible unramified representation \(\sigma''\) we have

\[
(5.18) \quad \sigma \hookrightarrow \zeta(-\beta, \alpha', \chi) \times \sigma''.
\]

Taking the maximal possible such \(\alpha'\) we see that \(\sigma''\) is strongly negative. Next, if \(\alpha = \alpha'\) we are done. If not, then \(\alpha' < \alpha\) because of our choice of \(\alpha\) and \(\beta\). In any supercuspidal support of \(\sigma\) exactly one of the elements \(\nu_i \chi_i, -\alpha \leq i \leq -\beta - 1,\) appears. We now prove

\[
(5.19) \quad \sigma \hookrightarrow \zeta(-\beta, \alpha, \chi) \times \sigma'
\]

by induction starting from the smallest possible \(\beta = \alpha + 1\). In that case, \(\alpha' > -\beta = -\alpha - 1\) or otherwise \(\sigma'' \simeq \sigma_n\) which is not strongly negative. Now, (5.18) implies

\[
\sigma_n \hookrightarrow \zeta(-\alpha, \alpha, \chi) \times \sigma' \hookrightarrow \zeta(-\alpha, \alpha', \chi) \times \zeta(\alpha' + 1, \alpha, \chi) \times \sigma'.
\]

Now, an obvious analogue of Lemma 4.3 implies

\[
\sigma_n \hookrightarrow \zeta(-\alpha, \alpha', \chi) \times \sigma''.
\]

Combining this with (5.18) we get

\[
\sigma \hookrightarrow \zeta(-\beta, \alpha', \chi) \times \sigma'' \hookrightarrow \zeta(-\beta, -\alpha - 1, \chi) \times \zeta(-\alpha, \alpha', \chi) \times \sigma''.
\]

Hence

\[
\sigma \hookrightarrow \zeta(-\beta, -\alpha - 1, \chi) \times \sigma_n.
\]

Since \(\pi'_1 = \sigma_n\), we see \(\sigma \simeq \pi'_1\). This completes the proof of the lemma in this case. In general, for a given \(\beta \geq \alpha + 1\), we construct \(\alpha'\). If \(\alpha' \geq -\alpha\) we argue as before. If \(\alpha' < -\alpha\), then, as before, \(\alpha' < -\alpha - 1\) and \(\sigma''\) is strongly negative with \(\beta\) replaced by \((-\alpha + 1)\) in Jord for \(\sigma\). Now, by the inductive assumption, we see

\[
\sigma'' \hookrightarrow \zeta(\alpha' + 1, \alpha, \chi) \times \sigma'.
\]

Combining this with (5.18), we get

\[
\sigma \hookrightarrow \zeta(-\beta, \alpha', \chi) \times \sigma'' \hookrightarrow \zeta(-\beta, \alpha', \chi) \times \zeta(\alpha' + 1, \alpha, \chi) \times \sigma'.
\]

Now, Lemma 4.3 completes the proof. \(\square\)

The next corollary follows from the proof of Lemma 5.5. We leave an easy proof by induction to the reader.

**Corollary 5.1.** Assume that \(\sigma(\text{Jord})\) is given by (5.12). Assume that we are given a sequence of different characters \(\zeta(-l_i, l_i, \chi_i)\) \((\chi_i\) an unramified unitary character, \(2l_i \in \mathbb{Z}_{>0}, \zeta(-l_i, l_i, \chi_i) \times 1\) reduces), \(i = 1, \ldots, t\). Moreover assume that \(l_i \neq m_j, n_k\) (see (5.2)). Then the induced representation \(\zeta(-l_1, l_1, \chi_1) \times \cdots \times \zeta(-l_t, l_t, \chi_t) \times \sigma(\text{Jord})\) is isomorphic to the direct sum of \(2^t\) non-equivalent irreducible representations.
The next lemma computes some reducibilities. It also proves Theorem 4.2 for the class of strongly negative representations already constructed.

**Lemma 5.6.** Assume that $\chi_1$ is a unitary unramified character of $F^\times$, $\alpha_1, \beta_1 \in \mathbb{R}$, $\alpha_1 + \beta_1 \in \mathbb{Z}_{\geq 0}$, $\alpha_1 - \beta_1 > 0$. Then we have the following:

(i) $\zeta(-\beta_1, \alpha_1, \chi_1) \times 1$ reduces if and only if $\nu^i \chi_1 \times 1$ reduces for some $i$, $-\beta_1 \leq i \leq \alpha_1$, $\beta_1 - i \in \mathbb{Z}$. (This is a theorem of Tadić (cf. [31] or Theorem 3.2 here.) More precisely, if $\zeta(-\beta_1, \alpha_1, \chi_1) \times 1$ reduces, its unique irreducible subrepresentation (see Lemma 4.7) is not unramified, and it has exactly two (resp. one) irreducible quotient(s) if $\beta_1 \geq 0$ (resp. $\beta_1 < 0$). They are self-dual and non-isomorphic, and one of them is an unramified representation. In fact, they are only irreducible subrepresentations in $\zeta(-\alpha_1, \beta_1, \chi_1) \times 1$.

(ii) Let $\sigma = \sigma_{\alpha, \alpha'}$ be defined as in Lemma 5.2. (We allow $\alpha = \beta - 1$ or $\alpha' = \beta' - 1$.) Then $\zeta(-\beta_1, \alpha_1, \chi_1) \times \sigma$ reduces if and only if one of the following induced representations reduces (see Lemma 2.1):

\[
\begin{align*}
&\zeta(-\beta_1, \alpha_1, \chi_1) \times \zeta(-\alpha, -\beta, 1), \\
&\zeta(-\beta_1, \alpha_1, \chi_1) \times \zeta(-\alpha', -\beta', \chi_0), \\
&\zeta(-\beta_1, \alpha_1, \chi_1) \times \zeta(-\alpha, -\beta, 1), \\
&\zeta(-\beta_1, \alpha_1, \chi_1) \times 1
\end{align*}
\]  

unless $\alpha > \beta - 1$, $-\beta_1 = \beta = 1$ and $\chi_1 = 1$. Moreover, if $\zeta(-\beta_1, \alpha_1, \chi_1) \times \sigma$ reduces, its unique irreducible subrepresentation (see Lemma 4.7) is not unramified.

(iii) Assume that $\sigma(\text{Jord})$ is given by (5.2). Then $\zeta(-\beta_1, \alpha_1, \chi_1) \times \sigma(\text{Jord})$ reduces, and its unique irreducible subrepresentation (see Lemma 4.7) is not unramified. This happens if and only if one of the following induced representations reduces:

\[
\begin{align*}
&\zeta(-\beta_1, \alpha_1, \chi_1) \times \zeta(-m_i, m_i, 1) \quad \text{for some } i, \\
&\zeta(-\beta_1, \alpha_1, \chi_1) \times \zeta(-n_i, n_i, \chi_0) \quad \text{for some } i, \\
&\zeta(-\beta_1, \alpha_1, \chi_1) \times \sigma_0(\text{Jord}).
\end{align*}
\]

**Proof.** (i) follows from Lemma 5.1 and Lemma 5.5. Now, we prove (ii). Lemma 5.2 implies

$\sigma \mapsto \zeta(-\alpha, -\beta, 1) \times \zeta(-\alpha', -\beta', \chi_0) \times 1$.

Put $\zeta = \zeta(-\alpha, -\beta, 1)$, $\zeta' = \zeta(-\alpha', -\beta', \chi_0)$, and $\zeta_1 = \zeta(-\beta_1, \alpha_1, \chi_1)$. Then we have the following chain of equivariant morphisms:

\[
\zeta_1 \times \sigma \mapsto \zeta_1 \times \zeta_1 \times 1 \\
\rightarrow \zeta \times \zeta_1 \times \zeta' \times 1 \rightarrow \zeta \times \zeta' \times \zeta_1 \times 1 \\
\rightarrow \zeta \times \zeta' \times \bar{\zeta}_1 \times 1 \rightarrow \zeta \times \bar{\zeta}_1 \times \zeta' \times 1 \rightarrow \bar{\zeta}_1 \times \zeta \times \zeta' \times 1.
\]

all obtained from the usual equivariant morphisms (cf. [Za]), except the third one that is obtained from some non-zero map $\zeta_1 \times 1 \rightarrow \zeta_1 \times 1$ taking (both) irreducible quotient(s) into (a) subrepresentation(s) (see Lemma 5.5). If all induced representations in (5.20) are irreducible, then all equivariant morphisms in (5.22) are isomorphisms, and we can conclude irreducibility as in the proof of Lemma 4.8. So assume that some induced representations in (5.20) reduce. Assume that the
first one reduces; then its unique irreducible quotient is unramified and isomorphic to
\[ \zeta(-\alpha, \alpha_1, 1) \times \zeta(-\beta_1, -\beta, 1). \]
Thus, if the unique irreducible subrepresentation of \( \zeta(-\beta_1, \alpha_1, \chi_1) \times \sigma \) is unramified, then it must be a subquotient of \( \zeta(-\alpha, \alpha_1, 1) \times \zeta(-\beta_1, -\beta, 1) \times \zeta(-\alpha', -\beta', \chi_0) \times 1 \), but Lemma 5.5 and Corollary 5.1 show that the subquotient there is negative. This is a contradiction. Similarly we treat the second induced representation in (5.20).
Assume now that \( \zeta(-\beta_1, \alpha_1, \chi_1) \times 1 \) reduces, but the first two are irreducible. Then the first two equivariant morphisms in (5.22) are isomorphisms. Also, by (i) we have \( \chi \in \{1, \chi_0\} \). Assume first \( \beta_1 \geq 0 \). Then our assumption that the first induced representation in (5.20) is irreducible forces \( \beta_1 = 1 \) (the other possibility \( \beta_1 = -1/2 \) is removed this way). If \( \alpha = \beta - 1 \) we can argue as before, concluding the reducibility. Thus, we assume \( \alpha \neq \beta - 1 \). We also have
\[ \zeta(1, \alpha_1, 1) \times \sigma \hookrightarrow \zeta(1, \alpha_1, 1) \times \zeta(-\alpha, -1, 1) \times \zeta(-\alpha', -\beta', \chi_0) \times 1. \]
Now, one can use Theorem 3.1 to see that the irreducible representation \( \zeta(1, \alpha_1, 1) \times \zeta(-\alpha, -1, 1) \times \zeta(-\alpha', -\beta', \chi_0) \otimes 1 \) appears in
\[ \mu^*(\zeta(1, \alpha_1, 1) \times \zeta(-\alpha, -1, 1) \times \zeta(-\alpha', -\beta', \chi_0) \times 1) \]
with multiplicity one (resp. two) if \( \alpha \neq \alpha_1 \) (resp. \( \alpha = \alpha_1 \)). In particular, the induced representation on the right-hand side of (5.23) has a unique irreducible subrepresentation if \( \alpha \neq \alpha_1 \). We consider the case \( \alpha = \alpha_1 \). The other is analogous.
Let us write \( \pi \) for the unique irreducible subrepresentation of \( \zeta(1, \alpha, 1) \times \sigma \). In view of (5.22), it is enough to show that \( \pi \) is unramified. Lemma 1.1 shows that this is equivalent to showing that \( 1 \times \pi \) contains an unramified irreducible subquotient.
First, using Lemmas 5.1 and 5.2, we have
\[ 1 \times \pi \leq 1 \times \zeta(1, \alpha, 1) \times \sigma \leq 1 \times \zeta(1, \alpha, 1) \times \zeta(-\alpha, -1, 1) \times \sigma_{\alpha'}, \]
where \( \sigma_{\alpha'} \hookrightarrow \zeta(-\alpha', -\beta', \chi_0) \times 1 \). Now, Lemma 5.5 shows that the unramified irreducible subrepresentation \( \pi' \hookrightarrow \zeta(-\alpha, \alpha, 1) \times \sigma_{\alpha'} \) is a unique irreducible unramified subquotient of \( 1 \times \zeta(1, \alpha, 1) \times \sigma \). Now, the Frobenius reciprocity implies
\[ \mu^*(\pi') \geq \zeta(-\alpha, \alpha, 1) \otimes \sigma_{\alpha'}. \]
Thus, we use Theorem 3.1 to show that \( \mu^*(1 \times \pi) \) and \( \mu^*(1 \times \zeta(1, \alpha, 1) \times \sigma) \) contain \( \zeta(-\alpha, \alpha, 1) \otimes \sigma_{\alpha'} \) with multiplicity two. First, we have
\[ \begin{cases} \pi \hookrightarrow \zeta(1, \alpha, 1) \times \sigma, \\ \sigma \hookrightarrow \zeta(-\alpha, -1, 1) \times \sigma_{\alpha'}. \end{cases} \]
This implies that
\[ \mu^*(1 \times \pi) \geq (1 \otimes 1 + 1 \otimes 1) \times \mu^*(\pi) \]
\[ \geq (1 \otimes 1 + 1 \otimes 1) \times \zeta(1, \alpha, 1) \times \zeta(-\alpha, -1, 1) \otimes \sigma_{\alpha'} \geq 2 \cdot \zeta(-\alpha, \alpha, 1) \otimes \sigma_{\alpha'}. \]
Finally, the other multiplicity can be considered in the same way.
Going back to (5.22) we see that if one of the induced representations \( \zeta(-\alpha, -\beta, 1) \times \zeta(-\alpha_1, \beta_1, \chi_1) \) and \( \zeta(-\alpha', -\beta', \chi_0) \times \zeta(-\alpha_1, \beta_1, \chi_1) \) is irreducible, then all other are irreducible in (5.22). Now, one can complete the proof of (ii) as before.

To prove (iii), we observe that using (5.12) and writing an analogue of (5.22), \( \zeta(-\beta', \alpha', \chi') \times 1 \) is reducible is necessary condition for reducibility. We leave details to the reader. Now, we use the induction in \( k \) and \( l \). The basic case \( k = l = 0 \) is (i) and (ii). Thus, to complete the proof of the lemma we show the following.

Assume that is given \( \text{Jord} \in \text{Jord}(n) \) and \( \chi \in \{1, \chi_0\} \) such that \( \# \text{Jord}(\chi) \geq 2 \). We let \( \beta \in \mathbb{Z}_{\geq 0} \) such that \( a = 2\beta + 1 \) (or \( \beta \in \frac{1}{2} + \mathbb{Z}_{\geq 0} \) depending on whether we deal with odd–orthogonal groups or not) is the largest element in \( \text{Jord}(\chi) \). We also define \( \alpha \in \mathbb{Z}_{\geq 0} \) such that \( b = 2a + 1 \) (or \( \alpha \in \frac{1}{2} + \mathbb{Z}_{\geq 0} \) depending on whether we deal with odd–orthogonal groups or not) is the next largest element in \( \text{Jord}(\chi) \). Then we put \( \text{Jord}' = \text{Jord} \setminus \{(a, \chi), (b, \chi)\} \). Put \( \sigma' = \sigma(\text{Jord}') \) and \( \sigma = \sigma(\text{Jord}) \). Lemma 5.5 shows

\[
\sigma' \leftarrow \zeta(-\beta, \alpha, \chi) \times \sigma'.
\]

Now, to complete the proof of Lemma 5.6 we show that \( \zeta(-\beta', \alpha', \chi') \times \sigma \) reduces if and only if its unique irreducible subrepresentation (see Lemma 4.7) is not unramified. This happens if and only if one of the following induced representations reduces:

\[
\begin{align*}
\zeta(-\beta', \alpha', \chi') \times \zeta(-\alpha, -\beta, \alpha, \chi), \\
\zeta(-\alpha', -\beta', (\chi')^{-1}) \times \zeta(-\beta, \alpha, \chi), \\
\zeta(-\alpha', -\beta', \chi') \times \sigma'.
\end{align*}
\]

First, we use Lemma 5.5 to write an analogue of (5.22):

\[
(5.24) \quad \zeta(-\beta', \alpha', \chi') \times \sigma \leftarrow \zeta(-\beta', \alpha', \chi') \times \zeta(-\beta, \alpha, \chi) \times \sigma' \\
\leftarrow \zeta(-\beta, \alpha, \chi) \times \zeta(-\beta', \alpha', \chi') \times \sigma' \\
\rightarrow \zeta(-\beta, \alpha, \chi) \times \zeta(-\alpha', -\beta', (\chi')^{-1}) \times \sigma' \\
\leftarrow \zeta(-\alpha', -\beta', (\chi')^{-1}) \times \zeta(-\beta, \alpha, \chi) \times \sigma'.
\]

As in the first part of the proof we see that the reducibility of \( \zeta(-\beta', \alpha', \chi') \times \zeta(-\beta, \alpha, \chi) \) implies the reducibility of \( \zeta(-\beta', \alpha', \chi') \times \sigma \). Thus we assume that \( \zeta(-\beta', \alpha', \chi') \times \zeta(-\beta, \alpha, \chi) \) is irreducible. Now, if the last one is irreducible, then the reducibility of \( \zeta(-\beta, \alpha, \chi) \times \zeta(-\alpha', -\beta', (\chi')^{-1}) \) is treated similarly. Thus, (5.24) shows that the reducibility depends on \( \zeta(-\beta', \alpha', \chi') \times \sigma' \). If this induced representation is irreducible one can conclude irreducibility arguing as in Lemma 4.8. Thus, we assume that \( \zeta(-\beta', \alpha', \chi') \times \zeta(-\beta, \alpha, \chi) \) is irreducible and \( \zeta(-\beta', \alpha', \chi') \times \sigma' \) is reducible. If \( \chi_1 = \chi \), the first assumption means one of the following holds (see Lemma 2.1):

\[
(5.25) \quad \begin{cases}
\alpha < \beta \leq \beta' < \alpha', \\
\beta' < \alpha' \leq \alpha < \beta.
\end{cases}
\]

Now, we show that the multiplicity of \( \zeta(-\beta', \alpha', \chi') \times \zeta(-\beta, \alpha, \chi) \otimes \sigma' \) in

\[ \mu^*(\zeta(-\beta', \alpha', \chi') \times \zeta(-\beta, \alpha, \chi) \times \sigma') \]

is exactly two. Using Theorem 3.1, we take indices \( 0 \leq j \leq i \leq \alpha + \beta + 1 \), \( 0 \leq j' \leq i' \leq \alpha' + \beta' + 1 \) and an irreducible constituent \( \mu^*(\sigma') \geq \zeta \otimes \sigma_1 \) such that

\[
(5.26) \quad \begin{cases}
\zeta(-\beta', \alpha', \chi') \times \zeta(-\beta, \alpha, \chi) \leq \zeta(-\alpha, \beta - i, \chi) \times \zeta(-\beta, j - \beta - 1, \chi) \\
\times \zeta(-\alpha', \beta' - i', \chi') \times \zeta(-\beta', j' - \beta' - 1, \chi') \times \zeta, \\
\sigma' \leq \zeta(j - \beta, i - \beta - 1, \chi) \times \zeta(j' - \beta', i' - \beta' - 1, \chi') \times \sigma_1.
\end{cases}
\]
Assume first that the first line in (5.25) holds. Then the first inequality in (5.26) implies that \( i' = j' = \alpha' + \beta' + 1 \). Now, the other multiplicities we count exactly as we remarked in the proof of Lemma 5.5. Now, assume that the second line in (5.25) holds. Then the term \( \zeta(-\beta', \alpha, \chi) \) can be produced on the right-hand side in the first inequality in (5.26) at least two ways: \( i = j = \alpha + \beta + 1 \) or \( i = j = \beta - \alpha \). The desired multiplicity is obtained arguing as in the proof of Lemma 4.8. If \( \alpha = \alpha' \) there is also a potential third way, \( i = \beta - \alpha + 1 \). Then \( \nu^\alpha \chi \) belongs to \( \zeta(-\alpha', \beta' - i', \chi') \times \zeta(-\beta', j' - \beta' - 1, \chi') \). (\( \zeta \) itself cannot contribute.) Then it must be produced twice. Hence \( \alpha' = \beta' - i' \) and \( \alpha' = j' - \beta' - 1 \). We see \( i' = -\alpha' + \beta' < \alpha' + \beta' + 1 = j' \). This is a contradiction. We write \( \pi \) for the unique irreducible subrepresentation of \( \zeta(-\beta', \alpha', \chi') \times \sigma' \). It is not unramified by the inductive assumption. As above, we show that the multiplicity of \( \zeta(-\beta', \alpha', \chi') \times \zeta(-\beta, \alpha, \chi) \times \sigma' \) in \( m^*(\zeta(-\beta, \alpha, \chi) \times \pi) \) is at least two. This implies that the irreducible subrepresentation of \( \zeta(-\beta', \alpha', \chi') \times \sigma \) is a subquotient of \( \zeta(-\beta, \alpha, \chi) \times \pi \). Hence it is not unramified. This completes the proof of the lemma.

The next lemma completes our analysis of strongly negative representations. It also proves Theorems 4.2 and 4.3 completely.

**Lemma 5.7.** Let \( n \in \mathbb{Z}_{\geq 0} \). The correspondence \( \text{Jord}(n) \rightarrow \text{Irr}_{sn}(G_n) \) given by \( \text{Jord} \simeq \sigma(\text{Jord}) \) is surjective.

**Proof.** Let us denote by \( \text{Irr}_{sn}(G_n) \), the set of equivalence classes of strongly negative unramified representations constructed Lemma 5.2 and Lemma 5.5. We prove the lemma by induction. The case \( n = 1 \) follows from Theorem 3.3. Assume that the map \( \text{Jord}(m) \rightarrow \text{Irr}_{sn}(G_m) \) given by \( \text{Jord} \simeq \sigma(\text{Jord}) \) is surjective, and hence bijective, for all \( m < n \). Let \( \sigma \in \text{Irr}_{sn}(G_n) \). Now, we apply Lemma 5.4(i) and (ii). Thus there exists a unitary unramified character \( \chi \) of \( F^\times \), \( \alpha, \beta \in \mathbb{R} \), \( \alpha + \beta \in \mathbb{Z}_{\geq 0} \), and an irreducible representation \( \sigma' \), such that

\[
\sigma \simeq \zeta(-\beta, \alpha, \chi) \times \sigma'.
\]

Moreover, we assume that \( \alpha \) is largest possible (subject to (5.27)). Then we have the following: \( \alpha - \beta < 0 \), \( \sigma' \in \text{Irr}_{sn}(G_{n'}) \) \( (n' < n) \) is strongly negative (thus the inductive assumption applies), and \( \zeta(-\beta, \alpha, \chi) \times \sigma' \) is reducible, that forces \( \chi \in \{1, \chi_0\} \). We also assume that \( \beta \) is the largest among all \( |e(\chi')| \), where \( \chi' \) appears in the supercuspidal support of \( \sigma \) and \( (\chi')^n = \chi \). (See Lemma 5.4(ii).)

We want to show that \( \alpha \) is strictly greater than any corresponding element “obtained from \( \text{Jord}(\sigma') \chi' \)” (see Lemma 5.3 for the meaning of that phrase) if \( \text{Jord}(\sigma') \chi \neq \emptyset \). Since combining Theorem 3.2 and Lemma 5.3, this completes the proof. So, assume \( \text{Jord}(\sigma') \chi \neq \emptyset \). By the inductive assumption, the analogue of Lemma 5.2 or Lemma 5.5 (see (5.12)) for \( \sigma' \) must hold. Let \( \beta_1 \) be the largest “obtained from \( \text{Jord}(\sigma') \chi' \)” and \( \alpha_1 \) the next possible or \( \alpha_1 = -\beta \) or \( \alpha_1 = -\beta' \) (depending on \( \chi \)) if \( \sigma' \) is given by Lemma 5.2. We see that for some other strongly negative representation \( \sigma'' \), we must have

\[
\sigma' \simeq \zeta(-\beta_1, \alpha_1, \chi) \times \sigma''.
\]

Now, prove the next claim.

**Claim 1.**

(i) \( \alpha - \alpha_1 \in \mathbb{Z} \).

(ii) Assume \( \beta_1 \geq \alpha \); then \( \beta \geq \beta_1 \geq \alpha \geq \alpha_1 \).
(i) follows from Theorem 3.2 and the construction of Jordan blocks from the beginning of the section, applying the inductive assumption for $\sigma'$. To prove (ii), we observe that combining (5.27) and (5.28) we obtain:

$$\sigma \hookrightarrow \zeta(-\beta, \alpha, \chi) \times \zeta(-\beta_1, \alpha_1, \chi) \rtimes \sigma''.$$  

Now, if $\beta_1 > \beta$, then the unique irreducible unramified subquotient of $\zeta(-\beta, \alpha, \chi) \times \zeta(-\beta_1, \alpha_1, \chi)$ must be fully induced from the product of $\zeta$'s such that one of them is of the form $\zeta(-\beta_1, \gamma, \chi)$, for some $\gamma$. Then Lemma 4.3 applied to (5.29) implies $\sigma \hookrightarrow \zeta(-\beta_1, \gamma, \chi) \times \cdots$. This contradicts our choice of $\beta$. Now, one can prove $\alpha \geq \alpha_1$ similarly by using the maximality of $\alpha$ for fixed $\beta$. This completes the proof of Claim 1.

Claim 2. Assume $\beta_1 \geq \alpha$, $\alpha > \alpha_1$ and $\beta > \beta_1$.

Assume $\alpha = \alpha_1$; then Claim 1 shows $\beta \geq \beta_1 > \alpha_1 = \alpha$. Now, we form a new induced representation (see (5.29)):

$$\sigma \leq \zeta(-\alpha, \alpha, \chi) \times \zeta(-\beta, \beta_1, \chi) \rtimes \sigma''.$$  

Now, if $\beta > \beta_1$, then, by the inductive assumption and Lemma 5.5, $\zeta(-\beta, \beta_1, \chi) \rtimes \sigma''$ has an unramified irreducible subrepresentation $\sigma'_1 \in \text{Irr}_{sn}(G_{n'})$ (this defines $n'$). Now Corollary 5.1 implies $\sigma \hookrightarrow \zeta(-\alpha, \alpha, \chi) \rtimes \sigma'_1$. This contradicts the strong negativity of $\sigma$. Similarly, if $\beta = \beta_1$, then Corollary 5.1 implies $\sigma \hookrightarrow \zeta(-\alpha, \alpha, \chi) \times \zeta(-\beta, \beta_1, \chi) \rtimes \sigma''$. Again, this contradicts the strong negativity of $\sigma$.

Similarly, we prove $\beta > \beta_1$. This completes the proof of the claim.

Claim 3. Assume $\beta_1 \geq \alpha$, $\beta_1 > \alpha$.

This claim has the proof similar to the previous one. Thus, we obtain $\beta > \beta_1 > \alpha > \alpha_1$. Hence by the inductive assumption and Lemma 5.5 we see that

$$\sigma \hookrightarrow \zeta(-\beta, \beta_1, \chi) \times \zeta(-\alpha, \alpha_1, \chi) \rtimes \sigma''$$

and this contradicts the maximality of $\alpha$. This completes the proof of the lemma. 

6. More on negative representations

In this section we want to strengthen Theorem 4.4.

Theorem 6.1.  

(i) Assume that $\sigma_{sn}$ is a strongly negative unramified representation and an unramified unitary character $\chi_{1GL(n,F)}$. If $\chi^2 \neq 1$, then $\chi_{1GL(n,F)} \rtimes \sigma_{sn}$ is irreducible. In particular, $\chi_{1GL(n,F)} \rtimes \sigma_{sn} \cong \chi^{-1}_{1GL(n,F)} \times \sigma_{sn}$.

(ii) Assume that $\sigma \in \text{Irr} G_n$ is an unramified representation. Suppose there exist a strongly negative unramified representation $\sigma_{sn}$ and a sequence of unitary characters $\chi_1_{1GL(n_1,F)}, \cdots, \chi_k_{1GL(n_k,F)}$ such that

$$\sigma \leq \chi_1_{1GL(n_1,F)} \times \cdots \times \chi_k_{1GL(n_k,F)} \rtimes \sigma_{sn}.$$  

Then we have

$$\sigma \hookrightarrow \chi_1_{1GL(n_1,F)} \times \cdots \times \chi_k_{1GL(n_k,F)} \rtimes \sigma_{sn}.$$
(iii) Assume that $\sigma \in \text{Irr} G_n$ is a negative unramified representation. Then there exist a unique strongly negative unramified representation $\sigma^{sn}$ and a sequence of unitary characters $\chi_1 1_{\text{GL}(n_1,F)} \cdots \chi_k 1_{\text{GL}(n_k,F)}$ unique up to the permutation and taking inverses such that

$$
\sigma \mapsto \chi_1 1_{\text{GL}(n_1,F)} \times \cdots \times \chi_k 1_{\text{GL}(n_k,F)} \times \sigma^{sn}.
$$

Proof. We first prove (i). Note that $\chi 1_{\text{GL}(n,F)} = \zeta((n-1)/2, (n-1)/2, \chi)$. Let us denote by $\sigma$ the unique unramified irreducible quotient of $\chi 1_{\text{GL}(n,F)} \otimes \sigma^{sn}$. Unfolding $\mu^* (\chi 1_{\text{GL}(n,F)} \otimes \sigma^{sn})$ using Theorem 3.1, we see that $\sigma$ must be negative. The classification of strongly negative representations from the previous section show that it must be negative but not strongly negative. (We compare supercuspidal supports of $\sigma^{sn}$ and $\sigma$ and use Lemma 5.3.) Again, using Theorem 3.1, since $\mu^* (\sigma) \leq \mu^* (\chi 1_{\text{GL}(n,F)} \otimes \sigma^{sn})$, we see that $\mu^* (\sigma) \geq \chi^{-1} 1_{\text{GL}(n,F)} \otimes \sigma^{sn}$ (contained in $\mu^* (\chi 1_{\text{GL}(n,F)} \otimes \sigma^{sn})$ with multiplicity one). Thus, by the Frobenius reciprocity, $\sigma \mapsto \chi 1_{\text{GL}(n,F)} \otimes \sigma^{sn}$ or $\sigma \mapsto \chi^{-1} 1_{\text{GL}(n,F)} \otimes \sigma^{sn}$ is the unique irreducible subrepresentation. If we show that both hold, then $\chi 1_{\text{GL}(n,F)} \otimes \sigma^{sn}$ is irreducible. In more detail, if $\pi$ is an irreducible quotient of $\chi 1_{\text{GL}(n,F)} \otimes \sigma^{sn}$, then $\pi \mapsto \chi^{-1} 1_{\text{GL}(n,F)} \otimes \sigma^{sn}$. Thus, $\pi \simeq \sigma$. Hence Corollary 3.1 implies $\pi \simeq \sigma$. Since $\chi 1_{\text{GL}(n,F)} \otimes \sigma^{sn}$ has the unique irreducible subrepresentation and it contains $\sigma$ with multiplicity one, $\chi 1_{\text{GL}(n,F)} \otimes \sigma^{sn}$ must be irreducible. Finally, we have the following chain of equivariant morphisms:

$$
\chi 1_{\text{GL}(n,F)} \otimes \sigma^{sn} \hookrightarrow \nu^{-((n-1)/2)} \chi \times \cdots \times \nu^{-((n-1)/2)} \chi \otimes \sigma^{sn} \\
\simeq \nu^{-((n-1)/2)} \chi \times \cdots \times \nu^{-((n-1)/2)} \chi \times \nu^{-((n-1)/2)} \chi^{-1} \times \sigma^{sn} \\
\simeq \nu^{-((n-1)/2)} \chi \times \cdots \times \nu^{-((n-1)/2)} \chi^{-1} \times \nu^{-((n-1)/2)} \chi \times \sigma^{sn} \\
\vdots \\
\simeq \nu^{-((n-1)/2)} \chi^{-1} \times \cdots \times \nu^{-((n-1)/2)} \chi^{-1} \times \sigma^{sn}.
$$

Also, since

$$
\chi 1_{\text{GL}(n,F)} \otimes \sigma^{sn} \hookrightarrow \nu^{-((n-1)/2)} \chi^{-1} \times \cdots \times \nu^{-((n-1)/2)} \chi^{-1} \times \sigma^{sn},
$$

we see $\sigma \mapsto \chi 1_{\text{GL}(n,F)} \otimes \sigma^{sn}$ and $\sigma \mapsto \chi^{-1} 1_{\text{GL}(n,F)} \otimes \sigma^{sn}$ as unique irreducible subrepresentations.

Now, we prove (ii). Let $\sigma \in \text{Irr} G_n$. Again, using Theorem 3.1 and the classification of strongly negative representations, it follows that $\sigma$ is negative and, more precisely, we have

$$
\text{Jacq}_{(n_1+\cdots+n_k:n_n-\cdots-n_1-n_k)}(\sigma) \\
\simeq \text{Jacq}_{(n_1+\cdots+n_k:n_n-\cdots-n_1-n_k)}(\sigma)^u \oplus \text{Jacq}_{(n_1+\cdots+n_k:n_n-\cdots-n_1-n_k)}(\sigma)^nu,
$$

into parts that have unitary and non–unitary generalized central characters (with respect to the center of $G(n_1+\cdots+n_k,F)$). Using Theorem 3.1 it is easy to see that all irreducible subquotients of $\text{Jacq}_{(n_1+\cdots+n_k:n_n-\cdots-n_1-n_k)}(\sigma)^u$ are of the form

$$
\mu^* (\sigma) \geq \chi_1^{e_1} 1_{\text{GL}(n_1,F)} \times \cdots \times \chi_k^{e_k} 1_{\text{GL}(n_k,F)} \otimes \sigma^{sn},
$$

where $\chi_1^{e_1} 1_{\text{GL}(n_1,F)} \times \cdots \times \chi_k^{e_k} 1_{\text{GL}(n_k,F)}$ is contained in $\mu^* (\sigma)$.
for some $\epsilon_i \in \{\pm 1\}$. In particular, one of them must satisfy
\[
\text{Jacq}_{n_1 + \cdots + n_k - n_1 - \cdots - n_k}(\sigma) \rightarrow \chi_1^{\epsilon_1} 1_{GL(n_1, F)} \times \cdots \times \chi_k^{\epsilon_k} 1_{GL(n_k, F)} \otimes \sigma_{sn}.
\]
Hence the Frobenius reciprocity implies
\[
\sigma \hookrightarrow \chi_1^{\epsilon_1} 1_{GL(n_1, F)} \times \cdots \times \chi_k^{\epsilon_k} 1_{GL(n_k, F)} \otimes \sigma_{sn}.
\]
Now, using isomorphism $\chi_1 1_{GL(n, F)} \times \chi' 1_{GL(n', F)} \cong \chi 1_{GL(n', F)} \times \chi 1_{GL(n, F)}$ (where are unitary unramified characters) and (i), (6.1) can be transformed into
\[
\sigma \hookrightarrow \chi 1_{GL(n_1, F)} \times \cdots \times \chi_k 1_{GL(n_k, F)} \otimes \sigma_{sn}.
\]
Finally, (ii) follows (i) arguing as in the proof of Lemma 4.7. We leave the details to the reader. \hfill \Box
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