DEFORMED PREPROJECTIVE ALGEBRAS
OF GENERALIZED DYNKIN TYPE

JERZY BIAŁKOWSKI, KARIN ERDMANN, AND ANDRZEJ SKOWROŃSKI

ABSTRACT. We introduce the class of deformed preprojective algebras of gen-
eralized Dynkin graphs \(A_n\) \((n \geq 1)\), \(D_n\) \((n \geq 4)\), \(E_6\), \(E_7\), \(E_8\), and \(L_n\) \((n \geq 1)\) and prove that it coincides with the class of all basic connected finite-dimensional
self-injective algebras for which the inverse Nakayama shift \(\nu^{-1}S\) of every
non-projective simple module \(S\) is isomorphic to its third syzygy \(\Omega^3S\).

1. INTRODUCTION AND THE MAIN RESULTS

We fix an algebraically closed field \(K\). By an algebra we mean a finite-dimensional
\(K\)-algebra (associative, with identity) which we moreover assume to be basic and
connected. Any such algebra \(A\) can be written as a bound quiver algebra, that is
\(A \cong KQ/I\), where \(Q = Q_A\) is the Gabriel quiver of \(A\) and \(I\) is an admissible ideal
in the path algebra \(KQ\) of \(Q\).

Preprojective algebras were introduced by Gelfand and Ponomarev [GP] (and
implicitly in the work of Riedtmann [Rie]) to study the preprojective representations
of finite quivers without oriented cycles (see also [BGL], [DR1], [DR2], [Rin1],
[Rin2] for generalizations and properties). Subsequently it was discovered that
preprojective algebras occur naturally in very diverse contexts. For example, they
have been used by Kronheimer [K] to deal with problems in differential geometry,
also by Lusztig [L1], [L2] in his perverse sheaf approach to quantum groups, and
by Crawley-Boevey and Holland [CBH] to study non-commutative deformations of
Kleinian singularities.

Traditionally preprojective algebras are defined as follows. Let \(Q\) be a finite
connected quiver with a fixed point free involution \(a \rightarrow \bar{a}\) on the arrows such that
\(i\bar{a} = ta\) and \(\bar{t}a = ia\), where \(ib\) and \(tb\) denote the starting and ending points of an
arrow \(b\). The preprojective algebra associated to this quiver is the bound quiver
algebra \(KQ/I\) where \(I\) is the ideal in the path algebra \(KQ\) of \(Q\) generated by the
relations of the form
\[
\sum_{a,i=\nu} a\bar{a} \quad (\nu \text{ a vertex of } Q).
\]

The associated graph \(\Delta = \Delta_Q\) of the preprojective algebra is obtained by replacing
each pair of arrows \(\{a, \bar{a}\}\) by an undirected edge. This determines the preprojective
algebra completely, and hence it is denoted by \(P(\Delta)\). It is well-known that the
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algebra $P(\Delta)$ is finite-dimensional if and only if $\Delta$ is one of the Dynkin graphs $A_n$, $D_n$, $E_6$, $E_7$, or $E_8$ (see [DR1], [C], [ES1], [ES2], [S]). Moreover, in this case, the algebra $P(\Delta)$ is self-injective. The module category of a finite-dimensional preprojective algebra $P(\Delta)$ is known to be quite exceptional, namely all non-projective indecomposable finite-dimensional modules have $\Omega$-period at most six, where $\Omega$ is Heller’s syzygy operator which assigns to any module $M$ the kernel of its projective cover (see [AR2], [B], [ES1], [ES2], [S]). We also note that the preprojective algebras of Dynkin graphs $\Delta$ other than $A_n$ have $\Omega$-period at most three. In this paper, the preprojective algebra $P(\Delta)$ of Dynkin graphs $\Delta$ other than $A_n$ $(1 \leq n \leq 5)$ and $\mathbb{D}_4$ are of wild representation type (see [BS1], [BS2], [DR2]), and these first give natural examples of wild algebras whose stable Auslander-Reiten quiver consists only of tubes.

One would like to know which self-injective algebras have similar periodicity properties. Surprisingly these can be described very explicitly. We will now introduce the algebras which are of central interest in this paper. Let $Q$ be a finite connected quiver with an involution $a \to \bar{a}$ of the arrows such that $i\bar{a} = ta$ and $t\bar{a} = ia$, and assume that the involution fixes all loops of $Q$ and acts freely on the remaining arrows of $Q$. Then again the preprojective algebra, defined as above, is uniquely determined by the graph $\Delta = \Delta_Q$ obtained from $Q$ by replacing each pair $\{a, \bar{a}\}$ of arrows by an undirected edge, and we denote it by $P(\Delta)$. Observe now that the numbers of loops in $Q$ and $\Delta_Q$ are the same. Then the algebra $P(\Delta)$ is finite-dimensional if and only if $\Delta$ is one of the Dynkin graphs $A_n$, $D_n$, $E_6$, $E_7$, $E_8$, or $\mathbb{L}_n$, and acts freely on the graph $\Delta = \Delta_Q$.

Following [HPR1], the graphs $A_n$, $D_n$, $E_6$, $E_7$, $E_8$ and $\mathbb{L}_n$ are called generalized Dynkin graphs. They coincide with the graphs associated to the indecomposable finite symmetric generalized Cartan matrices having subadditive functions which are not additive (see also [HPR2], or see section 4). We will show (in Section 2) that $P(\mathbb{L}_n)$ is self-injective and that all its non-projective indecomposable finite-dimensional modules have $\Omega$-period at most 3. In this paper, the preprojective algebras $P(\Delta)$ with $\Delta \in \{A_n, D_n, E_6, E_7, E_8, \mathbb{L}_n\}$ are said to be the preprojective algebras of generalized Dynkin type. These self-injective algebras also occur naturally in the study of Cohen-Macaulay modules and lattices over orders. Namely, it is well-known that if $R$ is a complete local noetherian isolated two-dimensional hypersurface singularity of finite Cohen-Macaulay type such that $K[[X, Y]] \subset R$ and $R$ a finitely generated free $K[[X, Y]]$-module, then the stable Auslander algebra $\operatorname{End}_R(M)$ of the direct sum $M$ of one copy of each indecomposable (maximal) Cohen-Macaulay $R$-module is isomorphic to the preprojective algebra $P(\Delta)$, where $\Delta$ is the Dynkin graph associated to $R$ (see [AR1], [AR2]). This result has been extended in [AR1] to the non-commutative two-dimensional case, namely to all orders of finite lattice type over complete regular local two-dimensional rings $T$ and with the identity Auslander-Reiten translation $\tau$, where the stable Auslander algebra is isomorphic to a preprojective algebra of generalized Dynkin type. The computations in [AR1] (based on the Artin’s classification [A]) show that in the non-commutative two-dimensional case the preprojective algebras $P(\mathbb{L}_n)$ actually do occur.

The preprojective algebras of Dynkin type have the following distinguished homological property: the inverse Nakayama shift $\nu^{-1}M$ of every non-projective indecomposable finite-dimensional module $M$ is isomorphic to its third syzygy $\Omega^3M$.  

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Recall that, for a self-injective algebra $\Lambda$, the Nakayama automorphism $\nu$ of the category $\text{mod } \Lambda$ of finite-dimensional right $\Lambda$-modules is the functor $\nu = D \text{Hom}_K(\cdot, \Lambda)$, where $D = \text{Hom}_K(\cdot, K)$ is the standard duality on $\text{mod } \Lambda$ [ARS]. Its inverse $\nu^{-1} = \text{Hom}_K(\cdot, \Lambda)D$ assigns to any simple $\Lambda$-module $S$ the socle of the projective cover $P(S)$ of $S$. Alternatively, there is an algebra automorphism such that $\nu^{-1}S$ is isomorphic to the twist of $S$ with this automorphism, for all simple $\Lambda$-modules $S$.

The main objective of the paper is to give a complete description of all basic, connected, finite-dimensional, self-injective algebras $\Lambda$ with the property that all its simple right modules $S$ satisfy $\Omega^3 S \cong \nu^{-1} S$. To each generalized Dynkin graph $\Delta$ we associate a finite-dimensional self-injective algebra $R(\Delta)$, isomorphic to the local algebra $eP(\Delta)e$ of the preprojective algebra $P(\Delta)$ at the exceptional primitive idempotent $e$ of $P(\Delta)$ (see Section 3 for details). Then, for each element $f$ which belongs to the square of the radical of $R(\Delta)$, we define the deformed preprojective algebra $P_f(\Delta)$ of type $\Delta$, which degenerates to $P(\Delta)$ in the corresponding affine variety of algebras. We will establish basic homological properties:

**Theorem 1.1.** Let $\Lambda = P_f(\Delta)$ be a deformed preprojective algebra of a generalized Dynkin type $\Delta$. Then the following hold:

(i) $\Lambda$ is self-injective and has the same Cartan matrix as $P(\Delta)$, in particular $\dim_K \Lambda = \dim_K P(\Delta)$.

(ii) There are Nakayama automorphisms $\eta_f$ and $\eta$ of $P_f(\Delta)$ and $P(\Delta)$ which induce the same automorphism modulo the square of the radical.

(iii) $\Omega^3 \Lambda \cong \Lambda$, as a $\Lambda$-$\Lambda$-bimodule, for an automorphism $\nu$ of $\Lambda$ of finite order.

(iv) There is a positive integer $m = m_\Delta$ such that $\Omega^3 M \cong M$ for any non-projective indecomposable finite-dimensional right $\Lambda$-module $M$.

(v) $\Omega^3 S \cong \nu^{-1} S$ for any simple right $\Lambda$-module $S$.

The following theorem is the main result of the paper.

**Theorem 1.2.** Let $\Lambda$ be a basic, connected, finite-dimensional, self-injective algebra over an algebraically closed field $K$. Then the following statements are equivalent:

(i) $\Lambda$ is isomorphic to a deformed preprojective algebra $P_f(\Delta)$ of a generalized Dynkin type $\Delta$.

(ii) $\Omega^3 S \cong \nu^{-1} S$ for any non-projective simple right $\Lambda$-module $S$.

We do not know when, for a deformed preprojective algebra $\Lambda = P_f(\Delta)$ of a generalized Dynkin type $\Delta$, we have $\Omega^3 M \cong \nu^{-1} M$ for all non-projective indecomposable finite-dimensional right $\Lambda$-modules $M$. It is the case for all preprojective algebras of generalized Dynkin type (Corollary 2.6) but also for some deformed preprojective algebras of generalized Dynkin type (Example 3.6).

Our final result shows that there exist deformed preprojective algebras $P_f(\Delta)$ of generalized Dynkin type $\Delta$ which are not isomorphic to the ordinary preprojective algebras $P(\Delta)$.

**Theorem 1.3.** Let $K$ be an algebraically closed field of characteristic 2. Then for any generalized Dynkin graph $\Delta$ other than $A_n$ and $L_1$, there exists a deformed preprojective algebra $P_f(\Delta)$ over $K$ which is not isomorphic to the preprojective algebra $P(\Delta)$.
A complete classification of the isomorphism classes of the deformed preprojective algebras of generalized Dynkin type is a rather complicated combinatorial problem, to which we hope to return in a forthcoming paper.

The paper is organized as follows. In Section 2 we fix notations and extend the known homological properties of the preprojective algebras of Dynkin type to the preprojective algebras of generalized Dynkin type. In Section 3 we introduce the deformed preprojective algebras of generalized Dynkin type and prove Theorem 1.1. In Section 4 we describe the Gabriel quivers, Cartan matrices and Nakayama permutations of self-injective algebras satisfying the considered homological condition on simples. Sections 5 and 6 are devoted to the proofs of Theorems 1.2 and 1.3, respectively.

2. Preprojective algebras of generalized Dynkin type

In this section we extend the known periodicity theorem on the preprojective algebras of Dynkin type to the preprojective algebras of generalized Dynkin type.

Let $\Delta$ be a generalized Dynkin graph and $\Lambda = P(\Delta)$ the associated preprojective algebra. We fix the following labelling of the Gabriel quiver $Q_\Lambda$ of $\Lambda$ (see [ES1], [ES2]):

\[
\Delta = A_n : \quad \begin{array}{c}
0 \quad \begin{array}{c} a_0 \quad 1 \quad \begin{array}{c} a_1 \quad 2 \cdots n - 2 \quad \begin{array}{c} a_{n-2} \quad n - 1 
\end{array}
\end{array}
\end{array}
\end{array}
\]

\[
\Delta = D_n : \quad \begin{array}{c}
0 \quad \begin{array}{c} a_0 \quad \begin{array}{c} \bar{a}_0 \quad \begin{array}{c} 2 \quad a_2 \quad 3 \cdots n - 2 \quad \begin{array}{c} a_{n-2} \quad n - 1 
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\]

\[
\Delta = E_n : \quad \begin{array}{c}
0 \quad \begin{array}{c} a_0 \quad \begin{array}{c} a_1 \quad 2 \quad a_2 \quad 3 \quad a_3 \quad \cdots n - 2 \quad \begin{array}{c} a_{n-2} \quad n - 1 
\end{array}
\end{array}
\end{array}
\end{array}
\]

\[
\Delta = L_n : \quad \begin{array}{c}
0 \quad \begin{array}{c} \bar{a}_0 \quad a_0 \quad \begin{array}{c} \bar{a}_1 \quad 2 \quad \begin{array}{c} a_1 \quad 2 \cdots n - 2 \quad \begin{array}{c} a_{n-2} \quad n - 1 
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\]

We have the following straightforward extension of [DR2] (2.1 and 6.2) to the arbitrary generalized Dynkin graph case.

**Proposition 2.1.** The algebra $P(\Delta)$ is finite-dimensional self-injective. Its Nakayama permutation $\nu$ is the identity for $\Delta = A_1, D_n \ (n \text{ even}), E_7, E_8, L_n$, and of order 2 for $\Delta = A_n \ (n \geq 2), D_n \ (n \text{ odd}), E_6$.

It is proved in [S] that, for $\Delta$ a Dynkin graph, the $\Lambda$-$\Lambda$-bimodule $\Lambda$ has a periodic minimal projective resolution of periodicity at most 6. The construction of such resolution can be extended to the case $\Delta = L_n$. Define projective $\Lambda$-$\Lambda$-bimodules...
(equivalently modules over $\Lambda^e = \Lambda \otimes \Lambda^{op}$)

$$P_0 = P_2 = \bigoplus_i \Lambda(e_i \otimes e_i)\Lambda \quad \text{(sum over all vertices of $Q_\Lambda$),}$$

$$P_1 = \bigoplus_a \Lambda(e_{ia} \otimes e_{ta})\Lambda \quad \text{(sum over all arrows of $Q_\Lambda$),}$$

and define homomorphisms $\delta : P_1 \to P_0$ and $R : P_2 \to P_1$ by

$$\delta(e_{ia} \otimes e_{ta}) = a \otimes e_{ta} - e_{ia} \otimes a =: x_a,$n

$$R(e_i \otimes e_i) = \sum_{ia=i} e_{ia} \otimes a + a \otimes e_{ta} =: \sigma_i$$

where $\otimes$ means $\otimes_K$ (this should not cause confusion). Moreover, let $u : P_0 \to \Lambda$ be the multiplication map. Then we have an exact sequence of $\Lambda$-$\Lambda$-bimodules

$$0 \to \Omega^3_{\Lambda^e}(\Lambda) \to P_2 \xrightarrow{R} P_1 \xrightarrow{\delta} P_0 \xrightarrow{u} \Lambda \to 0.$$

**Theorem 2.2.** Let $\Lambda = P(\Delta)$ for a generalized Dynkin graph $\Delta$. Then the third syzygy $\Omega^3_{\Lambda^e}(\Lambda)$ is isomorphic as a $\Lambda$-$\Lambda$-bimodule to $\Lambda\nu$, the bimodule with the right action twisted by an automorphism $\nu$ of $\Lambda$. Moreover, the $\Lambda$-$\Lambda$-bimodules $\Lambda\nu$ and $\Lambda$ are isomorphic.

For $\Delta$ a Dynkin graph, this theorem has been proved in [S] (see also [ES2] for a correction). It remains to deal with $\Delta = \mathbb{L}_n$, which is done by the following proposition.

**Proposition 2.3.** Let $\Lambda = P(\mathbb{L}_n)$, $n \geq 1$. There is a minimal projective bimodule resolution

$$0 \to \Lambda^e \to P_2 \xrightarrow{R} P_1 \xrightarrow{\delta} P_0 \xrightarrow{u} \Lambda \to 0$$

where $\sigma = -id_\Lambda$.

Before proving this, we recall the general construction of $\Omega^3(\Lambda)$ as a $\Lambda$-$\Lambda$-bimodule given in [ES2]: here $\Lambda$ is an arbitrary self-injective basic algebra. Since $\Lambda$ is self-injective, there is a non-singular bilinear form $(-,-) : \Lambda \times \Lambda \to K$ such that $(xy,z) = (x,yz)$ for $x, y, z \in \Lambda$. This is associated with a ‘Nakayama automorphism’ of $\Lambda$ which we call $\eta$, characterized by $(x, y) = (y, \eta(y))$ for $x, y \in \Lambda$. (Note that the notation in [ES2] is different.) Thus $\eta(e_i) = e_{\nu^{-1}(i)}$, where $\nu$ is the Nakayama permutation of $\Lambda$ introduced earlier. Let $e_i$ denote the primitive idempotent corresponding to vertex $i$ of $Q$ and let $\omega_i$ be a fixed non-zero element in the socle of $e_i\Lambda$.

Fix a $K$-basis $B$ of $\Lambda$ such that each $v \in B$ belongs to $e_i\Lambda e_j$ for some $i, j$, and moreover assume that the basis $B$ contains the primitive idempotents $e_i$, the arrows and the $\omega_i$. Then one can take the non-singular bilinear form $(-,-)$ explicitly as follows. For $x, y \in B$ and $x = e_i x$, set

$$(x, y) := \text{ the coefficient of } \omega_i \text{ in } xy$$

when $xy$ is expressed in terms of $B$. Given $B$, there is a dual $K$-basis $B^* = \{b^*, b \in B\}$ such that $(b, c^*) = \delta_{bc}$ for $b, c \in B$.

For preprojective algebras of Dynkin type, the defining relations show that there is such a basis which is almost multiplicative, that is, the product of two basis elements is zero or $\pm$ a basis element. Take such a basis; then $v \in e_i B e_j$ if and only
if \( \pm v^* \in e_i B^* e_{\nu^{-1}(i)} \). Following [ES1 (2.2)] we define elements \( \xi_i \in \bigoplus \Lambda (e_i \otimes e_i) \Lambda \) by the formula

\[
\xi_i := \sum_{x \in e_i B} (-1)^{\deg(x)} x \otimes x^*.
\]

**Proof of Proposition 2.3.** Let \( \Lambda = P(\mathbb{L}_n) \). It follows from [ES1 (1.5)] that also for \( \Lambda = P(\mathbb{D}_n) \),

\[
P_0 = \bigoplus_i \Lambda (e_i \otimes e_i) \Lambda, \quad P_1 = \bigoplus_a \Lambda (e_{ia} \otimes e_{ta}) \Lambda, \quad P_2 = P_0,
\]

are the projective \( \Lambda^- \)-modules occurring in a minimal projective bimodule resolution of \( \Lambda \) in degrees 0, 1 and 2, respectively. Clearly, the multiplication map \( u : P_0 \to \Lambda \) is surjective. Further, the elements \( x_a \) lie in the kernel of \( u \) but not in the radical of \( \text{Ker}(u) \), and hence \( \delta : P_1 \to \text{Ker}(u) \) is a projective cover. It is easy to check that \( \delta \circ R = 0 \) and hence \( \text{Im}(R) \subseteq \text{Ker}(\delta) \). In fact, the elements \( \sigma_i \) do not lie in the radical of \( \text{Ker}(\delta) \) and hence \( \text{Ker}(\delta) = \text{Im}(R) \). Finally, by [ES1 (2.3)] we have \( R(\xi_i) = 0 \). Let \( N \) be the subbimodule of \( P_2 \) generated by the elements \( \xi_i \). Then invoking [ES1 (2.3)] we conclude that \( N = \text{Ker}(R) = \Omega^3_\Lambda(\Lambda) \).

We will now identify \( N \) as a twisted bimodule. It follows from [ES1 (2.3)] that \( N \) is isomorphic to \( \Lambda \) as a left module and as a right module. Applying arguments from [GSS (1.4)] we conclude that \( N \) is a twisted bimodule by an automorphism of \( \Lambda \) which fixes the primitive idempotents \( e_i \). In order to identify the action on the arrows we only need to compare \( a \xi_i \) and \( \xi_j a \) where \( a \) is an arrow with \( a = e_i a e_j \). We want to show that \( a \xi_i = -\xi_j a \). We need the following lemma.

**Lemma 2.4.** For \( m \) in the basis \( B \) and an arrow \( a \) we have

\[
a(ma)^* = m^* \quad \text{and} \quad (am)^* a = m^*.
\]

**Proof.** The first equality is proved in [ES1 (2.3.1)]. For the second equality, let \( a \) be an arrow from \( i \) to \( j \) such that \( m = e_j m \). Then \( (am)(am)^* = \omega_i \). By the rotation convention we have \( m(am)^* a = \omega_j \), and hence \( (am)^* a = m^* \). \( \square \)

We now claim that \( \varepsilon \xi_0 = -\xi_0 \varepsilon \). That is, we want to show that (I) = -(II), where

\[
\begin{align*}
(I) \quad & \varepsilon \xi_0 = \sum_x (-1)^{\deg(x)} \varepsilon x \otimes x^*, \\
(II) \quad & \xi_0 \varepsilon = \sum_x (-1)^{\deg(x)} x \otimes \varepsilon x^*.
\end{align*}
\]

If in (I) \( x = \omega_0 \), then \( \varepsilon x = 0 \), and this matches up with the term for \( x = e_0 \) in (II). Now let \( x \neq \omega_0 \) be an element of \( B \). Then \( \varepsilon x \in B \). We need to show that the following elements add up to zero:

\[
(-1)^{\deg(x)} \varepsilon x \otimes x^* \quad \text{and} \quad (-1)^{\deg(x)} (\varepsilon x) \otimes (\varepsilon x)^* \varepsilon.
\]

Applying Lemma [2.4] to \( m = \pm x \) and \( a = \varepsilon \) we get that the first term is the minus of the second term. The same arguments work exactly for all other arrows. Therefore, the \( \Lambda^-\Lambda \)-bimodules \( N \) and \( _1 \Lambda \sigma \), with \( \sigma = -id_\Lambda \), are isomorphic. This finishes the proof.

**Corollary 2.5.** Let \( \Lambda = P(\mathbb{L}_n) \), \( n \geq 1 \). Then for any non-projective indecomposable finite-dimensional right \( \Lambda \)-module \( M \) we have \( \Omega^3_\Lambda(M) \cong M \).

**Proof.** Applying Proposition [2.3] we obtain \( \Omega^3_\Lambda(M) \cong M \otimes_\Lambda \Omega^3_\Lambda(\Lambda) \cong M \otimes_\Lambda 1 \Lambda \sigma \cong M \) since \( \sigma \) is a multiplication by a non-zero scalar. \( \square \)
The following corollary is a direct consequence of [AR2] (3.1)-(3.3), Theorem 2.2 and Corollary 2.5.

**Corollary 2.6.** Let $\Lambda = P(\Delta)$ be a preprojective algebra of a generalized Dynkin type $\Delta$. Then for any non-projective indecomposable finite-dimensional right $\Lambda$-module $M$ we have $\Omega^3(M) \cong \nu^{-1}M$ and $\Omega^6(M) \cong M$.

3. **Deformed preprojective algebras of generalized Dynkin type**

In this section we introduce the deformed preprojective algebras of generalized Dynkin type and prove Theorem 1.1.

Let $\Delta$ be a generalized Dynkin graph. We define an associated algebra $R(\Delta)$ as follows:

\[
\begin{align*}
R(\Lambda_n) &= K, \\
R(\Delta_n) &= K(x, y)/(x^2, y^2, (x + y)^{n-2}), \\
R(\Gamma_6) &= K(x, y)/(x^3, y^3, (x + y)^3), \\
R(\Gamma_7) &= K(x, y)/(x^4, y^4, (x + y)^4), \\
R(\Gamma_8) &= K(x, y)/(x^5, y^5, (x + y)^5), \\
R(\Lambda_n) &= K[x]/(x^{2n}).
\end{align*}
\]

Further, we choose the exceptional vertex in the Gabriel quiver $Q_P(\Delta)$ of the preprojective algebra $P(\Delta)$ (in the notation of Section 2) as: 0, 2, 3, 3, 3 and 0 if $\Delta = \Lambda_n, \Delta_n, \Gamma_6, \Gamma_7, \Gamma_8$ and $\Lambda_n$, respectively. Moreover, we denote by $e$ the primitive idempotent of $P(\Delta)$ associated to the chosen exceptional vertex of $Q_P(\Delta)$. Then a simple check shows that the following lemma holds.

**Lemma 3.1.** The algebra $R(\Delta)$ is isomorphic to $eP(\Delta)e$. In particular, $R(\Delta)$ is local, finite-dimensional and self-injective.

An element $f$ from the square rad$^2 R(\Delta)$ of the radical of $R(\Delta)$ is said to be admissible. Note that $f = 0$ is the unique admissible element of $R(\Lambda_n) = K$. For an admissible element $f$ of $R(\Delta)$, the deformed preprojective algebra $P^f(\Delta)$ of type $\Delta$, with respect to $f$, is defined to be as the bound quiver algebra $KQ/I^f$, where $Q = Q_P(\Delta)$ and $I^f$ is the ideal in the path algebra $KQ$ of $Q$ generated by the relations of the form

\[\sum_{a, a \tau = v} a\bar{a}, \text{ if } v \text{ is an ordinary vertex of } Q,\]

and the relations:

\[
\begin{align*}
&\bar{a}_0\bar{a}_0, \quad \Delta = \Lambda_n, \\
&a_0\bar{a}_0 + \bar{a}_1a_1 + a_2\bar{a}_2 + f(\bar{a}_0a_0, \bar{a}_1a_1), \quad (\bar{a}_0a_0 + \bar{a}_1a_1)^{n-2}, \quad \Delta = \Delta_n, \\
&a_0\bar{a}_0 + \bar{a}_2a_2 + a_3\bar{a}_3 + f(\bar{a}_0a_0, \bar{a}_2a_2), \quad (\bar{a}_0a_0 + \bar{a}_2a_2)^{n-3}, \quad \Delta = \Gamma_n \quad (n = 6, 7, 8), \\
&\varepsilon^2 + a_0\bar{a}_0 + \varepsilon f(\varepsilon), \quad \varepsilon^{2n}, \quad \Delta = \Lambda_n.
\end{align*}
\]

That is, $P^f(\Delta)$ is obtained from $P(\Delta)$ by deforming the relation at the exceptional vertex of $Q$, and $P^f(\Delta) = P(\Delta)$ if $f = 0$. The following shows that $P^f(\Delta)$ is a deformation of $P(\Delta)$.

**Lemma 3.2.** Let $P^f(\Delta)$ be a deformed preprojective algebra of a generalized Dynkin type $\Delta$. Then $P^f(\Delta)$ is self-injective with the same Cartan matrix as $P(\Delta)$ and $\dim_KP^f(\Delta) = \dim_KP(\Delta)$.
Proof. We have \( P^f(\Delta) = KQ/I^f \) and \( P(\Delta) = KQ/I \), where \( Q = Q_{P(\Delta)} \). Further, the ideals \( I^f \) and \( I \) differ only by one relation at the exceptional vertex, and the difference of these two relations belongs to the ideal of \( KQ \) generated by all paths in \( Q \) of length \( \geq 3 \).

Denote by \( e_i \) the primitive idempotent of \( P^f(\Delta) \) (respectively, \( P(\Delta) \)) associated to a vertex \( i \) of \( Q \). Also denote by \( e \) the idempotent associated to the exceptional vertex. Observe first that \( eP^f(\Delta)e \), as an algebra, is isomorphic to \( R(\Delta) \).

One checks that within this algebra, the relation in which \( f \) occurs is redundant. In particular it is finite-dimensional self-injective and of the same dimension as \( eP(\Delta)e \). For any other idempotent \( e_i \), the algebra \( e_iP^f(\Delta)e_i \) can be obtained from \( eP^f(\Delta)e \) by multiplying on both sides with the shortest paths between \( e \) and \( e_i \), and one checks that it is also finite-dimensional self-injective and of the right dimension.

More generally, for each vertex \( i \) of \( Q \) and an integer \( m \geq 0 \), we have canonical isomorphisms of \( K \)-vector spaces

\[
e_i \frac{\text{rad}(P^f(\Delta))}{e_i \text{rad}(P^f(\Delta))}^{m} \xrightarrow{\sim} e_i \frac{\text{rad}(P(\Delta))}{e_i \text{rad}(P(\Delta))}^{m+1}.
\]

In fact, if \( u_1, \ldots, u_d \) are paths in \( Q \) with source \( i \) such that the cosets \( u_j + e_i \text{rad}(P(\Delta))^{m+1} \), \( 1 \leq j \leq d \), form a \( K \)-basis of \( e_i \text{rad}(P(\Delta))^{m}/e_i \text{rad}(P(\Delta))^{m+1} \), then the cosets \( u_j + e_i(P^f(\Delta))^{m+1} \) form a basis of \( e_i(P^f(\Delta))^{m}/e_i(P^f(\Delta))^{m+1} \). Therefore, \( \dim_K e_iP^f(\Delta) = \dim_K e_iP(\Delta) \) for any vertex \( i \) of \( Q \), and hence we have \( \dim_K P^f(\Delta) = \dim_K P(\Delta) < \infty \). Moreover, for any vertex \( i \) of \( Q \), the indecomposable projective modules \( e_iP^f(\Delta) \) and \( e_iP(\Delta) \) have the same Loewy length and the same composition factors. In particular, the modules \( e_iP^f(\Delta) \) have simple socles. Then by a result due to Nakayama (see [Y] (2.2.1)) \( P^f(\Delta) \) is self-injective and has the same Nakayama permutation as \( P(\Delta) \).

We now compare the Nakayama automorphisms \( \eta^f \) and \( \eta \) of \( P^f(\Delta) \) and \( P(\Delta) \) as defined before Proposition 2.3. Due to the non-homogeneous deformed relation, the automorphisms \( \eta^f \) and \( \eta \) are not always the same (we do not know when they might just differ by an inner automorphism). However, let \( \bar{\eta}^f \) and \( \bar{\eta} \) be the automorphisms induced on the the quotient modulo the square of the radical. Then we have

**Lemma 3.3.** Let \( P^f(\Delta) \) be a deformed preprojective algebra of a generalized Dynkin type \( \Delta \). Then there are Nakayama automorphisms \( \eta^f \) and \( \eta \) of \( P^f(\Delta) \) and \( P(\Delta) \) which induce the same automorphisms on the quotients modulo the square of the radical.

Proof. We use the notation and the setup as described after Proposition 2.3, and we modify the arguments in [ES2]. Let \( \nu \) be the Nakayama permutation; then for any arrow \( a \) we have

\[
\bar{\eta}(a) = c_a^{-1} \nu^{-1}(a)
\]

where \( c_a \in K^* \) is the coefficient of \( \omega_{ia} \) in \( a^* \nu^{-1}(a) \). We must show that the scalar \( c_a \) is not changed by the deforming element \( f \). This reduces to the following. Suppose \( \omega_i = b_1 \ldots b_m \) where the \( b_i \) are arrows. If \( x_i \) is also a monomial in arrows spanning the same socle space, then we must use the relations to express \( x_i \) as a scalar multiple of \( \omega_i \). The relations not at the exceptional vertex are the same as for the preprojective algebra \( P(\Delta) \). At the exceptional vertex we substitute, say for \( \alpha \) the term \( -\beta - \gamma - f(\alpha, \beta) \) (where \( \alpha = \bar{a}_\alpha a_\alpha \) and similarly \( \beta \)). But the term in which \( \alpha \) is replaced by \( f(\alpha, \beta) \) is zero since \( f(\alpha, \beta) \) belongs to a higher power of the radical. So it does not effect this process. This shows our claim. \( \square \)
Note that this implies that \( \eta^f \) has finite order. Namely, we know that \( \eta \) takes any arrow \( a \) to \( \pm \nu^{-1}(a) \) and fixes the primitive idempotents. So \( \eta^f \) fixes the idempotents and takes an arrow \( a \) to \( \pm \nu^{-1}(a) \). Hence some power of \( \eta^f \) is the identity.

**Proposition 3.4.** Let \( \Lambda = P^f(\Delta) \) be a deformed preprojective algebra of a generalized Dynkin type \( \Delta \). Then \( \Omega^f(\Lambda) \cong_1 \Lambda_{\phi^{-1}} \), as a \( \Lambda\Lambda \)-bimodule for an automorphism \( \phi \) of \( \Lambda \) of finite order. Moreover \( \Omega^f(S) \cong \nu^{-1}S \) for any simple \( \Lambda \)-module \( S \).

**Proof.** We may assume \( \Delta \in \{D_n, E_6, E_7, E_8, L_n\} \). We have seen that \( \Lambda \) is self-injective and that it has the same Cartan matrix as \( P(\Delta) \). Furthermore, for each vertex of \( Q_{P(\Delta)} \) there is a unique minimal relation starting and ending at this vertex, and there are all the defining relations for the algebra. This implies that for each simple module \( S \) it is the case that \( \Omega^f(S) \cong \nu^{-1}S \). Namely, for each vertex \( i \) of \( Q_{P(\Delta)} \), denote by \( S(i) \) the simple \( \Lambda \)-module associated to \( i \), and by \( P(i) \) the preprojective cover of \( S(i) \). Consider a minimal projective resolution of \( S(i) \),

\[
\ldots \to Q_2 \to Q_1 \to Q_0 \to S(i) \to 0.
\]

Then \( Q_0 = P(i) \), and \( Q_1 \) is the direct sum of all \( P(j) \) such that there is an arrow from \( i \) to \( j \). Then \( Q_2 = P(i) \) since we have a unique minimal relation starting at \( i \) and ending at \( i \). Now by counting the composition factors we see that the kernel of the map \( Q_2 \to Q_1 \) is simple and hence it is \( S(\nu^{-1}(i)) \).

Now using [H] (1.5) we see that the third syzygy of \( \Lambda \) as a \( \Lambda\Lambda \)-bimodule has the same top factors as \( 1\Lambda_{\nu^{-1}} \) and the same composition factors. Hence \( \Omega^f(\Lambda) \cong_1 \Lambda_{\phi^{-1}} \) for some automorphism \( \phi \) of the algebra \( \Lambda \) (which on the top composition factors induces the Nakayama permutation). Actually, [GSS] (1.4) also implies that the third syzygy is isomorphic to such a twisted bimodule.

To complete the proof of Proposition 3.4, we must show that there is such \( \phi \) of finite order. Applying Lemma 3.3 one modifies the proof for the preprojective algebra \( P(\Delta) \) (see [ES1] (2.3) and [ES2] (2.2)) and shows that there is a minimal projective resolution of \( \Lambda \) as a \( \Lambda\Lambda \)-bimodule of the form

\[
0 \to 1\Lambda_{\phi^{-1}} \to P_2 \xrightarrow{R} P_1 \xrightarrow{\delta} P_0 \xrightarrow{\mu} \Lambda \to 0.
\]

By [H] (1.5) the projectives in such a resolution are the same as for the undeformed case. The maps \( \delta \) and \( \mu \) can be taken as before (see the text following Proposition 2.1). The map \( R \) must be a modification of \( R \), but only on \( e \otimes e \) where \( e \) is the exceptional vertex, to take the deformed relation into account. That is, \( \tilde{R} = R + R^f \) where \( R^f \) is defined as follows. Set \( R^f(e_i \otimes e_i) = 0 \) unless \( e_i \) is the exceptional vertex. For each path \( p = c_{w_1}w_2 \ldots w_k \) with \( w_i \) arrows appearing in \( f \) with scalar coefficient \( 0 \neq c \) define \( \rho(p) \) to be

\[
c((e \otimes w_2w_3 \ldots w_k) + (w_1 \otimes w_3w_4 \ldots w_k) + \ldots + (w_1w_2 \ldots w_{k-1} \otimes e))
\]

and take \( R^f(e \otimes e) = \sum \rho(p) \). Now we identify the twisted bimodule with the kernel of the map \( \tilde{R} \). Since it is a twisted bimodule isomorphic to \( 1\Lambda_{\phi^{-1}} \), there are generators \( \mu_i \), one for each vertex \( i \) of \( Q_{P(\Delta)} \), which play the role of \( e_i \) in \( 1\Lambda_{\phi^{-1}} \), and the twist means that we have

\[
x\mu_i = \mu_i \phi(x), \quad x \in \Lambda e_i.
\]
We will use this to show that \( \phi \) has finite order. We have seen that \( \mu_i \) belongs to \( \oplus_j e_j \Lambda e_j \otimes e_j \Lambda e_{\nu-1(i)} \) and therefore
\[
\phi(e_i) = e_{\nu-1(i)}.
\]

We take the usual monomial basis \( e_i B \) for \( e_i \Lambda \) as described after Theorem 2.2. Then the standard properties of tensor products over \( K \) show that we can write
\[
(*) \quad \mu_i = \sum_{b \in e_i B} (-1)^{\deg(b)} b \otimes \bar{b}
\]
where \( \bar{b} \) is then uniquely determined by \( b \), and for \( b \in B e_j \) the element \( \bar{b} \) belongs to \( e_j \Lambda e_{\nu-1(i)} \). We call \( \bar{b} \) the ‘coefficient’ of \( b \) in \( \mu_i \). We chose to keep the sign since in the undeformed case, one can take \( \mu_i = \xi_i \) where \( \xi_i \) was defined before.

Since \( \Lambda \mu_i \cong \Lambda e_i \) as left \( \Lambda \)-modules we know that the coefficient of \( e_i \) in \( (*) \) is non-zero.

(1) We claim that \( \bar{e}_i \) is a non-zero element in the socle of \( e_i \Lambda \). By our choice we have
\[
0 = \tilde{R}(\mu_i) = \sum_b (-1)^{\deg(b)} b \tilde{R}(e_i \otimes e_i) \bar{b}.
\]
We calculate the coefficient of \( e_i \) in the expression on the right hand side. Recall that \( \tilde{R} \) is explicitly known. The only time some element of the form \( e_i \otimes v \) occurs is within
\[
e_i \tilde{R}(e_i \otimes e_i) \bar{e}_i.
\]
So the coefficient of \( e_i \) in \( \tilde{R}(\mu_i) \) is equal to
\[
(**) \quad \sum_{\alpha = i} a \bar{e}_i,
\]
and this must be zero. The arrows \( a \) ending at \( e_i \) all start at distinct vertices. So if we multiply \( (***) \) by the appropriate idempotents from the left we deduce \( a \bar{e}_i = 0 \) for all such arrows. This shows that \( \bar{e}_i \) lies in the socle of \( e_i \Lambda \). It must be non-zero by the above remark, otherwise \( \Lambda \mu_i \) would not be isomorphic to \( \Lambda e_i \).

(2) This shows that we may replace \( \mu_i \) by a non-zero scalar multiple, and we now normalize it so that we have
\[
\bar{e}_i = \omega_i
\]
which is the fixed monomial in the monomial basis spanning the socle of \( e_i \Lambda \).

(3) Suppose \( a \) is an arrow. We claim that then \( \bar{a} \) is the unique monomial in the basis which lies in the second socle and satisfies \( a \bar{a} = \omega_i \) (where \( a \) starts at vertex \( i \)). Fix such an arrow \( a \). Write
\[
\mu_i = e_i \otimes \omega_i - a \otimes \bar{a} \pm \ldots
\]
and apply \( R \), say \( a \) ends at vertex \( j \). We have
\[
0 = \tilde{R}(\mu_i) = e_i \tilde{R}(e_i \otimes e_i) \omega_i - a \tilde{R}(e_j \otimes e_j) \bar{a} \pm \ldots.
\]
The coefficient of \( a \) in this expression is zero. Now \( a \) only occurs in the two terms we have written and nowhere else. Assume first that \( j \) is not exceptional; then the coefficient is equal to
\[
\omega_i - \sum_t a_t \bar{a} = 0
\]
where the \(a_i\) are the arrows ending in \(j\). Multiplying with idempotents from the left again gives that for \(a_i \neq a\) we have \(a_i \hat{a} = 0\) and moreover
\[
\omega_i = a \hat{a}.
\]
This implies the claim. Now consider the case when \(j\) is exceptional. If \(a\) does not occur in a path of \(f\), then we get the same as before, \(\omega_i = a \hat{a}\) and some zero conditions. The zero conditions involve some polynomials, but we get the same conclusion using the grading by powers of the radical. In case \(a\) occurs in a path of \(f\) then we get zero conditions just with one arrow, but then we get
\[
\omega_i = a(1 + \psi)\hat{a}
\]
where \(\psi\) lies in the radical and then again by the grading condition (or by calculation with a basis) we conclude \(\omega_i = a \hat{a}\). For example, in type \(D_4\) and \(a = a_0\) write \(f = \alpha f_1 + \beta f_2\) where \(f_1\) and \(f_2\) are polynomials in \(\alpha = \bar{a}_0 a_0\) and \(\beta = \bar{a}_1 a_1\); then \(\psi = f_1\).

Now we can complete the proof of Proposition 3.4. We now consider \(\phi(a_i)\). We know for general reasons that it is of the form
\[
\phi(a_i) = c_i a_i + \zeta_i
\]
for some \(c_i \in K^*\) and \(\zeta_i \in \text{rad}^2 \Lambda\). We want to show that \(c_i = \pm 1\) for all \(i\). This will then directly imply that \(\phi\) has finite order. Namely, some power of \(\phi\) will take any arrow \(a\) to \(a + z_a\) for some \(z_a\) in the square of the radical. Then this power minus the identity is nilpotent.

We have \(a_i \mu_{i+1} = \mu_i \phi(a_i)\). Now, using (*) we have
\[
a_i \mu_{i+1} = \sum_{b \in e_{i+1} \mathcal{B}} \pm a_i b \otimes \hat{b} = \sum_{d \in e_i \mathcal{B}} \pm d \otimes \hat{d}(c_i a_i + \zeta_i).
\]
We equate the coefficient of \(a_1\) on both sides (ignoring signs). On the left side this is precisely \(\omega_{i+1}\). On the right side it is equal to \(\bar{a}_i(c a_i + \zeta_i)\). These must be equal. Now \(\bar{a}_i\) lies in the second socle, so \(\bar{a}_i \zeta_i = 0\). On the other hand, using (3) and direct calculation we have \(\bar{a}_i a_i = \pm \omega_{i+1}\) and hence \(c_i = \pm 1\).

The following corollary completes the proof of Theorem 3.4.

**Corollary 3.5.** Let \(\Lambda = P^f(\Delta)\) be a deformed preprojective algebra of a generalized Dynkin type \(\Delta\). Then there exists a positive integer \(m = m_\Lambda\) such that \(\Omega^{3m}(M) \cong M\) for any non-projective indecomposable finite-dimensional right \(\Lambda\)-module \(M\).

**Proof.** In the notation of Proposition 3.4 let \(m = m_\Lambda\) be the order of \(\phi\). Then for any non-projective indecomposable finite-dimensional right \(\Lambda\)-module \(M\), we have \(\Omega^{3m} M \cong M \otimes_\Lambda \Omega^{3m}_\Lambda(\Lambda) \cong M \otimes_\Lambda \Lambda \cong M\).

We end this section with an example showing that Corollary 2.6 also holds for some deformed preprojective algebras of generalized Dynkin type.

**Example 3.6.** Consider a deformed preprojective algebra \(\Lambda = P^f(D_4)\) of type \(D_4\) with \(f\) non-zero. Any such algebra \(\Lambda\) is a socle deformation of the preprojective algebra \(P(D_4)\) since the square of the radical of the local algebra at the exceptional vertex is already in the socle. It was proved in [BS3, (5.10)] that there is, up to isomorphism, exactly one self-injective algebra socle equivalent but not isomorphic to \(P(D_4)\), and then necessarily the field \(K\) has characteristic 2. One can take
Since \( \Lambda \) is basic, \( \Lambda \)
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preprojective algebras of generalized Dynkin type. 

we have 

\[
\text{f = xy to get this algebra. It is a tame symmetric algebra whose stable Auslander-Reiten quiver is isomorphic to the stable Auslander-Reiten quiver of } P(\mathbb{D}_4), \text{ and hence consists only of stable tubes of ranks 1 and 3 (see [BS2 Theorem 1]). This implies that } \Omega_A^3(A) \cong \Lambda. \text{ In particular, for any non-projective indecomposable finite-dimensional right } \Lambda\text{-module } M, \text{ we have } \Omega^3(M) \cong M \cong \nu^{-1}M.
\]

4. The Gabriel quivers, Cartan matrices and Nakayama permutations 

Given a finite connected graph \( \Delta \), a function \( d : \Delta_0 \rightarrow \mathbb{N} \) on the set \( \Delta_0 \) of vertices of \( \Delta \) is called additive (respectively, subadditive) if for any vertex \( i \in \Delta_0 \) we have 

\[
2d(i) = \sum_{i \to j} d(j) \quad (\text{respectively, } 2d(i) \geq \sum_{i \to j} d(j))
\]

where the sum runs over all edges \( i \to j \) in \( \Delta \). Then we have the following fact established in [HPR1] (see also [HPR2]). 

Proposition 4.1. Let \( \Delta \) be a finite connected graph with no multiple edges. Then \( \Delta \) admits a subadditive function which is not additive if and only if \( \Delta \) is one of the generalized Dynkin graphs \( A_n, D_n, E_6, E_7, E_8, \) or \( L_n \).

The first aim of this section is to prove the following fact.

Proposition 4.2. Let \( \Lambda \) be a basic, connected, finite-dimensional self-injective algebra such that all non-projective simple right \( \Lambda \)-modules \( S \) satisfy \( \Omega^3S \cong \nu^{-1}S \). Then the Gabriel quiver \( Q_\Lambda \) of \( \Lambda \) is isomorphic to the Gabriel quiver of one of the preprojective algebras of generalized Dynkin type.

Proof. Since \( \Lambda \) is basic, \( \Lambda \cong KQ/I \), where \( Q = Q_\Lambda \) and \( I \) is an admissible ideal in the path algebra \( KQ \) of \( Q \). Moreover, \( Q_\Lambda \) is connected, because \( \Lambda \) is connected. We may assume \( \Lambda = KQ/I \). Denote by \( Q_0 \) and \( Q_1 \) the sets of vertices and arrows of \( Q \), respectively. For each vertex \( i \in Q_0 \), denote by \( S(i) \) the simple \( \Lambda \)-module associated to \( i \), and by \( P(i) \) the projective cover of \( S(i) \). It follows from our assumption that \( \Omega^3S(i) \cong \nu^{-1}S(i) = S(\nu^{-1}(i)) \), for any \( i \in Q_0 \). Hence, for every \( i \in Q_0 \), there exists an exact sequence of modules

\[
0 \rightarrow S(\nu^{-1}(i)) \rightarrow P(i) \rightarrow Q(i) \rightarrow P(i) \rightarrow S(i) \rightarrow 0
\]

where \( Q(i) \) is the projective cover of \( \text{rad } P(i) \) and the injective envelope of

\[
P(i)/\text{soc } P(i) = P(i)/S(\nu^{-1}(i)).
\]

Hence,

\[
Q(i) \cong \bigoplus_{i \rightarrow j} P(j)
\]

where the sum runs over all arrows \( i \rightarrow j \) in \( Q \) with the starting vertex \( i \). Moreover, we have

\[
\bigoplus_{i \rightarrow j} S(\nu^{-1}(j)) = \text{soc} \left( \bigoplus_{i \rightarrow j} P(j) \right) = \text{soc } P(i)/S(\nu^{-1}(i)).
\]

Hence, for any arrow \( i \rightarrow j \) in \( Q \) there is exactly one arrow \( \nu^{-1}(j) \rightarrow \nu^{-1}(i) \), and consequently exactly one arrow \( j \rightarrow i \). Therefore, for any arrow \( a \) of \( Q \) there exists exactly one arrow \( \bar{a} \) such that \( i\bar{a} = ta \) and \( t\bar{a} = ia \), and moreover \( a = \bar{a} \) if and only if \( a \) is a loop. Thus we may define the finite connected graph \( \Delta \) by replacing in the quiver \( Q = Q_\Lambda \) each pair \( \{a, \bar{a}\} \) of arrows by an undirected edge. Then the set \( \Delta_0 \)
of vertices of $\Delta$ coincides with $Q_0$. Consider the function $d : \Delta_0 \rightarrow \mathbb{N}$ defined by $d(i) = \dim_K P(i)$, for $i \in \Delta_0$. From the exact sequence

$$0 \rightarrow P(i)/S(\nu^{-1}(i)) \rightarrow Q(i) \rightarrow \text{rad} P(i) \rightarrow 0$$

we obtain the equality

$$2(d(i) - 1) = \sum_{i \neq j} d(j).$$

This implies the inequality

$$2d(i) > \sum_{i \neq j} d(j)$$

where the sum runs through all edges $i - j$ of the graph $\Delta$. Therefore, $d$ is a subadditive but not additive function on $\Delta$. Now applying Proposition 4.1 we obtain that $\Delta$ is one of the generalized Dynkin graphs $A_n$, $D_n$, $E_6$, $E_7$, $E_8$, or $I_n$. Clearly, $Q = Q_\Lambda$ is the Gabriel quiver of the preprojective algebra $P(\Delta)$. \hfill \Box

**Proposition 4.3.** Let $\Lambda$ be a basic, connected, finite-dimensional self-injective algebra such that all non-projective simple right $\Lambda$-modules $S$ satisfy $S^3S \cong \nu^{-1}S$. Then there is a generalized Dynkin graph $\Delta$ such that the Cartan matrix $C^\Lambda$ of $\Lambda$ coincides with the Cartan matrix $C_{P(\Delta)}$ of $P(\Delta)$, and the Nakayama permutation of $\Lambda$ is the same as the Nakayama permutation of $P(\Delta)$.

**Proof.** It follows from Proposition 4.2 that $\Lambda \cong KQ/I$, where $Q = Q_{P(\Delta)}$ for a generalized Dynkin graph $\Delta$ and $I$ is an admissible ideal of the path algebra $KQ$. We use the notation from the proof of Proposition 4.2 and identify a $\Lambda$-module with the corresponding representation of the bound quiver $(Q, I)$. For each vertex $i$ of $Q$, let $p(i) = \dim P(i)$ and $e(i) = \dim S(i)$ be the dimension-vectors of the projective module $P(i)$ and the simple module $S(i)$ at $i$. Recall that the Cartan matrix $C^\Lambda$ of $\Lambda$ is the square matrix whose rows are the dimension-vectors $p(i)$, $i \in Q_0$, of the indecomposable projective modules. Denote by $\nu$ the Nakayama permutation of the vertices of $Q$. From our assumption on $\Lambda$, we have the exact sequences

$$0 \rightarrow P(i)/S(\nu^{-1}(i)) \rightarrow \bigoplus_{i \neq j} P(j) \rightarrow \text{rad} P(i) \rightarrow 0,$$

and consequently the equalities

$$(*) \quad 2p(i)e(i) - \epsilon(\nu^{-1}(i)) = \sum_{i \neq j} p(j),$$

for all $i \in Q_0$. We write this in the matrix form, as

$$CC^\Lambda = E,$$

where $E = (\epsilon(i) - \epsilon(\nu^{-1}(i)))_{i \in Q_0}$ and $C$ is the Cartan matrix associated to $\Delta$. This is known to be non-singular. Hence, in each case, given $\nu$ there is a unique solution $p(i) \in Q^\mathbb{N}_0$, $i \in Q_0$, satisfying the above equation. If $\nu$ is the same as for the preprojective algebra $P(\Delta)$, then we know that the dimension-vectors $p(i) = \dim P(i)$, $i \in Q_0$, for $\Lambda = P(\Delta)$ satisfy the equation. Therefore, by the uniqueness, the claim follows in this case. In order to finish the proof, we show that for any other possible $\nu$ the solution does not lead to an algebra whose Gabriel quiver is $Q = Q_{P(\Delta)}$. We have few cases to consider.
(1) Type $A_n$. We may assume $n \geq 2$. Suppose that $\nu$ is the identity. Then the equalities (*) are of the forms
\[
2p(0) - p(1) = 2\epsilon(0),
\]
\[
2p(n-1) - p(n-2) = 2\epsilon(n-1),
\]
and $2p(i) - p(i-1) - p(i+1) = 2\epsilon(i)$, for $i = 1, \ldots, n-2$.

Adding all equations we get
\[
p(0) + p(n-1) = 2(\epsilon(0) + \epsilon(1) + \cdots + \epsilon(n-2) + \epsilon(n-1)) = (2, 2, \ldots, 2).
\]

Since $0 = \nu(0)$, the simple module $S(0)$ occurs at least twice as a simple composition factor of the indecomposable projective-injective module $P(0)$. Similarly, $S(n-1)$ occurs at least twice as a simple composition factor of $P(n-1)$. In particular, we obtain $p(0) = (2, \ldots, 0)$. Then we get inductively that $p(1), \ldots, p(n-2)$ all have the last coordinate 0. Therefore, it follows that there is no arrow in $Q$ from $n-2$ to $n-1$, a contradiction.

(2) Type $D_n$. Suppose that $\nu(0) = 1$, $\nu(1) = 0$, and $\nu(i) = i$ for all $i$ with $2 \leq i \leq n-1$. We want to show that then $n$ is odd. The equalities (*) are of the forms
\[
2p(0) - p(2) = \epsilon(0) + \epsilon(1) = 2p(1) - p(2),
\]
\[
2p(n-1) - p(n-2) = 2\epsilon(n-1),
\]
\[
2p(2) - p(0) - p(1) - p(3) = 2\epsilon(2),
\]
and $2p(i) - p(i-1) - p(i+1) = 2\epsilon(i)$, for $i = 3, \ldots, n-2$.

In particular, $p(0) = p(1)$ and $p(2)$ have the first two coordinates odd. Further, adding all equations we get
\[
p(0) + p(1) + p(n-1) = p(2) + (2, 2, \ldots, 2).
\]

Since $p(0) = p(1)$, we then conclude that $p(n-1)$ has the first two coordinates odd. Moreover, $p(3) = 2p(2) - 2p(0) - 2\epsilon(2)$ implies that $p(3)_0$ is even. Inductively, we deduce that $p(2k)_0$ is odd and $p(2k + 1)_0$ is even. Combining these we infer that $n-1$ is even, and so $n$ is odd.

Assume now that $\nu$ is the identity. We claim that then $n$ is even. The equalities (*) are of the forms
\[
2(p(0) - \epsilon(0)) = p(2) = 2(p(1) - \epsilon(1)),
\]
\[
2(p(n-1) - \epsilon(n-1)) = p(n-2),
\]
\[
2(p(2) - \epsilon(2)) = p(0) + p(1) + p(3),
\]
and $2(p(i) - \epsilon(i)) = p(i-1) + p(i+1)$, for $i = 3, \ldots, n-2$.

We determine the parity of the first components $p(k)_0$ of $p(k)$. Let $N = p(1)_0$. Then $2(p(0) - \epsilon(0)) = 2(p(1) - \epsilon(1))$ implies that $p(0)_0 = N + 1$. Further, $p(2) = 2(p(1) - \epsilon(1))$ implies $p(2)_0 = 2N$, and hence is even. Finally, from
\[
p(3) = 2(p(2) - \epsilon(2)) - p(0) - p(1),
\]
we obtain $p(3)_0 = 4N - (N + 1) - N = 2N - 1$, so is odd. Inductively, we then deduce that
\[
p(2k)_0 \text{ is even and } p(2k + 1)_0 \text{ is odd.}
Adding all equations (*) gives
\[
p(0) + p(1) + p(n - 1) = p(2) + 2 \left( \sum_{0 \leq i \leq n-1} \epsilon(i) \right)
\]
\[
= p(0) + p(1) - \epsilon(0) - \epsilon(1) + 2 \left( \sum_{0 \leq i \leq n-1} \epsilon(i) \right),
\]
and hence \( p(n - 1) = (1, 1, 2, 2, \ldots, 2) \). Therefore, \( p(n - 1)_0 \) is odd and hence \( n - 1 \) is odd. Thus \( n \) is even.

Assume \( \Delta = \mathbb{D}_4 \) and \( \nu(1) = 0, \nu(3) = 1, \nu(0) = 3, \nu(2) = 2 \). Then the equalities (*) are of the form
\[
2p(0) - \epsilon(0) - \epsilon(1) = p(2),
\]
\[
2p(1) - \epsilon(1) - \epsilon(3) = p(2),
\]
\[
2p(2) - 2\epsilon(2) = p(0) + p(1) + p(3), \quad 2p(3) - \epsilon(3) - \epsilon(1) = p(2).
\]
In particular, we get
\[
3p(2) = 2(p(0) + p(1) + p(3) - \epsilon(0) - \epsilon(1) - \epsilon(3))
\]
\[
= 4p(2) - 2(2\epsilon(2) + \epsilon(0) + \epsilon(1) + \epsilon(3)).
\]
Hence, \( p(2) = 2(2\epsilon(2) + \epsilon(0) + \epsilon(1) + \epsilon(3)) \). But then we have \( 2p(0) = 3\epsilon(0) + 3\epsilon(1) + 4\epsilon(2) + 2\epsilon(3) \), a contradiction.

(3) Type \( \mathbb{E}_6 \). Suppose \( \nu \) is the identity. Then the equalities (*) are of the form
\[
2(p(0) - \epsilon(0)) = p(3),
\]
\[
2(p(1) - \epsilon(1)) = p(2),
\]
\[
2(p(2) - \epsilon(2)) = p(1) + p(3),
\]
\[
2(p(3) - \epsilon(3)) = p(0) + p(2) + p(4),
\]
\[
2(p(4) - \epsilon(4)) = p(3) + p(5),
\]
\[
2(p(5) - \epsilon(5)) = p(4).
\]

Let \( N = p(1)_1 \). Then \( p(2)_1 = 2(N - 1) \) and \( p(3)_1 = 3N - 4 \). Moreover, the equalities \( p(4)_1 = 2p(5)_1 \) and \( 2p(4)_1 = p(3)_1 + p(5)_1 \) imply \( 3p(5)_1 = 3N - 4 \), a contradiction.

(4) Types \( \mathbb{E}_7, \mathbb{E}_8, \mathbb{L}_n \). The unique Nakayama permutation is the identity. \( \square \)

5. PROOF OF THEOREM 1.2

Let \( \Lambda \) be a basic, connected, finite-dimensional self-injective algebra such that all non-projective simple right \( \Lambda \)-modules satisfy \( \Omega^3 S \cong \nu^{-1} S \). We know from Proposition 1.22 that the Gabriel quiver \( Q = Q_\Lambda \) of \( \Lambda \) coincides with the Gabriel quiver \( Q_{P(\Delta)} \) of the preprojective algebra \( P(\Delta) \) of a generalized Dynkin type \( \Delta \in \{ \mathbb{A}_n, \mathbb{D}_n, \mathbb{E}_6, \mathbb{E}_7, \mathbb{E}_8, \mathbb{L}_n \} \). Moreover, by Proposition 1.23 the Cartan matrices and the Nakayama permutations of \( \Lambda \) and \( P(\Delta) \) are the same. We will prove that \( \Lambda \) is isomorphic to a deformed preprojective algebra \( P^f(\Delta) \), for an admissible element \( f \) of the local algebra \( R(\Delta) \), and hence (ii) implies (i). We may assume that \( \Lambda \) is non-simple, and hence \( Q_\Lambda \) has at least one arrow.

Let \( I \) be an admissible ideal in the path algebra \( KQ = Q_\Lambda \) such that \( \Lambda \cong KQ/I \). We may assume that \( \Lambda = KQ/I \). For each vertex \( i \) of \( Q \), let \( e_i \)
be the primitive idempotent corresponding to \( i \) and \( P(i) = e_i \Lambda \) the associated indecomposable projective \( \Lambda \)-module. We will also identify an arrow of \( Q \) with its coset modulo \( I \). Also denote by \( \nu^{-1} \) the inverse Nakayama permutation of the vertices of \( Q \), that is, \( e_{\nu^{-1}(i)} \Lambda \) is the projective cover of the socle of \( e_i \Lambda \), for any vertex \( i \) of \( Q \).

**Lemma 5.1.** The indecomposable projective \( \Lambda \)-modules have the same Loewy length.

**Proof.** It follows from our assumption on \( \Lambda \) that, for each vertex \( i \) of \( Q \), there exists an exact sequence of \( \Lambda \)-modules

\[
0 \rightarrow P(i)/\text{soc} P(i) \rightarrow \bigoplus_{i\rightarrow j} P(j) \rightarrow \text{rad} P(i) \rightarrow 0
\]

where the middle term is the projective cover of \( \text{rad} P(i) \) and the injective envelope of \( P(i)/\text{soc} P(i) \). Hence we obtain the inequalities \( LL(P(j)) \geq LL(P(i)) \), for all arrows \( i \rightarrow j \) in \( Q \). Since in the quiver \( Q = Q_\Delta \) there are paths with any prescribed starting and ending vertices, we conclude that \( LL(P(l)) = LL(P(k)) \) for all vertices \( l \) and \( k \) of \( Q \). \( \square \)

**Lemma 5.2.** For each vertex \( i \) of \( Q \), there are invertible elements \( u_a \in e_i \Lambda e_i \), for all arrows \( a \) of \( Q \) with \( ia = i \), such that

\[
\sum_{a, ia = i} a\tilde{u}_a = 0.
\]

**Proof.** Fix a vertex \( i \) of \( Q \). We have an exact sequence of \( \Lambda \)-modules

\[
0 \rightarrow e_i \Lambda /\text{soc}(e_i \Lambda) \xrightarrow{w_i} \bigoplus_{a, ia = i} e_{ta} \Lambda \xrightarrow{\pi_i} e_i(\text{rad} \Lambda) \rightarrow 0
\]

where the middle term is the projective cover of \( e_i(\text{rad} \Lambda) = \text{rad}(e_i \Lambda) \) and the injective envelope of \( e_i \Lambda /\text{soc}(e_i \Lambda) \). Observe also that

\[
e_i(\text{rad} \Lambda) = \sum_{a, ia = i} a\Lambda.
\]

Hence, we may assume that the restriction \( \pi_a : e_{ta} \Lambda \rightarrow e_i(\text{rad} \Lambda) \) of \( \pi_i \) to \( e_{ta} \Lambda \) assigns to the primitive idempotent \( e_{ta} \) the arrow \( a \). Furthermore, we note that \( \text{soc}(e_i \Lambda /\text{soc}(e_i \Lambda)) \) is a direct sum of pairwise non-isomorphic simple modules, because it is isomorphic to the socle of \( \bigoplus_{a, ia = i} e_{ta} \Lambda \). Denote by \( w_a : e_{ia} \Lambda /\text{soc}(e_i \Lambda) \rightarrow e_{ta} \Lambda \) the composition of \( w_i \) with the projection of \( \bigoplus_{a, ia = i} e_{ta} \Lambda \) on \( e_{ta} \Lambda \). Then, for each arrow \( a \) of \( Q \) with \( ia = i \), \( w_a \) has non-zero restriction to the direct summand of \( \text{soc}(e_i \Lambda /\text{soc}(e_i \Lambda)) \) isomorphic to \( \text{soc}(e_{ta} \Lambda) \). Moreover, it follows from Lemma 5.1 that \( LL(e_i \Lambda /\text{soc}(e_i \Lambda)) = LL(\text{rad} e_{ta} \Lambda) \), for any arrow \( a \) of \( Q \) with \( ia = i \). Observe that there is a non-zero path \( ab \) in \( \Lambda \) from \( i \) to \( \nu^{-1}(ia) \) such that \( \tilde{a}\tilde{b} \) generates the socle of \( e_{ta} \Lambda \) and the coset \( ab + \text{soc}(e_i \Lambda) \) generates the direct summand of \( \text{soc}(e_i \Lambda /\text{soc}(e_i \Lambda)) \) isomorphic to \( \text{soc}(e_{ta} \Lambda) \). This implies that \( LL(ab \Lambda) = LL(\text{rad} e_{ta} \Lambda) \) and \( w_a(e_i + \text{soc}(e_i \Lambda)) \subseteq e_{ta}(\text{rad} \Lambda)e_i \setminus e_{ta}(\text{rad} \Lambda)^2e_i \). Moreover, since \( e_{ta}(\text{rad} \Lambda)e_i /e_{ta}(\text{rad} \Lambda)^2e_i \) is the one-dimensional space generated by \( \tilde{a} + e_{ta}(\text{rad} \Lambda)^2e_i \), we conclude that \( w_a(e_i + \text{soc}(e_i \Lambda)) = \tilde{a}u_a \) for an invertible element \( u_a \in e_i \Lambda e_i \). Hence we infer that the monomorphism \( w_i \) is given by

\[
w_i(e_i + \text{soc}(e_i \Lambda)) = \sum_{a, ia = i} \tilde{a}u_a \in \bigoplus_{a, ia = i} e_{ta}(\text{rad} \Lambda)e_i.
\]
Therefore, we obtain the required relation

\[ 0 = \pi_i w_i(e_i + \text{soc}(e_i \Lambda)) = \sum_{a,ia=i} a\bar{a}u_a. \]

\[ \square \]

**Lemma 5.3.** For each vertex \( i \) of \( Q \), there is exactly one minimal relation in \( e_i I e_i \).

**Proof.** Fix a vertex \( i \) of \( Q \). We know from Lemma 5.2 that \( e_i I e_i \neq 0 \). Let \( \varrho \) be a non-zero element of \( e_i I e_i \). Then \( \varrho \) is a linear combination of paths in \( Q \) from \( i \) to \( i \). Observe that every path from \( i \) to \( i \) is of the form \( ab \) for an arrow \( a \) with \( ia = i \) and a path \( b \) from \( ta \) to \( i \). Hence, \( \varrho \) is of the form

\[ \varrho = \sum_{a,ia=i} ax_a \]

where \( x_a \in e_{ta}(KQ) e_i \). Clearly, \( \varrho = 0 \) in \( \Lambda \). Consider the monomorphism \( \varphi : e_i \Lambda \to \bigoplus_{a,ia=i} e_{ta} \Lambda \) such that \( \varphi(e_i) = \sum_{a,ia=i} x_a \), and the canonical exact sequence of \( \Lambda \)-modules

\[ 0 \to e_i \Lambda / \text{soc}(e_i \Lambda) \xrightarrow{w_i} \bigoplus_{a,ia=i} e_{ta} \Lambda \xrightarrow{\pi_i} e_i(\text{rad } \Lambda) \to 0. \]

Then \( \pi_i \varphi = 0 \), and hence there exists a \( \Lambda \)-homomorphism \( \psi : e_i \Lambda \to e_i \Lambda / \text{soc}(e_i \Lambda) \) such that \( \varphi = w_i \psi \). Moreover, \( \psi \) is given by \( \psi(e_i) = \mu + \text{soc}(e_i \Lambda) \) for some \( \mu \in e_i \Lambda e_i \). Then, in the notation from the proof of Lemma 5.2 we have

\[ \varphi(e_i) = w_i \psi(e_i) = \sum_{a,ia=i} (\bar{a}u_a) \mu \]

for some invertible elements \( u_a \in e_i \Lambda e_i \). Therefore, we obtain

\[ \varrho = \sum_{a,ia=i} ax_a = \left( \sum_{a,ia=i} a\bar{a}u_a \right) \mu. \]

\[ \square \]

The following proposition proves the necessity part of Theorem 1.2.

**Proposition 5.4.** \( \Lambda \) is isomorphic to \( P^f(\Delta) \) for some admissible element \( f \) of \( R(\Delta) \).

**Proof.** We know that \( \Lambda = KQ/I \), where \( Q = Q_{P(\Delta)} \) for a generalized Dynkin graph \( \Delta \) with at least one edge and, for each vertex \( i \) of \( Q \), there is exactly one minimal relation in \( e_i I e_i \), described by Lemma 5.2. We will first prove that \( \Lambda \) admits a bound quiver presentation \( \Lambda \cong KQ/J \), where \( J \) is an admissible ideal of \( KQ \) containing the relations

\[ \sum_{a,ia=v} a\bar{a}, \]

for all ordinary vertices \( v \) of \( Q \). Let

\[ r \xrightarrow{a_r} a_r \xrightarrow{r} r + 1 \]
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be a subquiver of $Q$ with $r$ being the end vertex of $Q$. Then, by Lemma 5.2, we have a relation $a_r a_r u_r = 0$, for an invertible element $u_r \in e_r \Lambda e_r$. Then, multiplying by $u_r^{-1}$, we get $a_r a_r = 0$. Further, let

$$i \to \frac{a_i}{a_i} i + \frac{a_{i+1}}{a_{i+1}} \cdots \frac{a_r}{a_r} r - \frac{a_{r-1}}{a_{r-1}} r \frac{a_r}{a_r} r + 1$$

be a subquiver of $Q$, with $i, i+1, \ldots, r$ being the ordinary vertices of $Q$ and $i$ the end vertex of $Q$, and assume that

(*) $a_i a_i = 0, a_i a_{i+1} + a_{i+1} a_i = 0, \ldots, a_r a_{r-2} a_{r-2} + a_{r-2} a_{r-1} = 0$.

Applying Lemma 5.2, we conclude that there are invertible elements $u_{r-1}, u_r \in e_r \Lambda e_r$ such that

$$\bar{a}_{r-1} a_{r-1} u_{r-1} + a_r a_r u_r = 0.$$  

Then we get the relation

$$\bar{a}_{r-1} a_{r-1} + a_r a_r (u_r u_{r-1}^{-1}) = 0.$$  

Since $u_r u_{r-1}^{-1}$ is invertible in $e_r \Lambda e_r$, we have $\bar{b}_r = a_r (u_r u_{r-1}^{-1}) \in e_r + (\text{rad } \Lambda) e_r \setminus e_{r+1} (\text{rad } \Lambda)^2 e_r$. Hence, replacing $\bar{a}_r$ by $\bar{b}_r$, we obtain a new bound quiver presentation of $\Lambda$ such that

$$\bar{a}_{r-1} a_{r-1} + a_r \bar{b}_r = 0,$$

and the relations (*) are unchanged. Therefore, we may assume that $\Lambda \cong KQ/J$, where $J$ contains the relations $\sum_{a, a_n = v} a \bar{a}$, for all ordinary vertices $v$ of $Q$. We will now analyse the relation at the exceptional vertex of $Q$, given by Lemma 5.2.

(1) Assume $\Delta = \mathbb{A}_n$. Then, since by our assumption $n \geq 2$, at the exceptional vertex 0 of $Q$ we have a relation $a_0 a_0 u_0 = 0$ for an invertible element $u_0 \in e_0 \Lambda e_0$. Hence, multiplying by $u_0^{-1}$, we obtain the required relation $a_0 a_0 = 0$. Therefore, $\Lambda$ is isomorphic to $P(\Delta)$.

(2) Assume $\Delta = \mathbb{D}_n$. Then, at the exceptional vertex 2, we have, by Lemma 5.2, a relation of the form

$$\bar{a}_0 a_0 u_0 + \bar{a}_1 a_1 u_1 + a_2 \bar{a}_2 u_2 = 0,$$

for invertible elements $u_0, u_1, u_2 \in e_2 \Lambda e_2$. Multiplying by $u_2^{-1}$, we get the relation

$$\bar{a}_0 a_0 v_0 + \bar{a}_1 a_1 v_1 + a_2 \bar{a}_2 = 0,$$

with $v_0 = u_0 u_2^{-1}$ and $v_1 = u_1 u_2^{-1}$. Moreover, we may write $v_0 = \lambda e_2 + x_0$ and $v_1 = \mu e_2 + x_1$ for some $\lambda, \mu \in K \setminus \{0\}$ and $x_0, x_1 \in \text{rad } e_2 \Lambda e_2$. Hence we obtain

$$(\lambda a_0 a_0 + \mu \bar{a}_1 a_1 + a_2 \bar{a}_2) + (\lambda \bar{a}_0 a_0 y_0 + \mu a_1 a_1 y_1) = 0,$$

where $y_0 = \lambda^{-1} x_0$ and $y_1 = \mu^{-1} x_1$. Replacing $\bar{a}_0$ by $\bar{b}_0 = \lambda \bar{a}_0$ and $\bar{a}_1$ by $\bar{b}_1 = \mu \bar{a}_1$, we get the relation

$$\bar{b}_0 a_0 + \bar{b}_1 a_1 + a_2 \bar{a}_2 + (\bar{b}_0 a_0 y_0 + \bar{b}_1 a_1 y_1) = 0.$$  

Moreover, $a_0 \bar{b}_0 = a_0 \lambda \bar{a}_0 = \lambda a_0 \bar{a}_0 = 0$ and $a_1 \bar{b}_1 = a_1 \mu \bar{a}_1 = \mu a_1 \bar{a}_1 = 0$. Further, $\bar{b}_0 a_0 y_0 + \bar{b}_1 a_1 y_1 \in e_2 (\text{rad } \Lambda)^2 e_2, (\bar{b}_0 a_0)^2 = 0, (\bar{b}_1 a_1)^2 = 0, (a_2 \bar{a}_2)^{n-2} = 0$, and consequently $e_2 \Lambda e_2$ is generated by $\bar{b}_0 a_0$ and $\bar{b}_1 a_1$, and is isomorphic to the local algebra $R(\Delta) = R(\mathbb{D}_n)$. In particular, $\bar{b}_0 a_0 y_0 + \bar{b}_1 a_1 y_1 = f(\bar{b}_0 a_0, \bar{b}_1 a_1)$ for an element $f \in (\text{rad } R(\Delta))^2$. Summing up, we proved that there is an algebra epimorphism $P(\Delta) \to \Lambda$. On the other hand, by Proposition 4.3, the Cartan matrix $C_{\Lambda}$ of $\Lambda$ is the same as the Cartan matrix $C_{P(\Delta)}$ of $P(\Delta)$, and hence
dim_K \Lambda = dim_K P(\Delta)$. We also know that $\dim_K P^f(\Delta) = \dim_K P(\Delta)$ due to Lemma 5.2. Hence $\dim_K \Lambda = \dim_K P^f(\Delta)$, and so $\Lambda$ is isomorphic to $P^f(\Delta)$.

(3) Assume $\Delta = E_n$, $n = 6, 7, 8$. Applying arguments as in (2), we conclude that, at the exceptional vertex 3, we have a relation of the form

\[ \bar{b}_0 a_0 + \bar{b}_2 a_2 + a_3 \bar{a}_3 + (\bar{b}_0 a_0 y_0 + \bar{b}_2 a_2 y_2) = 0, \]

where $y_0, y_2 \in e_3(\text{rad } \Lambda)e_3$ and $\bar{b}_0 = \lambda \bar{a}_0, \bar{b}_2 = \mu \bar{a}_2$, for some $\lambda, \mu \in K \setminus \{0\}$. Then again $a_0 \bar{b}_0 = a_0 \lambda \bar{a}_0 = a_0 a_0 \lambda = 0$. Moreover, for $\bar{b}_1 = \lambda \bar{a}_1$, the relations $a_1 \bar{a}_1 = 0$ and $\bar{a}_1 a_1 + a_2 \bar{a}_2 = 0$ imply the relations $a_1 \bar{b}_1 = 0$ and $\bar{b}_1 a_1 + a_2 \bar{b}_2 = 0$. Further, we have $(\bar{b}_0 a_0)^2 = 0$, $(\bar{b}_2 a_2)^3 = 0$ and $(a_3 \bar{a}_3)^n = 0$. Since $\bar{b}_0 a_0 y_0, \bar{b}_2 a_2 y_2 \in e_3(\text{rad } \Lambda)^2 e_3$, we conclude that $e_3 \Lambda e_3$ is generated by $\bar{b}_0 a_0$ and $\bar{b}_2 a_2$, and is isomorphic to the local algebra $R(\Delta) = R(E_n)$. In particular, $\bar{b}_0 a_0 y_0 + \bar{b}_2 a_2 y_2 = f(\bar{b}_0 a_0, \bar{b}_2 a_2)$ for an element $f \in (\text{rad } R(\Delta))^2$. Therefore, we deduce that there is an algebra epimorphism $P^f(\Delta) \to \Lambda$. Now invoking Lemma 5.2 and Proposition 4.3 we conclude that $\dim_K \Lambda = \dim_K P(\Delta) = \dim_K P^f(\Delta)$, and consequently that $\Lambda$ is isomorphic to $P^f(\Delta)$.

(4) Assume $\Delta = \mathbb{L}_n$. Applying arguments as above, we infer that, at the exceptional vertex 0, we have a relation of the form

\[ \varepsilon^2 \lambda + a_0 \bar{a}_0 + \varepsilon^2 x = 0, \]

for $\lambda \in K \setminus \{0\}$ and $x \in e_0(\text{rad } \Lambda)e_0$. Then, for a square root $\mu$ of $\lambda$ and $\varepsilon_0 = \mu \varepsilon$, we obtain the relation

\[ \varepsilon_0^2 + a_0 \bar{a}_0 + \varepsilon_0^2 x = 0. \]

Further, $(a_0 \bar{a}_0)^n = 0$ implies $\varepsilon_0^n = 0$, and hence the local algebra $e_0 \Lambda e_0$ is generated by $e_0$, and is isomorphic to $R(\Delta) = R(\mathbb{L}_n)$. Moreover, $\varepsilon_0^2 x = \varepsilon_0 f(\varepsilon_0)$ for an element $f \in (\text{rad } R(\Delta))^2$. Therefore, we proved that there is an algebra epimorphism $P^f(\Delta) \to \Lambda$. Applying again Lemma 5.2 and Proposition 4.3 we conclude that $\dim_K \Lambda = \dim_K P(\Delta) = \dim_K P^f(\Delta)$, and consequently $\Lambda$ is isomorphic to $P^f(\Delta)$. \hfill \Box

6. Proof of Theorem 1.3

Throughout this section we assume that $K$ is an algebraically closed field of characteristic 2. For each generalized Dynkin graph $\Delta$ different from $A_n$ and $\mathbb{L}_1$, we will exhibit a deformed preprojective algebra $P^f(\Delta)$ over $K$ which is not isomorphic to the preprojective algebra $P(\Delta)$. In fact, we will show that for the generalized Dynkin graphs $\Delta \in \{D_n, L_n\}$ the number of pairwise non-isomorphic deformed preprojective algebras of type $\Delta$ grows with $n$.

Let $\Delta = \mathbb{L}_n$ with $n \geq 2$. For each element $f \in \text{rad}^2 R(\mathbb{L}_n)$ of the form $f = (\lambda_1 x^2 + \lambda_2 x^3 + \cdots + \lambda_{2n-3} x^{2n-1}) + (x^{2n})$, with $\lambda_1, \lambda_2, \ldots, \lambda_{2n-3} \in K$, we put

\[ L_n(\lambda_1, \ldots, \lambda_{2n-3}) = P^f(\mathbb{L}_n). \]

**Proposition 6.1.** For each $k \in \{1, \ldots, n-1\}$, $\lambda_{2k-1} \in K \setminus \{0\}$, and $\lambda_{2k+1}, \lambda_{2k+2}, \ldots, \lambda_{2n-3} \in K$, we have

\[ L_n(0, 0, \ldots, 0, \lambda_{2k-1}, 0, 0, \ldots, 0) \not\cong L_n(0, 0, \ldots, 0, \lambda_{2k+1}, \lambda_{2k+2}, \ldots, \lambda_{2n-3}). \]

In particular, $L_n(1, 0, 0, \ldots, 0)$, $L_n(0, 0, 1, 0, 0, \ldots, 0)$, ..., $L_n(0, 0, \ldots, 0, 1, 0, 0)$, $L_n(0, 0, \ldots, 0, 1)$, $L_n(0, 0, \ldots, 0) = P(\mathbb{L}_n)$ form a family of pairwise non-isomorphic deformed preprojective algebras of type $\mathbb{L}_n$. 
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Proof: Let \( \lambda_{2k-1} \in K \setminus \{0\} \), and \( \lambda_{2k+1}, \lambda_{2k+2}, \ldots, \lambda_{2n-3} \in K \), for some \( k \in \{1, \ldots, n-1\} \). Suppose there exists an algebra isomorphism
\[
\varphi : L_n(0, 0, \ldots, 0, \lambda_{2k-1}, 0, 0, \ldots, 0) \to L_n(0, 0, \ldots, 0, \lambda_{2k+1}, \lambda_{2k+2}, \ldots, \lambda_{2n-3}).
\]
Then \( \varphi \) is determined by the elements of the form
\[
\varphi(a_t) = \sum_{i=0}^{n-2-l} \left( a_i^{(l)} a_t \right)^i a_l + \alpha_{i+n-1-l}^{(l)} \left( a_i a_t \right)^i a_l \ldots a_0 \varepsilon a_0 \ldots a_l,
\]
\[
\varphi(\bar{a}_t) = \sum_{i=0}^{n-2-l} \left( \bar{a}_i^{(l)} a_t \right)^i a_l + \bar{\alpha}_{i+n-1-l}^{(l)} \left( a_i \bar{a}_t \right)^i a_l \ldots a_0 \varepsilon a_0 \ldots a_l (a_i \bar{a}_t)^i,
\]
\[
\varphi(\varepsilon) = \sum_{i=0}^{2n-2} \gamma_i \varepsilon^{i+1},
\]
for \( l \in \{0, \ldots, n-2\} \) and parameters \( \gamma_i, \alpha_i^{(l)}, \bar{\alpha}_i^{(l)} \in K \) with \( \alpha_0^{(l)}, \bar{\alpha}_0^{(l)}, \varepsilon^{(l)} \) non-zero.
In the following computations we are especially interested in coefficients corresponding to the non-zero paths of length \( 2k+1 \).
From the relations of
\[
L_n(0, 0, \ldots, 0, \lambda_{2k-1}, 0, 0, \ldots, 0)
\]
and
\[
L_n(0, \ldots, 0, \lambda_{2k+1}, \lambda_{2k+2}, \ldots, \lambda_{2n-3})
\]
corresponding to the vertex 0 we obtain
\[
0 = \varphi(a_0 \bar{a}_0 + \varepsilon^2 + \lambda_{2k-1} \varepsilon^{2k+1})
\]
\[
= \ldots + \left( \lambda_{2k-1} \varepsilon^{2k+1} + \sum_{i=0}^{k-1} \left( \alpha_i^{(0)} \bar{a}_i^{(0)} a_0^{(0)} \right) + \bar{\alpha}_i^{(0)} \alpha_i^{(0)} a_0^{(0)} \right) \varepsilon^{2k+1} + \ldots,
\]
because
\[
\sum_{i=0}^{2k-1} \gamma_i \varepsilon^{2k+1} = 2 \sum_{i=0}^{k-1} \gamma_i \varepsilon^{2k+1} = 0.
\]
Hence we get
\[
\lambda_{2k-1} \gamma_0^{2k-1} = 2 \sum_{i=0}^{k-1} \left( \alpha_i^{(0)} \bar{a}_i^{(0)} a_0^{(0)} + \bar{\alpha}_i^{(0)} \alpha_i^{(0)} a_0^{(0)} \right).
\]
From the relations corresponding to the vertex 1 we obtain
\[
\sum_{i=0}^{k-1} \left( \alpha_i^{(0)} \bar{a}_i^{(0)} a_0^{(0)} + \bar{\alpha}_i^{(0)} \alpha_i^{(0)} a_0^{(0)} \right) = \sum_{i=0}^{k-2} \left( \alpha_i^{(1)} \bar{a}_i^{(1)} a_0^{(1)} + \bar{\alpha}_i^{(1)} \alpha_i^{(1)} a_0^{(1)} \right),
\]
and so on up to the vertex \( k \), in which we obtain
\[
\alpha_0^{(k-1)} \bar{a}_0^{(k-1)} + \bar{\alpha}_0^{(k-1)} \alpha_0^{(k-1)} = 0.
\]
Summing up we obtain
\[
\lambda_{2k-1} \gamma_0^{2k-1} = \sum_{i=0}^{k-1} \left( \alpha_i^{(0)} \bar{a}_i^{(0)} a_0^{(0)} + \bar{\alpha}_i^{(0)} \alpha_i^{(0)} a_0^{(0)} \right)
\]
\[
= \ldots + \alpha_0^{(k-1)} \bar{a}_0^{(k-1)} + \bar{\alpha}_0^{(k-1)} \alpha_0^{(k-1)} = 0.
\]
This contradicts \( \gamma_0 \neq 0 \neq \lambda_{2k-1} \). \( \square \)
Let \( \Delta = \mathbb{D}_n \) with \( n \geq 4 \). Consider the monomials \( v_k \in K(x, y) \), \( 0 \leq k < \left\lfloor \frac{n-2}{2} \right\rfloor \), defined as follows:
\[
v_k(x, y) = \begin{cases} 
(xy)^{k/2} & \text{if } k \text{ even}, \\
(xy)^{(k-1)/2} x & \text{if } k \text{ odd}.
\end{cases}
\]
For $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_{2n-7}) \in K^{2n-7}$ denote by $f(\lambda)$ the element of $\text{rad}^2 R(D_n)$ of the form

$$f(\lambda) = \left( \sum_{k=1}^{n-3} \lambda_{2k-1} v_k + \sum_{k=1}^{n-4} \lambda_{2k} v_k \right) + \left( x^2, y^2, (x + y)^{n-2} \right),$$

and set

$$D_n(\lambda_1, \lambda_2, \ldots, \lambda_{2n-7}) = P(f(\lambda))(D_n).$$

**Proposition 6.2.** For each $k \in \{0, \ldots, \left\lfloor \frac{n-2}{2} \right\rfloor \}$, $\lambda_{4k+1} \in K \setminus \{0\}$, and $\lambda_{4k+5}, \lambda_{4k+6}, \ldots, \lambda_{2n-7} \in K$, we have

$$D_n(0, 0, 0, 0, 0, 0, 0, \ldots, 0) \not\cong D_n(0, 0, 0, 0, 0, 0, 0, \ldots, 0),$$

In particular, $D_n(1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)$ for $n$ even (respectively, $D_n(0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)$ for $n$ odd), and $D_n(0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) = P(D_n)$ form a family of pairwise non-isomorphic deformed preprojective algebras of type $D_n$.

**Proof.** Let $\lambda_{4k+1} \in K \setminus \{0\}$ and $\lambda_{4k+5}, \lambda_{4k+6}, \lambda_{2n-7} \in K$, for some $k \in \{0, \ldots, \left\lfloor \frac{n-2}{2} \right\rfloor \}$, set

$$u_0 = v_i(\bar{a}_0 a_0, \bar{a}_1 a_1), \quad u_1 = v_i(\bar{a}_1 a_1, \bar{a}_0 a_0),$$

$$u'_0, k = \begin{cases} (\bar{a}_1 a_1 a_0 a_0)^{k/2} & \text{if } k \text{ even,} \\ (\bar{a}_0 a_1 a_0)^{(k-1)/2} \bar{a}_0 a_0 & \text{if } k \text{ odd,} \end{cases}$$

$$u'_1, k = \begin{cases} (\bar{a}_0 a_0 a_1 a_1)^{k/2} & \text{if } k \text{ even,} \\ (\bar{a}_1 a_1 a_0 a_0)^{(k-1)/2} \bar{a}_1 a_1 & \text{if } k \text{ odd.} \end{cases}$$

Suppose

$$\varphi : D_n(0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) \to D_n(0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)$$

is an algebra isomorphism. Then $\varphi$ is determined by the elements of the form

$$\begin{align*}
\varphi(a_0) &= \sum_{i=0}^{n-3} \alpha_i^{(0)} a_0 u_{1,i}, \\
\varphi(a_0) &= \sum_{i=0}^{n-3} \alpha_i^{(0)} u'_{1,i} a_0, \\
\varphi(a_1) &= \sum_{i=0}^{n-3} \alpha_i^{(1)} a_1 u_{0,i}, \\
\varphi(a_1) &= \sum_{i=0}^{n-3} \alpha_i^{(1)} u'_{0,i} a_1, \\
\varphi(a_l) &= \sum_{i=0}^{n-2-l} \left( \alpha_i^{(l)} (\bar{a}_l a_l) + \beta_i^{(l)} \bar{a}_l a_l - \bar{a}_l a_l \right), \\
\varphi(a_l) &= \sum_{i=0}^{n-2-l} \left( \alpha_i^{(l)} \bar{a}_l a_l + \beta_i^{(l)} \bar{a}_l a_l \right),
\end{align*}$$

for $l \in \{2, \ldots, n-2\}$ and some parameters $\alpha_i^{(l)}, \beta_i^{(l)} \in K$, with $\alpha_0^{(0)}, \alpha_0^{(1)}, \ldots, \alpha_0^{(n-2)} \alpha_0^{(n-2)}$, $\beta_0^{(l)} \not= 0$, $0 \leq l \leq n-2$. Clearly, $\alpha_0^{(0)} \alpha_0^{(0)} = \cdots = \alpha_0^{(n-2)} \alpha_0^{(n-2)}$.

We will compute the coefficients corresponding to the paths of length $4(k+1)$ in $\varphi(a_l)$ and $\varphi(a_l)$, for $l = 0, \ldots, n-2$.

Invoking the relations at the vertices 0 and 1, we obtain

$$\varphi(a_0 a_0) = \cdots + \sum_{i=0}^{2k+1} \alpha_i^{(0)} \bar{a}_i^{(0)} a_0 u_{1,i} + \cdots$$
and
\[ \varphi(a_1a_1) = \cdots + \sum_{i=0}^{2k+1} \alpha_i^{(1)} \bar{a}_{2k+1-i} a_1 u_{0,2k+1} a_1 + \ldots, \]
respectively. Hence \( \sum_{i=0}^{2k+1} \alpha_i^{(0)} \bar{a}_{2k+1-i} = \sum_{i=0}^{2k+1} \alpha_i^{(1)} \bar{a}_{2k+1-i} = 0. \)
For \( l = 3, \ldots, 2k + 3 \), we obtain
\[ \varphi(a_{l-1}a_{l-1}) = \cdots + \sum_{i=0}^{2k+1} \alpha_i^{(l-1)} \bar{a}_{2k+1-i} (a_{l-1}a_{l-1})^{2k+2} + \]
\[ + \sum_{i=0}^{2k+3-l} \left( \alpha_i^{(l-1)} \bar{a}_{2k+3-l-i} + \beta_i^{(l-1)} \alpha_i^{(l-1)} \bar{a}_{2k+3-l-i} \right) a_{l-1} \ldots a_1. \]
Similarly, for \( l = 3, \ldots, 2k + 2 \), we obtain
\[ \varphi(a_l a_l) = \cdots + \sum_{i=0}^{2k+1} \alpha_i^{(l)} \bar{a}_{2k+1-i} (a_l a_l)^{2k+2} + \]
\[ + \sum_{i=0}^{2k+2-l} \left( \alpha_i^{(l)} \bar{a}_{2k+2-l-i} + \beta_i^{(l)} \alpha_i^{(l)} \bar{a}_{2k+2-l-i} \right) a_{l-1} \ldots a_1 a_{l-1} + \ldots. \]
Hence, invoking the relation at the vertex \( l \), for \( l = 3, \ldots, 2k + 2 \), we obtain
\[ \sum_{i=0}^{2k+3-l} \left( \alpha_i^{(l-1)} \bar{a}_{2k+3-l-i} + \beta_i^{(l-1)} \alpha_i^{(l-1)} \bar{a}_{2k+3-l-i} \right) = \]
\[ = \sum_{i=0}^{2k+2-l} \left( \alpha_i^{(l)} \bar{a}_{2k+2-l-i} + \beta_i^{(l)} \alpha_i^{(l)} \bar{a}_{2k+2-l-i} \right) \]
and, using the relation at the vertex \( 2k + 3 \), we get
\[ \alpha_0^{(2k+2)} \beta_0^{(2k+2)} + \beta_0^{(2k+2)} \alpha_0^{(2k+2)} = 0. \]
Summing up, we obtain
\[ \sum_{i=0}^{2k} \alpha_i^{(2)} \bar{a}_{2k-i} + \sum_{i=0}^{2k} \beta_i^{(2)} \bar{a}_{2k-i} = \cdots = 0. \]
Further, we have
\[ \varphi(a_2 \bar{a}_2) = \cdots + \sum_{i=0}^{2k+1} \alpha_i^{(2)} \bar{a}_{2k+1-i} (a_2 \bar{a}_2)^{2k+2} + \]
\[ + \sum_{i=0}^{2k} \alpha_i^{(2)} \bar{a}_{2k+1-i} (a_2 \bar{a}_2)^{2k+1} a_1 + \]
\[ + \sum_{i=0}^{2k} \beta_i^{(2)} \bar{a}_{2k+1-i} (a_2 \bar{a}_2)^{2k+1} a_1 + \ldots \]
\[ = \cdots + \left( \sum_{i=0}^{2k+1} \alpha_i^{(2)} \bar{a}_{2k+1-i} + \sum_{i=0}^{2k} \alpha_i^{(2)} \bar{a}_{2k-i} \right) u_{0,2k+2} + \]
\[ + \left( \sum_{i=0}^{2k+1} \alpha_i^{(2)} \bar{a}_{2k+1-i} + \sum_{i=0}^{2k} \beta_i^{(2)} \bar{a}_{2k-i} \right) u_{1,2k+2} + \ldots. \]
Hence, the coefficients of \( u_{0,2k+2} \) and \( u_{1,2k+2} \) in \( \varphi(a_2 \bar{a}_2) \) are equal. Further, it follows from \( \sum_{i=0}^{2k+1} \alpha_i^{(0)} \bar{a}_{2k+1-i} = 0 \) (respectively, from \( \sum_{i=0}^{2k+1} \alpha_i^{(1)} \bar{a}_{2k+1-i} = 0 \)).
that the coefficients of $u_{0,2k+2}$ and $u_{1,2k+2}$ in $\varphi(\bar{0} \alpha_0)$ (respectively, in $\varphi(\bar{0} \alpha_1)$) are also equal. Indeed, we have

$$\varphi(\bar{0} \alpha_0) = \cdots + \sum_{i=0}^{k} \alpha_{2i+1}^{(0)} \alpha_{2k-2i}^{(0)} u_{0,2k+2} + \sum_{i=0}^{k} \alpha_{2i}^{(0)} \alpha_{2k+1-2i}^{(0)} u_{1,2k+2} + \cdots$$

and

$$\varphi(\bar{0} \alpha_1) = \cdots + \sum_{i=0}^{k} \alpha_{2i}^{(1)} \alpha_{2k+1-2i}^{(1)} u_{0,2k+2} + \sum_{i=0}^{k} \alpha_{2i+1}^{(1)} \alpha_{2k-2i}^{(1)} u_{1,2k+2} + \cdots.$$ 

On the other hand, $\varphi(\lambda_{4k+1} u_{0,2k+2}) = \lambda_{4k+1} (\alpha_0 \bar{0})^{2k+2} u_{0,2k+2} + \cdots$. Finally, invoking the relation at the vertex 2, we obtain

$$0 = \varphi(0) = \varphi(\alpha_0 \bar{0} + \alpha_1 \bar{1} + \alpha_2 a_2 + \lambda_{4k+1} u_{0,2k+2})$$

$$= \cdots + \lambda_{4k+1} (\alpha_0 \bar{0})^{2k+2} u_{0,2k+2} + \mu (u_{0,2k+2} + u_{1,2k+2}) + \cdots$$

for some $\mu \in K$. Hence, $\alpha_0 \bar{0} = \mu = 0$ or $\lambda_{4k+1} = \mu = 0$, a contradiction. □

Let $\Delta = E_n$, $6 \leq n \leq 8$. For $\lambda, \mu \in K$ denote by $f(\lambda, \mu)$ the element of $\text{rad}^2 E_n$ of the form

$$f(\lambda, \mu) = \lambda xy + \mu yx + \left(x^2, y^3, (x+y)^{n-3}\right),$$

and put

$$E_n(\lambda, \mu) = P^{f(\lambda, \mu)}(E_n).$$

**Proposition 6.3.** Let $\lambda, \mu \in K$, with $\lambda \neq \mu$. Then $E_n(\lambda, \mu)$ is not isomorphic to the preprojective algebra $P(E_n) = E_n(0,0)$.

**Proof.** Suppose that $\varphi : E_n(0,0) \rightarrow E_n(\lambda, \mu)$ is an algebra isomorphism. Then $\varphi$ is determined by the elements of the form

$$\varphi(\alpha_0) = \alpha_0^{(0)} a_0 + \alpha_1^{(0)} \alpha_0 a_2 + \cdots,$$

$$\varphi(\alpha_0) = \alpha_0^{(0)} \alpha_0 a_2 + \cdots,$$

$$\varphi(\alpha_1) = \alpha_1^{(1)} \alpha_1 a_2 a_2 a_0 + \cdots,$$

$$\varphi(\alpha_1) = \alpha_1^{(1)} \alpha_1 a_2 a_2 a_0 + \cdots,$$

$$\varphi(\alpha_2) = \alpha_2^{(2)} a_2 a_2 a_3 a_3 a_2 + \alpha_2^{(2)} a_2 a_2 a_2 + \cdots,$$

$$\varphi(\alpha_2) = \alpha_2^{(2)} a_2 a_2 a_3 a_3 a_2 + \alpha_2^{(2)} a_2 a_2 a_2 + \cdots,$$

$$\varphi(\alpha_3) = \alpha_3^{(3)} a_3 a_2 a_3 a_3 a_2 + \alpha_3^{(3)} a_3 a_2 a_2 + \cdots,$$

$$\varphi(\alpha_3) = \alpha_3^{(3)} a_3 a_2 a_3 a_3 a_2 + \alpha_3^{(3)} a_3 a_2 a_2 + \cdots,$$

$$\varphi(\alpha_i) = \alpha_i^{(i)} a_i + \alpha_i^{(i)} a_i a_i a_i a_i a_i + \cdots, \quad \text{for } 3 < i < n - 2,$$

$$\varphi(\alpha_i) = \alpha_i^{(i)} a_i + \alpha_i^{(i)} a_i a_i a_i a_i a_i + \cdots, \quad \text{for } 3 < i < n - 2,$$

$$\varphi(\alpha_{n-2}) = \alpha_{n-2}^{(n-2)} a_{n-2} + \cdots,$$

$$\varphi(\alpha_{n-2}) = \alpha_{n-2}^{(n-2)} a_{n-2} + \cdots,$$

for some parameters $\alpha_i^{(i)}, \alpha_i^{(i)} \in K$, with $\alpha_i^{(i)}, \alpha_i^{(i)}$ non-zero, $0 \leq l \leq n - 2$.

We note that $\alpha_0^{(0)} \alpha_0 = \alpha_0^{(1)} \alpha_0 = \alpha_0^{(2)} \alpha_0 = \alpha_0^{(3)} \alpha_0 = \alpha_0^{(4)} \alpha_0 = \cdots = \alpha_0^{(n-2)} \alpha_0^{(n-2)}.$
Denote that \( \beta_i^{(j)} = \left( \alpha_i^{(0)} \right)^{-1} \alpha_i^{(j)} \) and \( \bar{\beta}_i^{(j)} = \left( \bar{\alpha}_i^{(0)} \right)^{-1} \bar{\alpha}_i^{(j)} \). Invoking the relation at the vertex 0, we obtain

\[
0 = \varphi (\alpha_0 \bar{\alpha}_0) = \alpha_0^{(0)} \alpha_0^{(0)} a_0 \bar{a}_0 + \left( \alpha_1^{(0)} \alpha_0^{(0)} + \alpha_0^{(0)} \alpha_1^{(0)} \right) a_0 \bar{a}_2 a_0 \bar{a}_0 + \ldots,
\]

and thus \( \beta_1^{(0)} + \bar{\beta}_1^{(0)} = 0 \). Invoking the relation at the vertex 2, we obtain

\[
0 = \varphi (\tilde{\alpha}_1 a_1 + \tilde{\alpha}_2 \bar{a}_2) = \alpha_0^{(1)} \tilde{\alpha}_1 a_1 + \alpha_0^{(2)} \tilde{\alpha}_0 a_2 \bar{a}_2 + \left( \alpha_1^{(2)} \tilde{\alpha}_0 \alpha_2 + \alpha_0^{(2)} \tilde{\alpha}_1 \alpha_2 \right) a_2 \bar{a}_3 \bar{a}_2 \bar{a}_2 + \ldots,
\]

hence \( \beta_1^{(2)} + \bar{\beta}_1^{(2)} = 0 \) (note that \( a_2 \bar{a}_2 a_2 \bar{a}_2 = \bar{a}_1 a_1 \bar{a}_1 a_1 = 0 \)). Using the relation at the vertex 4, we obtain

\[
0 = \varphi (\tilde{\alpha}_3 a_3 + \tilde{\alpha}_4 \bar{a}_4) = \alpha_0^{(3)} \tilde{\alpha}_3 a_3 + \alpha_0^{(4)} \tilde{\alpha}_4 a_4 + \left( \alpha_1^{(3)} \tilde{\alpha}_3 \alpha_2 + \alpha_0^{(3)} \tilde{\alpha}_1 \alpha_2 \right) a_3 \bar{a}_2 a_2 a_3 + \ldots
\]

(assuming \( \alpha_1^{(4)} = \tilde{\alpha}_1^{(4)} = 0 \) for \( n = 6 \)). Note that, for \( n = 6 \) we have \( \tilde{\alpha}_3 a_3 \bar{a}_3 a_3 = 0 \), and for \( n = 7,8 \) the elements \( \tilde{\alpha}_3 a_3 \bar{a}_3 a_3 = \tilde{\alpha}_4 a_4 \bar{a}_4 a_4 = \tilde{\alpha}_3 \bar{a}_3 a_3 a_3 \) and \( \tilde{\alpha}_3 \bar{a}_3 a_3 a_3 \) are linearly independent. Hence \( \beta_1^{(3)} + \bar{\beta}_1^{(3)} = 0 \).

Observe also that

\[
a_3 \bar{a}_3 a_3 \bar{a}_3 = \bar{a}_2 a_2 \bar{a}_2 a_2 + a_2 \bar{a}_2 a_0 a_0 + \bar{a}_0 a_0 a_2 a_2 + \ldots,
\]

\[
a_3 \bar{a}_3 a_3 a_3 = \bar{a}_2 a_2 \bar{a}_2 a_2 + a_2 \bar{a}_2 a_0 a_0 a_0 + \ldots
\]

Finally, invoking the relation at the vertex 3, we obtain

\[
0 = \varphi (\tilde{\alpha}_3 a_0 + \tilde{\alpha}_2 \bar{a}_2 + \tilde{\alpha}_3 \bar{a}_3)
= \alpha_0^{(0)} \tilde{\alpha}_3 a_0 a_0 + \alpha_0^{(2)} \tilde{\alpha}_2 a_2 + \alpha_0^{(3)} \tilde{\alpha}_3 a_3 + \alpha_0^{(4)} \tilde{\alpha}_2 a_2 a_0 a_0 + \left( \alpha_1^{(2)} a_0 + \alpha_0^{(2)} \tilde{\alpha}_1 a_0 \right) \bar{a}_2 a_2 a_2 a_0 a_0 + \left( \alpha_1^{(3)} a_0 + \alpha_0^{(3)} \tilde{\alpha}_1 a_0 \right) \bar{a}_2 a_2 a_3 a_3 + \left( \alpha_1^{(4)} a_0 + \alpha_0^{(4)} \tilde{\alpha}_1 a_0 \right) a_3 a_3 a_3 a_3 + \ldots
\]

Then we have

\[
\lambda = \left( \beta_1^{(0)} + \bar{\beta}_1^{(0)} + \beta_1^{(3)} + \bar{\beta}_1^{(3)} + \beta_2^{(3)} + \bar{\beta}_2^{(3)} \right) \tilde{a}_2 a_2 a_2 a_2
\]

and

\[
\mu = \left( \beta_1^{(0)} + \bar{\beta}_1^{(0)} + \beta_1^{(3)} + \bar{\beta}_1^{(3)} + \beta_2^{(3)} + \bar{\beta}_2^{(3)} \right).
\]
Summing up,
\[
\lambda + \mu = 2 \left( \beta_2^{(3)} + \bar{\beta}_2^{(3)} \right) + \left( \beta_1^{(0)} + \bar{\beta}_1^{(0)} \right) + \left( \beta_1^{(2)} + \bar{\beta}_1^{(2)} \right) + \left( \beta_1^{(3)} + \bar{\beta}_1^{(3)} \right) = 0.
\]
This contradicts our assumption that \( K \) is of characteristic 2 and \( \mu \neq \lambda \). □
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