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ABSTRACT. Let $H$ be a Hopf algebra and $A$ an $H$-simple right $H$-comodule algebra. It is shown that under certain hypotheses every $(H, A)$-Hopf module is either projective or free as an $A$-module and $A$ is either a quasi-Frobenius or a semisimple ring. As an application it is proved that every weakly finite (in particular, every finite dimensional) Hopf algebra is free both as a left and a right module over its finite dimensional right coideal subalgebras, and the latter are Frobenius algebras. Similar results are obtained for $H$-simple $H$-module algebras.

INTRODUCTION

Let $H$ be a Hopf algebra over a field $k$. Starting from the work of Radford $[31]$, $[32]$ the question about the freeness and projectivity of $H$ over its Hopf subalgebras aroused a substantial amount of interest. Besides the pointed case studied in $[31]$ it is known that $H$ is a projective module over any Hopf subalgebra whenever $H$ is commutative $[41]$, Cor. 1]. Takeuchi’s original proof of this fact was based on the faithful flatness as a preliminary step. By itself the faithful flatness of $H$ over Hopf subalgebras is not so straightforward. When the subalgebra is reduced one can apply the theorem on generic flatness; in general one has to make a reduction to that case.

The first contribution to the theory that I am going to propose consists of showing that the projectivity result just mentioned can be derived directly from a known projectivity criterion in terms of the Fitting invariants. The argument is very short and applies actually in a more general situation. Suppose that $G$ is any covariant functor from the category of commutative $k$-algebras to the category of groups. It makes sense to say, what does it mean for $G$ to operate on a commutative algebra $A$ by automorphisms $[5]$. If such an action is given one can introduce the notion of $A, G$-modules. These are $A$-modules equipped with a compatible $G$-module structure. It is shown in Proposition 1.1 that all Fitting invariants of an $A$-finite $A, G$-module $M$ are $G$-stable ideals of $A$. If $A$ is $G$-simple in the sense that $A$ has no nontrivial $G$-stable ideals, this immediately implies the projectivity of $M$ as an $A$-module (Corollary 1.3 to Theorem 1.2). This gives a better result
even in the case of an algebraic group $G$ operating rationally on $A$. Doraiswamy [9] treated connected algebraic groups $G$ and finitely generated algebras $A$, but the method there was based on the conclusion that $A$ is an integral domain under the hypotheses stated. There are two cases where our result can be translated into the language of Hopf algebras (Corollaries 1.5, 1.6). One can take $G$ to be either a group scheme or a formal group scheme, and such group functors correspond, respectively, to commutative and to cocommutative Hopf algebras. In the first of these cases one easily obtains an improvement by removing the finiteness condition on modules.

A generalization to noncommutative Hopf algebras presents serious difficulty. The celebrated achievement of Nichols and Zoeller consisted in proving that every finite dimensional Hopf algebra $H$ is a free module over its Hopf subalgebras [27]. In [18] Masuoka extended this result by showing that $H$ is free both as a left and a right module over its right coideal subalgebra $A$ if and only if $A$ is Frobenius. Several other conditions equivalent to $A$ being Frobenius were given in [13], [15], [21]. The notion of coideal subalgebras appears to be of fundamental importance. According to [18] there is a bijective correspondence between the Frobenius right coideal subalgebras in $H$ and in $H^*$. Whether all coideal subalgebras of $H$ are Frobenius was known to be true under the assumption that $H$ has a cocommutative coradical [17] and under the assumption that $H$ is involutory and char $k$ is either 0 or $\geq \dim H$ [18]. The primary motivation behind the present article was to solve the last question for every finite dimensional $H$. Our approach also provides a new proof of Nichols and Zoeller’s theorem.

Again it is natural to work in more general settings. Let $H$ be an arbitrary Hopf algebra over a field $k$ and $A$ a right $H$-comodule algebra. There are categories of Hopf modules $\mathcal{M}^H_A$ and $A\mathcal{M}^H$ introduced by Doi (e.g., [6], [7], [8]) as a generalization of their special cases due to Takeuchi [39], [41]. An $(H,A)$-Hopf module is either right or left $A$-module equipped with a compatible $H$-comodule structure. We say that $A$ is $H$-simple if $A$ has no nontrivial $H$-costable (two-sided) ideals. Theorem 3.5 states that all objects of $\mathcal{M}^H_A$ are projective $A$-modules provided that $A$ is $H$-simple, semilocal and satisfies one technical condition $(C)$ concerned with the weak finiteness of certain rings. The last condition is not restrictive for many applications as, for instance, left or right Noetherian rings, as well as rings finitely generated as modules over commutative subrings are always weakly finite. Condition $(C)$ is used to check that certain ideals of $A$ are $H$-costable. If $\dim A < \infty$, in addition to previous hypotheses, then we will see in Theorem 4.2 that $A$ is Frobenius and all objects of both $\mathcal{M}^H_A$ and $A\mathcal{M}^H$ are projective $A$-modules. Theorem 4.5 ensures that $A$ is a quasi-Frobenius ring under weaker assumptions about $A$. If $\dim H < \infty$, then the hypotheses can be further weakened, and we also show in Theorem 5.2 that $A$ is semisimple provided that so is $H$.

In order to apply the previous results to coideal subalgebras one has to know that they are $H$-simple. This is based on Proposition 3.7: a right Artinian $H$-comodule algebra $A$ satisfying $(C)$ is $H$-simple provided that there exists a maximal ideal of $A$ containing no nonzero $H$-costable ideals. Suppose next that $A$ is a finite dimensional right coideal subalgebra of $H$. Under the assumption that $H$ is weakly finite the conclusions of Theorem 4.2 hold true for $A$. Thus $A$ is Frobenius not only for finite dimensional $H$ but also under much weaker assumptions. Moreover, all objects of both $\mathcal{M}^H_A$ and $A\mathcal{M}^H$ are free $A$-modules, and the two categories are equivalent to
the categories of comodules over certain quotient coalgebras of $H$. In addition the
so-called normal basis property is fulfilled for $H$. All this is stated in Theorem 6.1.

It is worth noting that the finiteness assumptions in the last result are necessary.
Nichols and Zoeller [28] gave an example of a Hopf algebra $H$ containing a two-
dimensional Hopf subalgebra $A$ such that there exists a finite dimensional object of $A\mathcal{M}^H$ which is not a free $A$-module. We recall this example in section 6 and show directly that $H$ is not weakly finite here. On the other hand, the infinite
dimensional coideal subalgebras are not always $H$-simple and the projectivity over
them may fail even when $H$ is commutative. As an example take $H$ to be the group
algebra of the free cyclic group, say with a generator $g$, and $A$ the subalgebra of $H$
generated by $g$. At least two related results were established in the literature
without finiteness restrictions on $H$, however. If $A$ is a finite dimensional Hopf
subalgebra of any $H$ and $A$ is either semisimple or normal in $H$, then $H$ is a free
$A$-module [29], [36].

In section 7 of the paper we dualize the projectivity result to the case of semilocal
$H$-module algebras. In conclusion I would like to thank A. Masuoka and S. Mont-
gomery for helpful comments.

NOTATIONS AND CONVENTIONS

Let $k$ be the ground field. All algebras and coalgebras are over $k$, and $k$ serves
normally as the base ring for functors $\otimes$ and $\text{Hom}$. If $A$ is an algebra and $D$ a
coalgebra, denote by $A\mathcal{M}$, $\mathcal{M}_A$, $D\mathcal{M}$, $\mathcal{M}^D$ the categories of left $A$-modules, right
$A$-modules, left $D$-comodules and right $D$-comodules, respectively. Objects of the
category $D\mathcal{M}_A$ are vector spaces equipped with a pair of commuting structures of a right $A$-module and a left $D$-comodule so that all elements of $A$ operate as
$D$-comodule endomorphisms. The category $D\mathcal{M}_A$ is defined similarly using left $A$-
modules.

Let $H$ be a Hopf algebra with the comultiplication $\Delta$, the counit $\varepsilon$ and the
antipode $s$. Either [25] or [28] can be used as a general reference on Hopf algebras. A
right $H$-comodule algebra is an algebra $A$ together with a right $H$-comodule structure $\rho_A : A \to A \otimes H$ such that $\rho_A$ is a homomorphism of (unital) algebras. A left $H$-
module algebra is an algebra $A$ together with a left $H$-module structure such that the map $\tau_A : A \to \text{Hom}(H, A)$ defined by the rule $\tau_A(a)(h) = ha$ for $a \in A$ and
$h \in H$ is an algebra homomorphism. Here $\text{Hom}(H, A)$ is regarded as an algebra
with respect to the convolution multiplication. We omit the prefix "right" for comodule algebras and the prefix "left" for module algebras. The subalgebra of invariants of an $H$-comodule algebra $A$ is defined to be

$$A^H = \{ a \in A \mid \rho(a) = a \otimes 1 \}.$$

With each comodule algebra $A$ one associates the categories $\mathcal{M}^H_A$ and $A\mathcal{M}^H$.
Their objects are either right or left $A$-modules together with a compatible right
$H$-comodule structure. For each module algebra $A$ we denote by $H\mathcal{M}_A$ the cate-
gory whose objects are right $A$-modules together with a compatible left $H$-module
structure. The compatibility condition in each of the respective cases is as follows:

$$\rho_M(ma) = \rho_M(m)\rho_A(a), \quad \rho_M(am) = \rho_A(a)\rho_M(m),$$

$$\tau_M(ma) = \tau_M(m)\tau_A(a)$$

where $m \in M$ and $a \in A$. Here $\rho_M : M \to M \otimes H$ is the comodule structure map,
and we regard $M \otimes H$ as either right or left $A \otimes H$-module letting $A$ operate on
the first tensorand and $H$ on the second tensorand via multiplications. The map $	au_M : M \to \text{Hom}(H, M)$ is defined by the rule $	au_M(m)(h) = hm$ for $m \in M$ and $h \in H$, and we regard $\text{Hom}(H, M)$ as a right $\text{Hom}(H, A)$-module with respect to the convolution action. Given linear functions $\xi : H \to M$ and $\eta : H \to A$, one obtains $\xi \eta$ as the composite
\[ H \xrightarrow{\Delta} H \otimes H \xrightarrow{\xi \otimes \eta} M \otimes A \to M. \]

We often omit the subscripts in the notations $\rho_A, \rho_M, \tau_A, \tau_M$. Another way to express the compatibility of module and comodule structures in the categories above is to say that the module structure map $M \otimes A \to M$ or $A \otimes M \to M$ is a morphism in either $\mathcal{M}_H$ or $\mathcal{H} M$. Here we use the tensor product of two comodule or two module structures defined in 
[25, §1.8]. When necessary, we regard $k$ as a trivial $H$-module or $H$-comodule.

Objects of $H \mathcal{M}_A$ can be identified with the left modules over the smash product algebra $A^{op} \# H^{co}$. Here $A^{op}$ is $A$ taken with the opposite multiplication and $H^{co}$ is $H$ taken with the opposite comultiplication and the same multiplication. If $A$ is commutative and $H$ cocommutative, then $H \mathcal{M}_A \approx A^{op} \# H \mathcal{M}$. An object $M$ of $\mathcal{M}_A$ or $\mathcal{H} M$ will be called $A$-finite if it is finitely generated as an $A$-module. We say that $M$ is locally $A$-finite if it coincides with the union of its $A$-finite subobjects. The same terminology will be used in the category $A,G\mathcal{M}$ introduced in section 1. Every object $M$ of either $\mathcal{M}_A$ or $\mathcal{H} M$ is locally $A$-finite. Indeed, the $A$-modules generated by the finite dimensional $H$-submodules of $M$ are $A$-finite subobjects of $M$.

An “ideal” will be understood as a two-sided ideal unless explicitly specified otherwise. The ideals in a (co)module algebra $A$ which are respected by the (co)module structure will be termed $H$-(co)stable. The algebra $A$ will be called $H$-simple if it has no nonzero proper $H$-(co)stable ideals. Denote by $\text{Max} R$ the set of all maximal ideals in a ring $R$.

Note that $H$ is an $H$-comodule algebra with respect to $\Delta$ and $H$ is a simple object of $\mathcal{M}_H$. By 
[35, Th. 4.1.1] every $M \in \mathcal{M}_H$ decomposes as $M_0 \otimes H$ where $M_0 = \{ m \in M \mid \rho(m) = m \otimes 1 \}$. For $M = H$ one has $M_0 = k$ so that there is no room for nontrivial subobjects.

We use Sweedler’s symbolic notations for comultiplication. If $h \in H$ and $m \in M$ where $M \in \mathcal{M}_H$, then
\[
\Delta(h) = \sum_{(h)} h_{(1)} \otimes h_{(2)}, \quad (\Delta \otimes \text{id}) \circ \Delta(h) = \sum_{(h)} h_{(1)} \otimes h_{(2)} \otimes h_{(3)},
\]
\[
\rho(m) = \sum_{(m)} m_{(0)} \otimes m_{(1)}, \quad (\rho \otimes \text{id}) \circ \rho(m) = \sum_{(m)} m_{(0)} \otimes m_{(1)} \otimes m_{(2)}.
\]

1. **FULLY COMMUTATIVE CASE**

Suppose that $A$ is a commutative ring and $M$ a finitely generated $A$-module. For each $i \geq 0$ the $i$th Fitting invariant $\text{Fitt}_i(M)$ of $M$ is defined as follows. Taking an epimorphism of $A$-modules $\pi : F \to M$ where $F$ is a free $A$-module, say of rank $n$, one sets $\text{Fitt}_i(M) = A$ when $i \geq n$; otherwise $\text{Fitt}_i(M)$ is the ideal of $A$ generated by the determinants of all $(n - i) \times (n - i)$ matrices $[f_{j}(x_{l})]_{1 \leq j, l \leq n-i}$ where $f_1, \ldots, f_{n-i}$ run through $\text{Hom}_A(F, A)$ and $x_1, \ldots, x_{n-i}$ run through $\text{Ker} \pi$.

It is well known that this definition does not depend on the choice of a presentation.
of $M$. We formally put $\text{Fitt}_{r-1}(M) = 0$. We will need two properties of the Fitting ideals (see [10 Cor. 20.5 and Prop. 20.8]):

(F1) $\text{Fitt}_i(B \otimes_A M) = \text{Fitt}_i(M)B$ whenever $B$ is a commutative $A$-algebra.
(F2) For $M$ to be a projective $A$-module of constant rank $r \geq 0$ it is necessary and sufficient that $\text{Fitt}_r(M) = A$ and $\text{Fitt}_{r-1}(M) = 0$.

Denote by $\text{Comm}_k$ the category of commutative $k$-algebras. A group $k$-functor $G$ is any functor from $\text{Comm}_k$ to the category of groups [5]. Thus $G$ associates a group $G(R)$ with each $R \in \text{Comm}_k$ and a group homomorphism $G(\varphi) : G(R) \to G(R')$ with each homomorphism of commutative algebras $\varphi : R \to R'$. A $G$-module is a vector space $V$ together with $R$-linear actions of the groups $G(R)$ on the $R$-modules $V \otimes R$ which are given for each $R \in \text{Comm}_k$ and are compatible with morphisms in $\text{Comm}_k$, that is, whenever $g \in G(R)$ and $\varphi : R \to R'$ is an algebra homomorphism, the transformation of $V \otimes R'$ afforded by $G(\varphi)(g) \in G(R')$ is the $R'$-linear extension of the transformation of $V \otimes R$ afforded by $g$ [5 Ch. II, §2].

Assume further that $A \in \text{Comm}_k$. One says that a group $k$-functor $G$ operates on $A$ by automorphisms if $A$ is given a $G$-module structure and for each $R \in \text{Comm}_k$, the group $G(R)$ acts on $A \otimes R$ as a group of algebra automorphisms. If such an action is given, an ideal $I$ of $A$ will be called $G$-stable if $I \otimes R$ is stable under $G(R)$ for each $R \in \text{Comm}_k$. The definition of $G$-stable subalgebras is similar. We say that $A$ is $G$-simple if $A$ has no nonzero proper $G$-stable ideals.

An $A,G$-module $M$ is an $A$-module together with a $G$-module structure which satisfies the following compatibility condition:

\[(*) \quad g(am) = (ga)(m) \quad \text{for all } g \in G(R), \quad a \in A \otimes R, \quad m \in M \otimes R.\]

Denote by $\mathcal{A}_{A,G}M$ the category of all $A,G$-modules.

If $G$ is a group scheme, then the notion of $A,G$-modules can be interpreted geometrically in terms of $G$-linearized quasicoherent sheaves on the affine scheme $\text{Spec} A$ [26 Ch. I, §3]. Such structures have also been studied in purely algebraic context. For instance, if $\Gamma$ is an ordinary group and $G$ the constant group functor such that $G(R) = \Gamma$ for each $R \in \text{Comm}_k$ and $G(\varphi)$ is the identity map $\Gamma \to \Gamma$ for each morphism $\varphi$ in $\text{Comm}_k$, an $A,G$-module is just a module over the skew group ring $A \ast \Gamma$.

**Proposition 1.1.** If $M \in \mathcal{A}_{A,G}M$ is $A$-finite, then all its Fitting ideals $\text{Fitt}_i(M)$ are $G$-stable.

**Proof.** Suppose that $g \in G(R)$ where $R \in \text{Comm}_k$. For every $A \otimes R$-module $N$ one can define a new $A \otimes R$-module $^gN$ such that $^gN = N$ as abelian groups and each $a \in A \otimes R$ operates in $^gN$ as $g^{-1}(a)$ does in $N$. We claim that

\[(**) \quad \text{Fitt}_i(^gN) = g(\text{Fitt}_i(N)).\]

To prove this equality consider an epimorphism of $A \otimes R$-modules $\pi : F \to N$ where $F$ is a free $A \otimes R$-module, say of rank $n$. The same map $\pi$ is also an epimorphism of $A \otimes R$-modules $^gF \to ^gN$. Clearly $^gF$ is a free $A \otimes R$-module of rank $n$. Indeed, any basis for $F$ is also a basis for $^gF$. In particular, both sides of $(**)$ are equal to $A \otimes R$ when $i \geq n$. Assume that $0 \leq i < n$. There is a bijection

\[\text{Hom}_{A \otimes R}(F, A \otimes R) \to \text{Hom}_{A \otimes R}(^gF, A \otimes R)\]
given by \( f \mapsto g f \) where \((gf)(x) = g(f(x))\) for \( x \in F \). As \( g \) operates on \( A \otimes R \) as an algebra automorphism, we have
\[
\det([gf_j(x_i)])_{1 \leq j,i \leq n-1} = g(\det[f_j(x_i)])_{1 \leq j,i \leq n-1}
\]
whenever \( f_1, \ldots, f_{n-1} \in \text{Hom}_{A \otimes R}(F, A \otimes R) \) and \( x_1, \ldots, x_{n-1} \in \text{Ker} \pi \). The determinants on the left and right hand sides of this formula generate the two ideals in (**), whence the claim.

We will apply (**) to the \( A \otimes R \)-module \( N = M \otimes R \). First of all, \( gN \cong N \) in this case because the transformation of \( N \) afforded by \( g \) is an isomorphism between the two \( A \otimes R \)-module structures according to (*). Hence \( \text{Fitt}_i(gN) = \text{Fitt}_i(N) \) so that (**) just says that \( \text{Fitt}_i(N) \) is stable under \( g \). Property (F1) applied to the \( A \)-algebra \( B = A \otimes R \) shows, however, that \( \text{Fitt}_i(N) = \text{Fitt}_i(M) \otimes R \).

**Theorem 1.2.** Suppose that \( B \) is a commutative \( A \)-algebra such that \( IB = B \) for every \( G \)-stable ideal \( I \neq 0 \) of \( A \). If \( M \in A_G \mathcal{M} \) is locally \( A \)-finite, then \( B \otimes_A M \) is a projective \( B \)-module. The latter has constant rank whenever \( M \) is \( A \)-finite.

**Proof.** Suppose first that \( M \) is \( A \)-finite. Since \( \text{Fitt}_i(M) \) is a \( G \)-stable ideal of \( A \) by Proposition 1.1, it follows from (F1) that \( \text{Fitt}_i(B \otimes_A M) \) is either 0 or \( B \) for each \( i \geq -1 \). On the other hand, the latter ideal is 0 for \( i = -1 \) and is \( B \) for sufficiently large \( i \). Then there exists \( r \geq 0 \) such that \( \text{Fitt}_i(B \otimes_A M) = B \) for \( i = r \) and is 0 for \( i = r - 1 \). By (F2) the \( B \)-module \( B \otimes_A M \) is projective of rank \( r \).

Now consider the general case. Denote by \( G \) and \( \mathcal{F} \) the sets whose elements are all \( A,G \)-submodules of \( M \) and the \( A \)-finite ones, respectively. Given \( N, N' \in G \) such that \( N \subset N' \), put
\[
T_{NN'} = \text{Im}(B \otimes_A N \xrightarrow{\text{can}} B \otimes_A N').
\]

**Step 1.** Also put \( T_N = T_{NM} \) for short. Thus \( T_N \subset B \otimes_A M \) is a \( B \)-submodule. We will show that \( T_N \) is a projective \( B \)-module whenever \( N \in \mathcal{F} \). The set \( \mathcal{F} \) is directed by inclusion and \( M = \bigcup_{N' \in \mathcal{F}} N' \) by local finiteness of \( M \). Since tensor products commute with direct limits, we have \( B \otimes_A M \cong \varprojlim_{N' \in \mathcal{F}} B \otimes_A N' \) and
\[
T_N \cong \varprojlim_{N' \in \mathcal{F}} T_{NN'}. 
\]
where \( \mathcal{F}_N = \{N' \in \mathcal{F} \mid N \subset N'\} \). If \( N' \in \mathcal{F}_N \), then both \( N' \) and \( N'/N \) are \( A \)-finite objects of \( A_G \mathcal{M} \), whence \( B \otimes_A N' \) and \( B \otimes_A N'/N \) are projective \( B \)-modules of constant rank. Since \( (B \otimes_A N')/T_{NN'} \cong B \otimes_A N'/N \) by right exactness of tensor products, we deduce that \( T_{NN'} \) is a projective \( B \)-module of constant rank. Suppose that \( N', N'' \in \mathcal{F}_N \) and \( N' \subset N'' \). Then the canonical morphism \( B \otimes_A N' \rightarrow B \otimes_A N'' \) in \( B \mathcal{M} \) maps \( T_{NN'} \) onto \( T_{NN''} \). The kernel, say \( K \), of the induced epimorphism \( T_{NN'} \rightarrow T_{NN''} \) is a projective \( B \)-module of constant rank equal to \( \text{rk} T_{NN'} - \text{rk} T_{NN''} \). We see that \( \text{rk} T_{NN'} \geq \text{rk} T_{NN''} \) and one has an equality here if and only if \( K = 0 \). Pick \( N' \in \mathcal{F}_N \) for which \( \text{rk} T_{NN'} \) attains the minimum value. Then \( T_{NN'} \) is mapped isomorphically onto \( T_{NN''} \) for each \( N'' \in \mathcal{F}_N \) such that \( N' \subset N'' \), and it follows that \( T_N \cong \varprojlim_{N' \in \mathcal{F}_N} T_{NN'} \).

**Step 2.** Next we will prove that \( T_{N}/T_{N} \) is a projective \( B \)-module whenever \( N, N' \in G \) are such that \( N \subset N' \) and \( N'/N \) is \( A \)-finite. Since tensor products are right exact, we have \((B \otimes_A M)/T_N \cong B \otimes_A M/N \). This induces an isomorphism of \( T_{N}/T_{N} \) onto the image of the canonical map \( B \otimes_A N'/N \rightarrow B \otimes_A M/N \). It remains to apply Step 1 to the locally \( A \)-finite object \( M/N \in A_G \mathcal{M} \).
Let $K = N$ considering a formal scheme as a functor defined on the whole $\mathcal{M}$. We have to find a morphism $\zeta : B \otimes_A M \to K$ in $\mathcal{M}$ such that $\xi = \eta \circ \zeta$. Consider the set $\Omega$ of all pairs $(N, \zeta)$ where $N \in \mathcal{G}$ and $\zeta : T_N \to K$ is a morphism in $\mathcal{M}$ such that $\eta \circ \zeta = \zeta|_{T_N}$. Note that $(0, 0) \in \Omega$. For two pairs in $\Omega$ set $(N, \zeta) \leq (N', \zeta')$ if and only if $N \subset N'$ and $\zeta = \zeta'|_{T_N}$. By Zorn's lemma $\Omega$ has a maximal element. Let now $(N, \zeta)$ be such a maximal element. Suppose $N \neq M$. Then there exists $F \in \mathcal{F}$ such that $F \nsubseteq N$. Put $N' = N + F$. By Step 2 $\xi|_{T_{N'}} = V \oplus T_N$ for some projective $B$-submodule $V$. The restriction of $\xi$ to $V$ factors through $K$ in $\mathcal{M}$, and this shows that $(N', \zeta') \in \Omega$ for a suitable extension $\zeta'$ of $\zeta$. We have obtained a contradiction with the maximality of $(N, \zeta)$. Thus $N = M$, whence the required $\zeta$.

**Corollary 1.3.** Let $M \in A_G \mathcal{M}$ be locally $A$-finite. If $P$ is a prime ideal of $A$ containing no nonzero $G$-stable ideals, then the localization $M_P$ of $M$ at $P$ is a free module over the local ring $A_P$. If $A$ is $G$-simple, then $M$ is a projective $A$-module.

**Proof.** Apply Theorem 1.2 taking $B = A_P$ in one case and $B = A$ in the other. By a well known theorem of Kaplansky all projective modules over a local ring are free [2, Ch. II, §3, Exercise 3].

**Corollary 1.4.** Suppose $B$ is a $G$-simple commutative algebra, and $A \subset B$ a $G$-stable subalgebra. If $B$ is locally $A$-finite as an object of $A_G \mathcal{M}$, then $B$ is flat over $A$.

**Proof.** If $I$ is any nonzero $G$-stable ideal of $A$, then $IB$ is a nonzero $G$-stable ideal of $B$, whence $IB = B$. Suppose that $Q$ is a prime ideal of $B$ and $P = Q \cap A$. Then $P$ can contain no nonzero $G$-stable ideals of $A$, and so $B_P$ is a free $A_P$-module by Corollary 1.3. Then $B_Q$ is flat over $A_P$. The flatness of $B$ follows now from [2, Ch. II, §3, Prop. 15].

**Examples.** 1) Every cocommutative Hopf algebra $H$ determines a formal group scheme $G = \mathfrak{Sp}^* H$ which can be regarded as a group $k$-functor such that $G(R)$ is the group of all grouplike elements of the Hopf algebra $H \otimes R$ over $R$. Thus

$$G(R) = \{ g \in H \otimes R \mid \Delta_R(g) = g \otimes g \text{ and } \varepsilon_R(g) = 1 \} \quad \text{for } R \in \text{Comm}_k$$

where $\Delta_R$ and $\varepsilon_R$ are the comultiplication and the counit of $H \otimes R$. We follow [10] in considering a formal scheme as a functor defined on the whole $\text{Comm}_k$ rather than on the full subcategory consisting of finite dimensional commutative algebras. In this case there is a bijective correspondence between the $G$-module and $H$-module structures. To let $G$ operate on $A$ by automorphisms is the same as to make $A$ into an $H$-module algebra, and one has $A_G \mathcal{M} \approx A \# H \mathcal{M}$. A special case of Theorem 1.2 thus yields

**Corollary 1.5.** Suppose that $H$ is a cocommutative Hopf algebra, $A$ a commutative $H$-module algebra, and $B$ a commutative $A$-algebra such that $IB = B$ for every $H$-stable ideal $I \neq 0$ of $A$. If $M \in A \# H \mathcal{M}$ is locally $A$-finite, then $B \otimes_A M$ is a projective $B$-module.

In particular, one may take $H$ to be a group algebra. In another case where $H$ is the universal enveloping algebra of a Lie algebra one obtains the projectivity result stated in [37, Th. 1.6].
2) Every commutative Hopf algebra $H$ determines an affine group scheme $G = \mathfrak{Sp} H$ which can be regarded as a group $k$-functor such that $G(R)$ is the set of all algebra homomorphisms $H \rightarrow R$. The multiplication in $G(R)$ comes from the convolution multiplication in $\text{Hom}(H, R)$. The $G$-modules here are precisely right $H$-comodules [3]. Ch. II, §2, n°2.1]. Giving an action of $G$ on $A$ by automorphisms makes $A$ into an $H$-comodule algebra and vice versa. There is a category equivalence $A.(G,H) \cong M^H_A$.

**Corollary 1.6.** Suppose that $H$ is a commutative Hopf algebra, $A$ a commutative $H$-comodule algebra, and $B$ a commutative $A$-algebra such that $IB = B$ for every $H$-costable ideal $I \neq 0$ of $A$. Then $B \otimes_A M$ is a projective $B$-module for any $M \in M^H_A$.

We know that $H$ is an $H$-simple $H$-comodule algebra, that is, a $G$-simple algebra in this case. A subalgebra of $H$ is $G$-stable if and only if it is $H$-costable. Corollary 1.4 therefore includes the following result of Masuoka and Wigney [22, Th. 3.4]: a commutative Hopf algebra is a flat module over every right coideal subalgebra. This statement translates into geometric language as follows: if an affine group scheme $G$ operates on an affine scheme $X$, then every $G$-equivariant morphism $f : G \rightarrow X$ decomposes as $G \rightarrow Y \rightarrow X$ where the first morphism is flat and the second one is a closed immersion. Indeed, if $X = \mathfrak{Sp} A$, then $f$ corresponds to a homomorphism of $H$-comodule algebras $\varphi : A \rightarrow H$. The image of $\varphi$ is a right coideal subalgebra of $H$ over which $A$ is flat. We may therefore take $Y = \mathfrak{Sp} \varphi(A)$. In a special case where $f$ is a homomorphism of affine group schemes, $f$ induces a faithfully flat homomorphism of $G$ onto a closed group subscheme of $X$ [5] Ch. III, §3, Cor. 7.3]. A purely algebraic formulation of the latter fact says that a commutative Hopf algebra is a faithfully flat module over every Hopf subalgebra [39, Th. 3.1]. The morphism $G \rightarrow Y$ in the decomposition of $f$ above is also always faithfully flat under the assumption that $X$ is a finite scheme. Indeed, as was announced by Masuoka [20 Th. 3.5] (and follows also from Theorem 6.1 later in the paper), a commutative Hopf algebra is a free module over every finite dimensional right coideal subalgebra.

In case of Hopf subalgebras the last statement was proved by Radford [52].

2. **Some ring-theoretic facts**

Recall that a ring is semilocal if its factor ring by the Jacobson radical is semisimple Artinian. Following [33 Def. 1.3.30] we say that a ring $R$ is weakly $n$-finite if for every pair of $n \times n$-matrices $X,Y \in Mat_n(R)$ the equality $XY = 1$ in the matrix ring implies the equality $YX = 1$. A ring $R$ is weakly finite (or stably finite according to different sources, e.g., [24]) if $R$ is weakly $n$-finite for all integers $n > 0$.

**Lemma 2.1.** Let $A$ be a ring, and $M$ a finitely generated right $A$-module. The ring $R = \text{End}_A M$ is weakly finite in each of the following three cases:

(a) every finite subset of $A$ is contained in a right Noetherian subring,
(b) $A$ is commutative,
(c) $A$ is weakly finite and $M$ is projective.

**Proof.** Let $\xi, \eta \in R$ be such that $\xi \circ \eta = \text{id}$. Pick any generators $e_1, \ldots, e_m$ for $M$ over $A$. Under hypothesis (a) there exists a Noetherian subring $B \subset A$ such that $\xi(e_1), \ldots, \xi(e_m)$ and $\eta(e_1), \ldots, \eta(e_m)$ lie in the $B$-submodule $N \subset M$ generated by $e_1, \ldots, e_m$. Then $N$ is stable under both $\xi$ and $\eta$. In particular, $\xi$ induces a
surjective endomorphism of $N$. Since $N$ is a Noetherian $B$-module, $\xi$ has to be bijective on $N$ [11, Th. 6.4.1], and it follows that $\eta \circ \xi$ is identity on $N$. Since $M = NA$, we conclude that $\eta \circ \xi = \text{id}$ on the whole $M$. Note that hypothesis (b) is a special case of (a). Indeed, finitely generated commutative rings are all Noetherian. Under hypothesis (c) $M$ is a direct summand of a free right $A$-module $A^t$ for some integer $t \geq 0$. Letting both $\xi$ and $\eta$ act as identity on a complementary summand, we extend $\xi$ and $\eta$ to endomorphisms of $A^t$ so that $\xi \circ \eta = \text{id}$ on $A^t$. Since the ring $\text{End}_A A^t \cong \text{Mat}_t(A)$ is weakly 1-finite, the equality $\eta \circ \xi = \text{id}$ holds again.

We have checked that $R$ is weakly 1-finite in each of cases (a), (b), (c). It remains to observe that $\text{Mat}_n(R) \cong \text{End}_A M^n$ and $M^n$ is a finitely generated right $A$-module which is also projective in case (c).

**Proposition 2.2.** A ring $R$ is weakly finite in each of the cases listed below:

(a) $R$ is left or right Noetherian,

(b) $R$ is semilocal,

(c) $R^{op}$ is weakly finite,

(d) $R$ is a finitely generated left or right module over a commutative subring $S$,

(e) $R$ is a finitely generated projective left or right module over a weakly finite subring $S$,

(f) $R = A \otimes B$ where $A, B$ are algebras over the ground field $k$ such that $A$ is a finitely generated module over its center $Z$ and $B$ is weakly finite.

Part (f) is a special case of Montgomery’s result [24 Th. 1] where the assumption on $A$ is weakened to $A$ being any polynomial identity algebra. We nevertheless provide a proof of (f) as it uses a different argument.

**Proof.** Part (a) is covered by [24 Cor. 1] or [33 Th. 3.2.37].

(b) Let $J$ be the Jacobson radical of $R$. The ring $R/J$ is Artinian, hence weakly finite. Then $R$ is weakly finite too [21 Lemma 2].

(c) Use an isomorphism $\text{Mat}_n(R^{op}) \cong \text{Mat}_n(R)^{op}$.

(d), (e) There are embeddings $R \subset \text{End}_S R$ and $R \subset (\text{End}_S R)^{op}$. Now we can apply Lemma 2.1 and (c).

(f) Since $\text{Mat}_n(R) \cong A \otimes \text{Mat}_n(B)$ and the ring $\text{Mat}_n(B)$ is weakly finite in view of (e), it suffices to prove that $R$ is weakly 1-finite. Let $e_1, \ldots, e_m$ generate $A$ as a $Z$-module. There exists a finitely generated subalgebra $Z' \subset Z$ such that $e_i e_j \in \sum_{l=1}^m Z' e_l$ for all $1 \leq i, j \leq m$. Then $\sum_{i=1}^m K e_i$ is a subalgebra of $A$ whenever $K$ is a subalgebra satisfying $Z' \subset K \subset Z$. This shows that every finite subset of $A$ is contained in a subalgebra $A' \subset A$ which is finitely generated as a module over some finitely generated central subalgebra $K \subset A'$. Given $x, y \in R$, there exists $A'$ as above such that $x, y \in A' \otimes B$. Suppose that $xy = 1$. If $I$ is any ideal of $K$ such that $\dim K/I < \infty$, then $\dim A'/I A' < \infty$ as well. The ring $A'/I A' \otimes B$ is weakly finite by (e) as it is a finitely generated free module over its subring $1 \otimes B$. Considering the images of $x, y$ in $A'/I A' \otimes B$, we deduce that $yx - 1 \in I A' \otimes B$. Hence $yx - 1$ lies in the intersection $\bigcap I A' \otimes B$ over all ideals $I$ of $K$ satisfying $\dim K/I < \infty$. It remains to check that $\bigcap I A' = 0$. If $P \in \text{Max} K$, then $\dim K/P < \infty$ by Hilbert’s Nullstellensatz. As $K$ is Noetherian, we have also $\dim K/P^i < \infty$ for all $i > 0$. For an element $a \in A'$ denote $Ann(a) = \{ z \in K \mid za = 0 \}$. By [2 Ch. III, §3, Prop. 5] the inclusion $a \in \bigcap_{i>0} P^i A'$ implies that $Ann(a) \not\subset P$, and if this is valid for all $P \in \text{Max} K$ then $Ann(a) = K$, which is only possible for $a = 0$. \hfill \Box
Let $M$ be a finitely generated right $R$-module. For every system of its generators $e_1, \ldots, e_n$ denote by $I_{e_1, \ldots, e_n}$ the ideal of $R$ generated by all elements of $R$ which occur as a coefficient in a zero linear combination $e_1x_1 + \cdots + e_nx_n = 0$ with $x_1, \ldots, x_n \in R$. If $R$ is commutative, then clearly $I_{e_1, \ldots, e_n} = \text{Fitt}_{n-1}(M)$.

**Lemma 2.3.** Let $e_1, \ldots, e_n$ and $e'_1, \ldots, e'_n$ be two systems of generators for $M$ having the same number of elements. Suppose that $I$ is an ideal of $R$ such that $I_{e_1, \ldots, e_n} \subseteq I$. If the ring $R/I$ is weakly $n$-finite, then $I_{e'_1, \ldots, e'_n} \subseteq I$.

**Proof.** There are expressions $e'_i = \sum_{i=1}^n e_ia_{ij}$ and $e_j = \sum_{i=1}^n e'_ib_{ij}$ for some $a_{ij}, b_{ij} \in R$ with $1 \leq i, j \leq n$. Then $e_l = \sum_{j=1}^n \sum_{i=1}^n e_ia_{ij}b_{jl}$, i.e.

$$\sum_{i=1}^n e_i \left( \sum_{j=1}^n a_{ij}b_{jl} - \delta_{il} \right) = 0$$

for each $l = 1, \ldots, n$. This shows that $\sum_{j=1}^n a_{ij}b_{jl} - \delta_{il} \in I$ for all $i, l$. Denote by $X, Y \in \text{Mat}_n(R/I)$ the $n \times n$ matrices whose entries are the cosets, respectively, of elements $a_{ij}$ and $b_{ij}$ modulo $I$. Previous inclusions can be rewritten as a single matrix equality telling us that $XY$ is the identity matrix in $\text{Mat}_n(R/I)$. By the hypotheses of the lemma so then is the product $YX$ as well, i.e.

(*) \[ \sum_{j=1}^n b_{ij}a_{jl} - \delta_{il} \in I \text{ for all } 1 \leq i, l \leq n. \]

Suppose now that $\sum_{l=1}^n e'_l y_l = 0$ for some $y_1, \ldots, y_n \in R$. Expressing each $e'_l$ as a linear combination of $e_1, \ldots, e_n$, we get $\sum_{j=1}^n e_j \left( \sum_{l=1}^n a_{jl}y_l \right) = 0$ so that $\sum_{l=1}^n a_{jl}y_l \in I$ for all $j = 1, \ldots, n$. Since $I$ is a two-sided ideal, preceding inclusions together with (*) yield

$$y_i = \sum_{j=1}^n b_{ij} \sum_{l=1}^n a_{jl}y_l - \sum_{l=1}^n \left( \sum_{j=1}^n b_{ij}a_{jl} - \delta_{il} \right)y_l \in I$$

for all $i = 1, \ldots, n$. The inclusion asserted by the lemma now follows from the definition of $I_{e'_1, \ldots, e'_n}$.

**Lemma 2.4.** Let $R$ be a semilocal ring and $V$ the class of all finitely generated projective right $R$-modules $V$ such that a direct sum of finitely many copies of $V$ is a free $R$-module. In order that $V \subseteq V$ be a free $R$-module it is necessary and sufficient that $V/VQ$ be a free $R/Q$-module for at least one $Q \in \text{Max} R$. There exists $U \subseteq V$ such that all modules in $V$ are direct sums of copies of $U$.

**Proof.** Denote by $J$ the Jacobson radical of $R$. Suppose that $V$ is a finitely generated projective right $R$-module. We have $V/VJ \cong \prod_{Q \in \text{Max} R} V/VQ$, and each $V/VQ$ is a direct sum of finitely many copies of the single simple $R/Q$-module. Put

$$r_Q(V) = \frac{\ln V/VQ}{\ln R/Q} \text{ for } Q \in \text{Max} R$$

where $\ln$ is short for length. In order that $V$ be a free $R$-module of rank $n$ it is necessary and sufficient that $V/VJ$ be a free $R/J$-module of rank $n$ [2] Ch. II, §3, Prop. 5]. The latter condition means precisely that each $V/VQ$ is a free $R/Q$-module of rank $n$ or, equivalently, $r_Q(V) = n$ for each $Q$. If $V^t$ is a free $R$-module of rank $m$ for some integers $t > 0$ and $m \geq 0$, then $t \ln V/VQ = m \ln R/Q$, and
so \( r_Q(V) = m/t \) for all \( Q \in \text{Max} R \). This shows that the numbers \( r_Q(V) \) for \( V \in \mathcal{V} \) do not depend on \( Q \). Let \( r(V) \) denote the common value of these numbers. We see that \( V \in \mathcal{V} \) is free if and only if \( r(V) \in \mathbb{Z} \). This proves the first assertion.

We claim that, whenever \( r(V) \geq r(W) \) for some \( V, W \in \mathcal{V} \), there always exists an epimorphism \( V \to W \). First of all, there exists an epimorphism \( V/QV \to W/WQ \) for each \( Q \in \text{Max} R \), hence an epimorphism \( V/VJ \to W/WJ \). The latter can be lifted to a homomorphism \( \xi : V \to W \) since \( V \) is projective. By Nakayama’s lemma \( \xi \) is surjective.

We can find an integer \( d > 0 \) such that \( r(V) \in \frac{1}{d} \mathbb{Z} \) for all \( V \in \mathcal{V} \). For instance, we may take \( d = \ln R/Q \) for any chosen \( Q \in \text{Max} R \). It follows that there exists \( 0 \neq U \in \mathcal{V} \) such that \( r(U) \leq r(V) \) for all \( 0 \neq V \in \mathcal{V} \). Given \( V \), let \( n \geq 0 \) be the largest integer such that \( r(U^n) = r(U)n \leq r(V) \). As we have seen, \( U^n \) is a homomorphic image of \( V \), so that \( V \cong U^n \oplus T \) for some projective \( R \)-module \( T \).

Now \( r_Q(T) = r(V) - r(U^n) \) for all \( Q \in \text{Max} R \), and so \( r_Q(T^d) \) is an integer not depending on \( Q \). This shows that \( T^d \) is a free \( R \)-module, whence \( T = 0 \) and \( V \in \mathcal{V} \). By the choice of \( n \) we must have \( r(T) < r(U) \), but then \( T = 0 \) and \( V \cong U^n \).

\[ \square \]

**Lemma 2.5.** Let \( R \) be a semilocal ring. A right \( R \)-module \( M \) is necessarily free as long as \( M \) is not finitely generated and there exists a family \( \mathcal{F} \) of its submodules satisfying conditions (a) and (b) below:

(a) \( 0 \in \mathcal{F} \) and the union of every chain in \( \mathcal{F} \) is again in \( \mathcal{F} \),

(b) each \( N \in \mathcal{F} \), \( N \neq M \), is properly contained in some \( N' \in \mathcal{F} \) with \( N'/N \in \mathcal{V} \).

**Proof.** Let \( U \) be as in Lemma 2.4. For each subset \( X \subset \text{Hom}_R(U, M) \) denote by \( U^{(X)} \) the direct sum of the family of copies of \( U \) indexed by \( X \). For \( \xi \in X \) let \( \iota_\xi : U \to U^{(X)} \) be the canonical embedding of a summand. There exists a unique homomorphism \( \theta_X : U^{(X)} \to M \) such that \( \theta_X \circ \iota_\xi = \xi \) for each \( \xi \).

Denote by \( \Omega \) the set of all pairs \((N, X)\) where \( N \in \mathcal{F} \) and \( X \subset \text{Hom}_R(U, M) \) is a subset such that \( \theta_X \) is an isomorphism onto \( N \). Note that \((0, \emptyset) \in \Omega \). Define a partial order on \( \Omega \) by setting \((N, X) \leq (N', X')\) for two pairs in \( \Omega \) if and only if \( N \subseteq N' \) and \( X \subseteq X' \). If \( \{(N_\alpha, X_\alpha)\} \) is a chain in \( \Omega \) indexed by elements \( \alpha \) of some set, then \( \bigcup_{\alpha \in \alpha} N_\alpha \cup \bigcup_{\alpha \in \alpha} X_\alpha \) is in \( \Omega \) according to (a). By Zorn’s lemma \( \Omega \) has a maximal element. Now let \((N, X)\) be such a maximal element. Suppose that \( N \neq M \), and let \( N' \) be as in (b). We then have an isomorphism of \( R \)-modules \( N' \cong N + V \) where \( V = N'/N \in \mathcal{V} \). By Lemma 2.4 \( V \cong U^n \) for some integer \( n \geq 0 \). Let \( \eta_1, \ldots, \eta_n \) be the isomorphisms of \( U \) onto direct summands in the decomposition of \( V \). Denote \( X' = X \cup \{\eta_1, \ldots, \eta_n\} \). Then \((N', X') \in \Omega \) and \((N, X) \leq (N', X') \). We have arrived at a contradiction with the maximality of \((N, X)\).

It follows that any maximal element of \( \Omega \) is necessarily \((M, X)\) for some \( X \). Thus \( M \cong U^{(X)} \). Since \( M \) is not finitely generated, \( X \) must be infinite. Then \( X \) has the same cardinality as the set \( X \times \{1, \ldots, t\} \) for any integer \( t > 0 \). However, \( U^t \) is a free \( R \)-module for a suitable \( t \). It follows that \( U^{(X)} \cong R^{(X)} \). \[ \square \]

### 3. Projectivity result for comodule algebras

Let \( A \) be an \( H \)-comodule algebra. In the main result of this section we encounter the following technical condition on \( A \):

(C) the ring \( A/Q \otimes H \) is weakly finite for each \( Q \in \text{Max} A \).
Using Proposition 2.2 one can verify the validity of this condition in many cases. For instance, (C) always holds whenever $H$ is weakly finite and $A$ is finitely generated as a module over its center. If $\dim H < \infty$, condition (C) is fulfilled provided that $A$ is semilocal. The same is true if $H$ is only residually finite dimensional in the sense that its ideals of finite codimension have zero intersection.

**Lemma 3.1.** If $e_1, \ldots, e_n$ generate $M \in \mathcal{M}_A^H$ as an $A$-module, then $\rho(e_1), \ldots, \rho(e_n)$ generate $M \otimes H$ as an $A \otimes H$-module.

**Proof.** If $m \in M$, then

$$m \otimes 1 = \sum_{(m)} m(0) \otimes m(1) s(m(2)) = \sum_{(m)} \rho(m(0)) \cdot (1 \otimes s(m(1))),$$

which shows that $M \otimes H = \rho(M) \cdot (A \otimes H)$. Since $\rho(ma) = \rho(m)\rho(a)$ for $m \in M$ and $a \in A$, we see that $\rho(M)$ is generated by $\rho(e_1), \ldots, \rho(e_n)$ as a $A\otimes H$-module, and the lemma is proved.

**Lemma 3.2.** Let $M \in \mathcal{M}_A^H$ be generated by $e_1, \ldots, e_n$ as an $A$-module. Suppose that $I$ is an ideal of $A$ such that $\mathcal{I}_{e_1, \ldots, e_n} \subset I$ and the ring $A/I \otimes H$ is weakly $n$-finite. Then there exists an $H$-costable ideal $K$ of $A$ such that $\mathcal{I}_{e_1, \ldots, e_n} \subset K \subset I$.

**Proof.** Put $J = \mathcal{I}_{e_1, \ldots, e_n}$ (as defined in Lemma 2.3) and $K = \rho^{-1}(I \otimes H)$. Since $\rho : A \rightarrow A \otimes H$ is an algebra homomorphism, $K$ is an ideal of $A$. One has $K \subset I$ because $(\text{id} \otimes \varepsilon) \circ \rho = \text{id}$ and $\rho(K) \subset K \otimes H$ because

$$(\rho \circ \varepsilon) \circ \rho(K) = (\text{id} \otimes \Delta) \circ \rho(K) \subset (\text{id} \otimes \Delta)(I \otimes H) \subset I \otimes H \otimes H.$$

The $A \otimes H$-module $M \otimes H$ is clearly generated by $e_1 \otimes 1, \ldots, e_n \otimes 1$. It is straightforward to see that $\mathcal{I}_{e_1, \ldots, e_n} \otimes 1 = J \otimes H$. By Lemma 3.1 $\rho(e_1), \ldots, \rho(e_n)$ is another system of generators for the $A \otimes H$-module $M \otimes H$. Applying Lemma 2.3 with $R = A \otimes H$ and the ideal $I \otimes H$, we get $\mathcal{I}_{\rho(e_1), \ldots, \rho(e_n)} \subset I \otimes H$. Now if $\sum_{i=1}^n e_i x_i = 0$ for some $x_1, \ldots, x_n \in A$, then $\sum_{i=1}^n \rho(e_i) \rho(x_i) = 0$ in $M \otimes H$, which shows that $\rho(x_i) \in \mathcal{I}_{\rho(e_1), \ldots, \rho(e_n)}$, and therefore $x_i \in K$ for all $i = 1, \ldots, n$. It follows that $J \subset K$ by the definition of $J$.

**Lemma 3.3.** Let $M \in \mathcal{M}_A^H$ be generated by $e_1, \ldots, e_n$ as an $A$-module. Suppose that $I$ is an ideal of $A$ such that the ring $A/I \otimes H$ is weakly $n$-finite and $I$ contains no nonzero $H$-costable ideals of $A$. If the costs of $e_1, \ldots, e_n$ give a basis for the $A/I$-module $M/MI$, then $e_1, \ldots, e_n$ are a basis for the $A$-module $M$.

**Proof.** Any relation $\sum_{i=1}^n e_i x_i = 0$ implies $x_1, \ldots, x_n \in I$ by the freeness of $M/MI$. It follows that $\mathcal{I}_{e_1, \ldots, e_n} \subset I$. Applying Lemma 3.2, we have $K = 0$ by the assumptions about $I$. Hence $\mathcal{I}_{e_1, \ldots, e_n} = 0$, which means that $e_1, \ldots, e_n$ are linearly independent over $A$.

In the next lemma we denote by $\log V$ the length of $V \in \mathcal{M}_A$ and for each $Q \in \text{Max } A$ put

$$r_Q(M) = \frac{\log M/MQ}{\log A/Q}.$$

**Lemma 3.4.** Let $A$ be semilocal. Suppose that $M \in \mathcal{M}_A^H$ is $A$-finite and there exists $P \in \text{Max } A$ such that $P$ contains no nonzero $H$-costable ideals of $A$, the ring
$A/P \otimes H$ is weakly finite and $r_P(M) \geq r_Q(M)$ for all $Q \in \text{Max } A$. Then:

(i) a suitable direct sum of finitely many copies of $M$ is a free $A$-module,

(ii) if $r_P(M) \in \mathbb{Z}$, then $M$ is a free $A$-module.

By the hypotheses

$$\ln(A/Q)^n = n \ln A/Q \geq \ln M/MQ$$

for each $Q \in \text{Max } A$. Since $A/Q$ is a simple Artinian ring, we deduce that the $A/Q$-module $M/MQ$ is an epimorphic image of $(A/Q)^n$, and so $M/MQ$ can be generated by $n$ elements. Moreover, $M/MP \cong (A/P)^n$ is a free $A/P$-module.

Denote by $J$ the Jacobson radical of $A$. Since $M/MJ \cong \prod_{Q \in \text{Max } A} M/MQ$, we can find elements $e_1, \ldots, e_n \in M$ whose images generate the $A/Q$-module $M/MQ$ for each $Q$ and give a basis for the $A/P$-module $M/MP$. Then $e_1, \ldots, e_n$ generate the $A$-module $M$ by Nakayama’s lemma. Taking $I = P$, we meet the hypotheses of Lemma 3.3 which yields (ii).

In general let $N \in \mathcal{M}_A^H$ be the direct sum of $t$ copies of $M$ where $t > 0$ is an integer such that $r_P(M)t \in \mathbb{Z}$. We can apply (ii) to $N$.

**Theorem 3.5.** Suppose that $A$ is a semilocal $H$-simple $H$-comodule algebra satisfying (C). Then all objects of $\mathcal{M}_A^H$ are projective $A$-modules. Moreover, $M \in \mathcal{M}_A^H$ is a free $A$-module if and only if $M/MQ$ is a free $A/Q$-module for at least one $Q \in \text{Max } A$.

**Proof.** If $M$ is $A$-finite, then $M$ fulfills the hypotheses of Lemma 3.4 with $P$ taken to be any maximal ideal of $A$ for which $r_P(M)$ attains the maximum value. Denote by $\mathcal{V}$ the class of all right $A$-modules $V$ such that a direct sum of finitely many copies of $V$ is a free $A$-module. Lemma 3.4 thus shows that all $A$-finite objects of $\mathcal{M}_A^H$ belong to $\mathcal{V}$. In particular, they are direct summands of free $A$-modules, hence projective. We also see that the family $\mathcal{F}$ of all $\mathcal{M}_A^H$-subobjects of an arbitrary $M \in \mathcal{M}_A^H$ satisfies conditions (a) and (b) of Lemma 2.5 where we take $R = A$. Indeed, if $N \in \mathcal{F}$ and $N \neq M$, then there exists an $A$-finite $L \in \mathcal{F}$ such that $L \not\subseteq N$. Then $N' = N + L$ belongs to $\mathcal{F}$ and properly contains $N$, while $N'N \in \mathcal{M}_A^H$ is $A$-finite. Lemmas 2.4 and 2.5 complete the proof. In particular, if $M$ is not $A$-finite, then $M$ is a free $A$-module. \qed

**Corollary 3.6.** Under the hypotheses of Theorem 3.5 suppose also that $A/Q$ is a skew field for some $Q \in \text{Max } A$. Then:

(i) all objects of $\mathcal{M}_A^H$ are free $A$-modules,

(ii) $A$ is a simple object of $\mathcal{M}_A^H$,

(iii) $A^H$ is a skew field.

**Proof.** Part (i) follows from the fact that $M/MQ$ is a free $A/Q$-module for any $M \in \mathcal{M}_A^H$. If $N \subseteq M$ is an $\mathcal{M}_A^H$-subobject, then $M \cong N \oplus M/N$ in $\mathcal{M}_A$ where both $N$ and $M/N$ are free $A$-modules. If $0 \neq N \neq M$, then the $A$-module $M$ has a basis consisting of at least two elements. This proves (ii) since every semilocal ring has invariant base number. The left multiplication by an element $a \in A$ commutes with the coaction of $H$ if and only if $a \in A^H$. This shows that $A^H$ is isomorphic to the endomorphism ring of $A$ as an object of $\mathcal{M}_A^H$. Now (iii) is a consequence of (ii) and Schur’s Lemma (cf. [1] Lemma 2.1)). \qed
Lemma 4.1. Let The next lemma generalizes [19, Lemma 2.10]. dimensional algebras we can readily employ duality to derive additional information.

We can now apply Lemma 3.4 which shows that for some integer \( t > 0 \). Then \((M/MQ)^t\) is a nonzero free \( A/Q\)-module, so that \( MQ \neq M\), for each \( Q \in \text{Max} A \). It follows that \( \Omega = \emptyset \), and this gives the desired conclusion. \qed

Corollary 3.8. Let \( R \) be a finite dimensional simple algebra, and \( A \) a finite dimensional \( H\)-simple \( H\)-comodule algebra. Suppose that \( A/P \) is a central simple algebra.

Proposition 3.7. Suppose that \( A \) is a semilocal \( H\)-comodule algebra satisfying (C) and having a minimal nonzero \( H\)-costable ideal \( M \) which is finitely generated in \( \mathcal{M}^H_A \). If at least one maximal ideal of \( A \) contains no nonzero \( H\)-costable ideals of \( A \), then \( A \) is \( H\)-simple.

Proof. We may regard \( M \) as an \( A\)-finite object of \( \mathcal{M}^H_A \). If \( I \) is any nonzero \( H\)-costable ideal of \( A \), then \( MI \neq 0 \) because there exists a maximal ideal of \( A \) containing neither \( M \) nor \( I \). Then \( MI = M \) by the minimality of \( M \). Denote by \( \Omega \subset \text{Max} A \) the subset of those maximal ideals of \( A \) which contain a nonzero \( H\)-costable ideal of \( A \). We see that \( MQ = M \) for each \( Q \in \Omega \). Then \( r_Q(M) = 0 \) whenever \( Q \in \Omega \). By the hypotheses \( \Omega \neq \text{Max} A \). It follows that the maximum of the numbers \( r_Q(M) \), \( Q \in \text{Max} A \), is attained at some maximal ideal \( P \notin \Omega \).

We can now apply Lemma 3.4 which shows that \( M^t \) is a nonzero free \( A\)-module for some integer \( t > 0 \). Then \((M/MQ)^t\) is a nonzero free \( A/Q\)-module, so that \( MQ \neq M \), for each \( Q \in \text{Max} A \). It follows that \( \Omega = \emptyset \), and this gives the desired conclusion. \( \square \)

4. When are comodule algebras quasi-Frobenius?

Assume throughout this section that \( A \) is an \( H\)-comodule algebra. For finite dimensional algebras we can readily employ duality to derive additional information.

The next lemma generalizes [19, Lemma 2.10].

Lemma 4.1. Let \( M \in \mathcal{M}^H \). If either \( \dim M < \infty \) or \( \dim M < \infty \), then the dual vector space \( M^* \) is an object of \( \mathcal{M}^H_A \) in a canonical way.

Proof. Let \( \nu : M^* \to \text{Hom}(M, H) \) be the map that assigns to \( \xi \in M^* \) the composite \( M \xrightarrow{\nu} M \otimes H \xrightarrow{\xi \otimes \text{id}} H \). By the hypotheses \( \text{Hom}(M, H) \cong H \otimes M^* \), and \( \nu \) is a left \( H\)-comodule structure on \( M^* \). Composing \( \nu \) with the map \( H \otimes M^* \to M^* \otimes H \) given by \( h \otimes \xi \mapsto \xi \otimes s(h) \), we obtain a right \( H\)-comodule structure on \( M^* \). If \( U \in \mathcal{M}^H \), then the canonical isomorphism \( \text{Hom}(U \otimes M, k) \cong \text{Hom}(U, M^*) \) induces a bijective correspondence between the morphisms \( U \otimes M \to k \) and \( U \to M^* \) in \( \mathcal{M}^H \) where \( U \otimes M \) is given the tensor product of comodule structures and \( k \) is the trivial \( H\)-comodule.
Clearly $M^*$ is also a right $A$-module with respect to the action $(\xi a)(m) = \xi(am)$ where $\xi \in M^*$, $a \in A$ and $m \in M$. Now there is a commutative diagram

$$
\begin{array}{ccc}
M^* \otimes A \otimes M & \xrightarrow{id \otimes \lambda} & M^* \otimes M \\
\mu \otimes id & & ev \\
M^* \otimes M & \xrightarrow{ev} & k
\end{array}
$$

where $\lambda : A \otimes M \to M$ and $\mu : M^* \otimes A \to M^*$ are the $A$-module structures. Both $\lambda$ and the evaluation map $ev : M^* \otimes M \to k$ are morphisms in $\mathcal{M}^H_A$. Hence so too is the composite $\varphi = ev \circ (id \otimes \lambda)$. We may regard $\varphi$ as a linear map $U \otimes M \to k$ with $U = M^* \otimes A$. The diagram shows that $\varphi$ corresponds to $\mu : U \to M^*$. It follows that $\mu$ is a morphism in $\mathcal{M}^H$, which yields the required compatibility of module and comodule structures on $M^*$.

\begin{proof}
By Proposition 2.2 $A$ satisfies (C). Now the assertions concerning $\mathcal{M}^H_A$ are restatements of Theorem 3.5. If $M \in \mathcal{M}^H_A$ is $A$-finite, then dim $M < \infty$, and so $M^*$ is a projective right $A$-module in view of Lemma 4.1. Moreover, $(M^*)^l$ is a free $A$-module for some integer $l \geq 0$. In particular, we may regard $A$ as an object of $\mathcal{M}^H_A$. Comparing dimensions, we deduce that $(A^*)^t \cong A^t$ in $\mathcal{M}^H_A$ for some $t > 0$. By the Krull-Schmidt theorem $A^* \cong A$ in $\mathcal{M}^H_A$, which yields (i). We then have $A^* \cong A$ in $\mathcal{M}^H_A$ as well, and so the linear duals of free right $A$-modules are free left $A$-modules. Continuing with an $A$-finite $M \in \mathcal{M}^H_A$, we conclude that $M^t$ is a free $A$-module for $t$ as above. The proof of (ii) and (iii) is now completed by Lemmas 2.4 and 2.5.
\end{proof}

Given $U \in \mathcal{M}^H$ and $V \in \mathcal{M}_A$, we regard $V \otimes U$ as a right $A \otimes H$-module with respect to the action $(v \otimes u)(a \otimes h) = va \otimes uh$ where $v \in V$, $u \in U$, $a \in A$ and $h \in H$. Then $V \otimes U$ is a right $A$-module via the algebra homomorphism $\rho : A \to A \otimes H$. Define a right $H$-module structure on the dual of $U$ by the rule $\langle u, \xi h \rangle = \langle us(h), \xi \rangle$ for $u \in U$, $\xi \in U^*$ and $h \in H$.

\begin{lemma}
For $U \in \mathcal{M}^H$ and $V, W \in \mathcal{M}_A$ there is a canonical linear injection

$$
\Phi : \text{Hom}_A(W, V \otimes U) \to \text{Hom}_A(W \otimes U^*, V)
$$

which is a bijection whenever dim $U < \infty$. More generally, let $X \subset U$ be any finite dimensional subspace. Then $\Phi$ establishes a bijective correspondence between the $A$-module homomorphisms $W \to V \otimes U$ whose image is contained in $V \otimes X$ and the $A$-module homomorphisms $W \otimes U^* \to V$ which factor through $W \otimes X^*$.
\end{lemma}

\begin{proof}
Assigning the composite $W \otimes T^* \xrightarrow{\theta \otimes id} V \otimes T \otimes T^* \xrightarrow{id \otimes ev_T} V$ to each linear map $\theta : W \to V \otimes T$, where $T$ is any vector space and $ev_T : T \otimes T^* \to k$ the
evaluation map \( t \otimes \xi \mapsto \langle t, \xi \rangle \), we obtain a linear map
\[
\Phi_T : \text{Hom}(W, V \otimes T) \to \text{Hom}(W \otimes T^*, V).
\]
Clearly \( \Phi_T \) is injective. If \( \dim T < \infty \), then \( \Phi_T \) is bijective.

Note that \( ev_U : U \otimes U^* \to k \) is a morphism in \( \mathcal{M}_H \), and it follows that the map
\( \Phi_U(\theta) : W \otimes U^* \to V \) is a morphism in \( \mathcal{M}_A \) whenever so is \( \theta : W \to V \otimes U \). Since the maps \( \Phi_T \) are natural in \( T \), we see that \( \Phi_U \) induces a bijection between the linear maps \( W \to V \otimes U \) whose image is contained in \( V \otimes X \) and the linear maps \( W \otimes U^* \to V \) vanishing on \( W \otimes X^\perp \) where \( X^\perp \) denotes the kernel of the restriction map \( U^* \to X^* \). Suppose that \( \eta : W \otimes U^* \to V \) is a morphism in \( \mathcal{M}_A \) such that \( \eta(W \otimes X^\perp) = 0 \), and let \( \theta = \Phi_U^{-1}(\eta) \). One computes \( \theta \) by the formula
\[
\theta(w) = \sum_{i=1}^{n} \eta(w \otimes e_i^*) \otimes e_i \quad \text{for } w \in W
\]
where \( e_1, \ldots, e_n \) is any basis for \( X \) and \( e_1^*, \ldots, e_n^* \in U^* \) any linear functions whose restrictions to \( X \) give the dual basis for \( X^* \). Let us fix \( a \in A \) and check that \( \theta(wa) = \theta(w)a \) for every \( w \in W \). There exists a finite dimensional subspace \( Z_n \subset H \) such that \( \rho(a) \in A \otimes Z_n \) and \( (\rho \otimes \text{id}) \circ \rho(a) \in A \otimes Z_n \otimes Z_n \). Extend the chosen basis for \( X \) to a basis \( e_1, \ldots, e_m (m \geq n) \) for the subspace \( Y = Xs(Z_n) + X \subset U \). Lift the elements of the dual basis for \( Y^* \) to some linear functions \( e_1^*, \ldots, e_m^* \in U^* \). If \( i > n \), then \( e_i^* |_X = 0 \), whence \( \eta(W \otimes e_i^*) = 0 \). If \( y \in Y \), then we have \( \sum_{i=1}^{m} \langle y, e_i^* \rangle e_i = y \).

In particular, this holds for elements \( y \) in \( X \) and in \( Xs(Z_n) \). It follows that
\[
\sum_{(a)} \sum_{i=1}^{m} wa_{(0)} \otimes \langle x, e_i^* a_{(1)} \rangle e_i a_{(2)} = \sum_{(a)} \sum_{i=1}^{m} wa_{(0)} \otimes \langle xs(a_{(1)}), e_i^* \rangle e_i a_{(2)}
\]
\[
= \sum_{(a)} wa_{(0)} \otimes xs(a_{(1)}) a_{(2)}
\]
\[
= wa \otimes x = \sum_{i=1}^{m} wa \otimes \langle x, e_i^* \rangle e_i
\]
in \( W \otimes U \) for all \( x \in X \). This shows that
\[
\sum_{(a)} \sum_{i=1}^{m} wa_{(0)} \otimes e_i^* a_{(1)} \otimes e_i a_{(2)} - \sum_{i=1}^{m} wa \otimes e_i^* \otimes e_i \in W \otimes X^\perp \otimes U \subset \text{Ker } \eta \otimes U,
\]
and so
\[
\theta(wa) = \sum_{i=1}^{n} \eta(wa \otimes e_i^*) \otimes e_i = \sum_{i=1}^{m} \eta(wa \otimes e_i^*) \otimes e_i
\]
\[
= \sum_{(a)} \sum_{i=1}^{m} \eta(wa_{(0)} \otimes e_i^* a_{(1)}) \otimes e_i a_{(2)}
\]
\[
= \sum_{(a)} \sum_{i=1}^{m} \eta(w \otimes e_i^*) a_{(0)} \otimes e_i a_{(1)}
\]
\[
= \sum_{i=1}^{m} (\eta(w \otimes e_i^*) \otimes e_i) a = \theta(w)a.
\]
Thus \( \theta : W \to V \otimes U \) is a morphism in \( \mathcal{M}_A \). \(\square\)
Lemma 4.4. Let $U \in \mathcal{M}_H$ and $V \in \mathcal{M}_A$. If $V$ is an injective $A$-module, then so too is $V \otimes U$ provided that either $\dim U < \infty$ or $A$ is a right Noetherian ring, finitely generated as a right $A^H$-module.

Proof. We have to show that, whenever $W'$ is a submodule of $W \in \mathcal{M}_A$, every morphism $\theta' : W' \to V \otimes U$ in $\mathcal{M}_A$ can be extended to a morphism $\theta : W \to V \otimes U$. Lemma 4.3 provides $\eta' = \Phi(\theta')$ which is a morphism $W' \otimes U^* \to V$ in $\mathcal{M}_A$. As $V$ is injective and $W' \otimes U^*$ is an $A$-submodule of $W \otimes U^*$, we can extend $\eta'$ to a morphism $\eta : W \otimes U^* \to V$ in $\mathcal{M}_A$. If $\dim U < \infty$, we have $\eta = \Phi(\theta)$ for some morphism $\theta : W \to V \otimes U$ in $\mathcal{M}_A$, and this $\theta$ extends $\theta'$. The same argument works in general as long as we can find an extension $\eta$ vanishing on $W \otimes Y^\perp$ for some finite dimensional subspace $Y \subset U$.

Suppose further that $A$ is a right Noetherian ring, finitely generated as a right $A^H$-module. We may assume that $W'$ is a finitely generated $A$-module. Indeed, by Baer’s criterion [11, Th. 5.7.1] it suffices to consider the case where $W = A$ and $W'$ is a right ideal of $A$. Now $W'$ is also finitely generated as a right $A^H$-module. Let $w_1, \ldots, w_n$ generate $W'$ over $A^H$. There exists a finite dimensional subspace $X \subset U$ such that $\theta'(w_i) \in V \otimes X$ for all $i = 1, \ldots, n$. As $\theta'(w_i a) = \theta'(w_i) \cdot (a \otimes 1)$ for $a \in A^H$, we have $\theta'(W') \subset V \otimes X$. This implies that $\eta'(W' \otimes X^\perp) = 0$. By a similar argument $\rho(A) \subset A \otimes Z$ for some finite dimensional subspace $Z \subset H$. Put $Y = Xs(Z) \subset U$. Since $\rho(1) = 1 \otimes 1$, we must have $1 \in Z$, and therefore $X \subset Y$. If $x \in X$, $\xi \in Y^\perp$ and $h \in Z$, then $(x, \xi h) = (xs(h), \xi) = 0$, which shows that $Y^\perp Z \subset X^\perp$. Denote by $N \subset W \otimes U^*$ the $A$-submodule generated by $W \otimes Y^\perp$. Then

$$N = (W \otimes Y^\perp) \cdot (A \otimes Z) \subset W \otimes X^\perp.$$ Put $N' = N \cap (W' \otimes U^*)$. We see that $N' \subset W' \otimes X^\perp$, and therefore $\eta'(N') = 0$. Now $(W' \otimes U^*)/N'$ is embedded into $(W \otimes U^*)/N$ as an $A$-submodule. By injectivity of $V$, the morphism $(W' \otimes U^*)/N' \to V$ in $\mathcal{M}_A$ induced by $\eta'$ extends to a morphism $(W \otimes U^*)/N \to V$. The latter gives the desired $\eta$. □

Theorem 4.5. Let $A$ be a semilocal right Noetherian $H$-simple $H$-comodule algebra satisfying (C). If $A$ is finitely generated as a right $A^H$-module, then $A$ is a quasi-Frobenius ring, that is, left and right Artinian, and left and right selfinjective.

Proof. For each $V \in \mathcal{M}_A$ we regard $V \otimes H$ as an object of $\mathcal{M}_A^H$ letting $A$ operate via $\rho : A \to A \otimes H$ and taking $\text{id} \otimes \Delta : V \otimes H \to V \otimes H \otimes H$ as a comodule structure. If $M \in \mathcal{M}_A^H$, then $\rho_M = M \to M \otimes H$ is a morphism in $\mathcal{M}_A^H$ [6, Example 1.1]. In fact $\rho_M$ is injective as its composite with $\text{id} \otimes \varepsilon : M \otimes H \to M$ is the identity transformation of $M$. Let $E$ be an injective hull of $A$ in $\mathcal{M}_A$. The composite

$$\varphi : A \xrightarrow{\rho} A \otimes H \hookrightarrow E \otimes H$$

is a monomorphism in $\mathcal{M}_A^H$. Since $(E \otimes H)/\varphi(A) \in \mathcal{M}_A^H$ is a projective $A$-module by Theorem 3.5, $\varphi$ is a split monomorphism in $\mathcal{M}_A$. However, $E \otimes H$ is an injective object of $\mathcal{M}_A$ by Lemma 4.4. Hence so too is $A$. It remains to recall that every right Noetherian right selfinjective ring is quasi-Frobenius [11, Th. 13.2.1]. □

5. COACTIONS OF FINITE DIMENSIONAL HOPF ALGEBRAS

Let $A$ be an $H$-comodule algebra. When $H$ is finite dimensional we can improve Theorem 4.5 and derive some other conclusions. First comes an observation valid for any $H$. 
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Lemma 5.1. Let $\alpha : A \to B$ be an algebra homomorphism where $B$ is any associative algebra. Consider $B \otimes H$ as an $H$-comodule algebra with respect to the comodule structure $\operatorname{id} \otimes \Delta : B \otimes H \to B \otimes H \otimes H$. Then:

(i) $\varphi = (\alpha \otimes \operatorname{id}) \circ \rho$ is a homomorphism of $H$-comodule algebras $A \to B \otimes H$,

(ii) $\Ker \varphi$ is the largest $H$-costable ideal of $A$ contained in $\Ker \alpha$,

(iii) if $\alpha(A) = B$, then $B \otimes H = \varphi(A) \cdot (1 \otimes H)$,

(iv) if $\alpha(A) = B$ and $H$ has a bijective antipode, then $B \otimes H = (1 \otimes H) \cdot \varphi(A)$.

Proof. Clearly $\varphi$ is a composite of two algebra homomorphisms. The commutative diagram

\[
\begin{array}{ccc}
A & \xrightarrow{\rho} & A \otimes H \\
\downarrow \rho & & \downarrow \alpha \otimes \id \\
A \otimes H & \xrightarrow{\id \otimes \Delta} & B \otimes H \otimes H
\end{array}
\]

shows that $(\varphi \otimes \id) \circ \rho = (\id \otimes \Delta) \circ \varphi$, i.e., $\varphi$ respects the comodule structures as well. Now $\Ker \varphi$ is an $H$-costable ideal of $A$. On the other hand, the composite of $\varphi$ with $\id \otimes \epsilon : B \otimes H \to B$ coincides with $\alpha$. Hence $\Ker \varphi \subseteq \Ker \alpha$. Conversely, $\varphi(I) = 0$ whenever $I$ is an ideal of $A$ such that $\alpha(I) = 0$ and $\rho(I) \subseteq I \otimes H$. Given $a \in A$ and $h \in H$, we have

\[
a \otimes h = \sum_{(a)} a_{(0)} \otimes (a_{(2)}) s(a_{(1)}) h = \sum_{(a)} \rho(a_{(0)}) \cdot (1 \otimes s(a_{(1)}) h) \in \rho(A) \cdot (1 \otimes H),
\]

\[
a \otimes h = \sum_{(a)} a_{(0)} \otimes h s^{-1}(a_{(2)}) a_{(1)} = \sum_{(a)} (1 \otimes h s^{-1}(a_{(1)}) \cdot \rho(a_{(0)}) \in (1 \otimes H) \cdot \rho(A)
\]

in $A \otimes H$. Applying the homomorphism $\alpha \otimes \id : A \otimes H \to B \otimes H$, we deduce (iii) and (iv). \qed

Part (ii) of the next result can be viewed as a generalization of the fact proved in [18] according to which all Frobenius right coideal subalgebras of a semisimple Hopf algebra are themselves semisimple. Corollary 5.3 is close in spirit to Linchenko’s result [15] which shows that, under restrictions on char $k$, the Jacobson radical of a finite dimensional $H$-module algebra for an involutory Hopf algebra is $H$-stable. Extension of the latter work to polynomial identity module algebras appeared in [16]. It will be assumed in the rest of this section that $\dim H < \infty$.

Theorem 5.2. If $A$ is right Noetherian and there exists $P \in \operatorname{Max} A$ such that $A/P$ is left Artinian and $P$ contains no nonzero $H$-costable ideals of $A$, then:

(i) $A$ is $H$-simple and is a quasi-Frobenius ring,

(ii) $A$ is semisimple Artinian provided that so is $H$.

Proof. Define the algebra homomorphism $\varphi : A \to A/P \otimes H$ taking $B = A/P$ and $\alpha : A \to B$ as the canonical homomorphism in Lemma 5.1. Then $\Ker \varphi$ is an $H$-costable ideal of $A$ contained in $P$. Hence $\Ker \varphi = 0$ by the hypotheses.

We will regard $M = A/P \otimes H$ as an $(A/P, A)$-bimodule letting $A$ and $A/P$ operate on $M$ via $\varphi$ and the canonical isomorphism $A/P \to A/P \otimes 1$, respectively. Since the ring $A/P$ is left Artinian, it has finite length as a left module over itself (e.g., [11 Cor. 9.3.12]). Then so too does the finitely generated left $A/P$-module $M$. By Lemma 5.1 $M$ is a finitely generated right $A$-module (as the antipodes of finite dimensional Hopf algebras are bijective). The latter module is therefore
Noetherian. Applying Lenagan’s Theorem [23 Th. 4.1.6] with left and right sides interchanged, we conclude that the right \( A \)-module \( M \) has finite length. Since \( \varphi \) is injective, \( A \) has to be right Artinian. Then \( A \) is semilocal [11 Cor. 9.2.3]. For any ideal \( I \) of \( A \) the ring \( A/I \otimes H \) is right Artinian, as it is finitely generated as a right module over \( A/I \otimes 1 \). Therefore \( A \) satisfies (C). Proposition 3.7 shows that \( A \) is \( H \)-simple. To complete the proof of (i) we can proceed as in Theorem 4.5 (Lemma 4.4 still works).

As in Theorem 4.5 we have \( V \otimes H \in \mathcal{M}_A^H \), and so \( V \otimes H \) is a projective \( A \)-module, for any \( V \in \mathcal{M}_A \). Suppose that \( H \) is semisimple. Then any cyclic right \( H \)-module \( U \) is a direct summand of \( H \) in \( \mathcal{M}_H \), whence \( V \otimes U \) is a direct summand of \( V \otimes H \) in \( \mathcal{M}_A \). Taking \( U = k \), we see that \( V \cong V \otimes k \) is a direct summand of a free \( A \)-module. In other words, all right \( A \)-modules are projective, whence (ii).

**Corollary 5.3.** Denote \( J = \bigcap_{P \in \mathcal{F}} P \) where \( \mathcal{F} \) is the set of all maximal ideals \( P \) of \( A \) such that the factor ring \( A/P \) is left Artinian. If \( A \) is right Noetherian and \( H \) is semisimple, then \( J \) is an \( H \)-costable ideal of \( A \).

**Proof.** For each \( P \in \mathcal{F} \) denote by \( I_P \) the largest \( H \)-costable ideal of \( A \) contained in \( P \). The \( H \)-comodule algebra \( A/I_P \) has no nonzero \( H \)-costable ideals contained in \( P/I_P \). Theorem 5.2(ii) then shows that \( A/I_P \) is semisimple Artinian. In particular, \( I_P \) coincides with the intersection of those \( Q \in \text{Max } A \) for which \( I_P \subset Q \). For each \( Q \) appearing here the factor ring \( A/Q \) is simple Artinian so that \( Q \in \mathcal{F} \). Hence \( J \subset I_P \subset P \) for each \( P \). It follows that \( J = \bigcap_{P \in \mathcal{F}} I_P \), and we are done.

**Proposition 5.4.** Suppose that \( A \) is \( H \)-simple and \( \dim A < \infty \). Let \( V \) be a finite dimensional and \( W \) a simple right \( A \)-module. Denoting \( D = \text{End}_A W \), we have

\[
(\dim D)(\dim A) \mid (\dim V)(\dim W)(\dim H).
\]

**Proof.** Under present hypotheses \( D \) is a skew field and \( W \) a finite dimensional vector space over \( D \). Let \( t = \dim_D W \), and let \( Q \in \text{Max } A \) be the annihilator of \( W \) in \( A \). Note that \( A/Q \) is a simple Artinian ring such that \( A/Q \cong W^t \) in \( \mathcal{M}_A \). As before \( M = V \otimes H \) may be regarded as an object of \( \mathcal{M}_A^H \). The \( A/Q \)-module \( (M/MQ)^t \) is free since its length is divisible by \( t \). Theorem 3.5 shows that \( M^t \) is a free \( A \)-module, whence \( \dim A \) divides \( t(\dim M) \). It remains to observe that \( (\dim D)t = \dim W \) and \( \dim M = (\dim V)(\dim H) \).

The previous result was proved in [12 Th. 2.2] under the additional assumptions that \( k \) is algebraically closed of characteristic zero, \( H \) is semisimple, \( A^H = k \) and \( V = W \).

6. Finite dimensional coideal subalgebras

Let \( A \subset H \) be a right coideal subalgebra. The opposite multiplication in \( H \) and the same comultiplication produce a bialgebra \( H^{op} \) which contains \( A^{op} \) as a right coideal subalgebra. All conclusions of the next result do not change when the pair \( A, H \) is replaced with \( A^{op}, H^{op} \). Consequently, Theorem 6.1 is valid not only when \( H \) is a Hopf algebra but also when \( H \) is a bialgebra for which \( H^{op} \) has an antipode. Bialgebras with the latter property appeared in the literature under the name of **anti-Hopf algebras**. The same extension applies to Theorem 4.2.
Theorem 6.1. Let $H$ be a weakly finite (anti-)Hopf algebra and $A \subset H$ a finite dimensional right coideal subalgebra. Denote $D = H/HA^+$ and $D' = H/A^+H$ where $A^+ = \operatorname{Ker} \varepsilon|_A$. Then:

1. $A$ is Frobenius and is a simple object of both $\mathcal{M}_A^H$ and $A\mathcal{M}^H$,
2. all objects of both $\mathcal{M}_A^H$ and $A\mathcal{M}^H$ are free $A$-modules,
3. there are canonical category equivalences $\mathcal{M}_A^H \simeq \mathcal{M}_A^D$ and $A\mathcal{M}^H \simeq A\mathcal{M}^D$,
4. there exist isomorphisms $H \cong D \otimes A$ in $\mathcal{D}\mathcal{M}_A$ and $H \cong A \otimes D'$ in $\mathcal{D}\mathcal{M}$. 

Proof. Recall that $H$ is a simple object of $\mathcal{M}_H^H$. If $I$ is an $H$-costable ideal of $A$, then $IH$ is an $\mathcal{M}_H^H$-subobject of $H$, so that $IH$ is either 0 or $H$. If, in addition, $I \subset A^+$, then $\varepsilon(IH) = 0$, whence $IH = 0$. We conclude that $A^+$ contains no nonzero $H$-costable ideals of $A$. Proposition 3.7 shows that $A$ is $H$-simple. Theorem 4.2 gives the first part of (i) and also (ii) since $A/A^+ \cong k$. Furthermore, $A$ is a simple object of $\mathcal{M}_H^H$ by Corollary 3.6. A similar argument works for $A\mathcal{M}^H$.

Now $H \in A\mathcal{M}^H$ is a free left $A$-module, and the first equivalence in (iii) is obtained by an application of [11 Th. 1]. If $H$ has a bijective antipode $s$, then $H^{\mathcal{O}}$ is again a Hopf algebra. As $H^{\mathcal{O}}$ is weakly finite, $H^{\mathcal{O}}$ and $A^{\mathcal{O}}$ meet the hypotheses of Theorem 6.1. The second equivalence in (iii) is then also fulfilled because $A\mathcal{M}^H = \mathcal{M}^{H^{\mathcal{O}}}_{A^{\mathcal{O}}}$ [7 (1.2)]. To prove (iii), not assuming the bijectivity of $s$ requires a different argument which will be provided in Lemma 6.2. A self-contained proof of (iv) will be offered in Lemma 6.4; it streamlines the arguments already known. Lemma 6.4 can be applied with $M = H$ since $H \in \mathcal{D}\mathcal{M}_A$ and $H \in \mathcal{D}\mathcal{M}_A$.

Remarks. For a finite dimensional $H$ it was shown by Masuoka [18] that (ii) and (iv) are each equivalent to $A$ being Frobenius, among other equivalent conditions.

In the case of a commutative $H$ the equivalence $\mathcal{M}_H^A \simeq \mathcal{M}^D$ admits an interpretation in terms of Mackey imprimitivity theory for algebraic groups and group schemes [3, 30]. The imprimitivity theorem of Koppinen and Neuvonen [12] for arbitrary finite dimensional Hopf algebras can be put into this context as well.

Isomorphisms of (iv) were christened the normal basis property. Initially this property was studied in connection with the structure of Hopf Galois extensions (e.g., [14]). Some conditions ensuring its fulfillment were given by Schneider [35]. In particular, [35 Th. 2.4] yields (iv) in the case where $\dim H < \infty$ and $A$ is a Hopf subalgebra.

According to [21 Prop. 3.2] the first isomorphism in (iv) is equivalent to the $A$-cocleanness of $H$, that is, to the existence of a morphism $H \to A$ in $\mathcal{M}_A$ invertible in the convolution algebra $\operatorname{Hom}(H, A)$. By [21 Th. 3.4] $H$ is $A$-cocleft provided that $H$ is a faithfully coflat left $D$-comodule and all objects of $\mathcal{M}_{L \otimes A}^L$ are free $L \otimes A$-modules where $L$ is an algebraic closure of $k$. The first of the two hypotheses here means that the cotensor product functor $? \otimes_D H$ is faithfully exact, which is a consequence of the first equivalence in (iii). Since $L \otimes A$ is a finite dimensional right coideal subalgebra of the Hopf algebra $L \otimes H$ over $L$, the freeness in $\mathcal{M}_{L \otimes A}^L$ is also fulfilled by (i). This proves a part of (iv) already at this stage.

Suppose that $\operatorname{char} k \neq 2$. The Hopf algebra described in [28], call it $H$, contains a grouplike element $g$ and a $3 \times 3$ matrix coalgebra $C$ with a basis $c_{ij}$ ($1 \leq i, j \leq 3$)
such that
\[ g^2 = 1, \quad gc_{ij} = \lambda_i\lambda_j c_{ij}, \quad \Delta(c_{ij}) = \sum_{l=1}^3 c_{il} \otimes c_{lj}, \quad \varepsilon(c_{ij}) = \delta_{ij} \]
where \( \lambda_1 = \lambda_2 = 1 \) and \( \lambda_3 = -1 \). In this example \( C \) is an \( \mathcal{A}\mathcal{M}^H \)-subobject of \( H \) but \( C \) is not a free left \( A \)-module. Note that \( s(c_{il})g = s(gc_{il}) = \lambda_i\lambda_is(c_{il}) \) for \( 1 \leq l, t \leq 3 \). Since
\[
\lambda_i\lambda_j s(c_{il})c_{ij} = s(c_{it})gc_{ij} = \lambda_l\lambda_ts(c_{il})c_{ij},
\]
we have \( s(c_{it})c_{ij} = 0 \) whenever \( \lambda_i\lambda_j \neq \lambda_l\lambda_t \). Using these equalities together with the identities \( \sum_i s(c_{il})c_{ij} = \delta_{ij} \) it is easy to see that the matrices
\[
X = \begin{bmatrix}
\frac{s(c_{11} + c_{13})}{s(c_{21} + c_{23})} & \frac{s(c_{12})}{s(c_{22})}
\end{bmatrix}, \quad Y = \begin{bmatrix}
\frac{c_{11} + c_{31}}{c_{21}} & \frac{c_{12} + c_{32}}{c_{22}}
\end{bmatrix}, \quad Z = \begin{bmatrix}
0 & 0 \\
23 & 0
\end{bmatrix}
\]
fulfill the equations \( XY = 1 \) and \( XZ = 0 \) in \( \text{Mat}_2(H) \). Thus \( X \) has a right inverse but no left inverse, and so \( H \) is not weakly 2-finite.

**Lemma 6.2.** Let \( H \) be any bialgebra, \( A \) its right coideal subalgebra and \( D = H/A^+ \), \( D' = H/A^+H \) quotient coalgebras. Define a functor
\[
\Phi : \mathcal{M}_A^H \rightarrow \mathcal{M}_A^D \quad (\text{resp.,} \quad \Phi : \mathcal{A}\mathcal{M}_A^H \rightarrow \mathcal{A}\mathcal{M}_A^D)
\]
by \( M \mapsto M/MA^+ \) (resp., \( M \mapsto M/A^+M \)). If \( \Phi \) is faithfully exact, then it is an equivalence. In particular, this is the case whenever all nonzero objects of \( \mathcal{M}_A^H \) (resp., \( \mathcal{A}\mathcal{M}_A^H \)) are projective generators in \( \mathcal{M}_A \) (resp., \( \mathcal{A}\mathcal{M}_A \)).

The equivalence \( \mathcal{M}_A^H \approx \mathcal{M}_A^D \) was verified in \([11, \text{Th.} 1]\) under the hypothesis that some \( N \in H\mathcal{M} \) is faithfully flat as a left \( A \)-module. If \( N \) is such a module, then the faithful exactness of \( \Phi \) follows from the isomorphisms \( M \otimes_A N \cong \Phi(M) \otimes N \) constructed in \([11]\) for all \( M \in \mathcal{M}_A^H \). However, the proof of the equivalence given there does not carry over to our present situation. We will treat \( \mathcal{A}\mathcal{M}_A^H \), thereby completing the proof of Theorem 6.1(iii). The other case is similar, as we may replace \( A, H \) with \( A^{\text{op}}, H^{\text{opp}} \).

**Proof.** The map \( \lambda : H \xrightarrow{\Delta} H \otimes H \xrightarrow{\text{can} \otimes \text{id}} D' \otimes H \) makes \( H \) into a left \( D' \)-comodule. Now \( H \) is an object of \( \mathcal{A}\mathcal{M}_A^H \), and \( \lambda \) commutes with left multiplications by elements of \( A \) and the right \( H \)-comodule structure on \( H \). For each vector space \( V \) we regard \( V \otimes H \) as an object of \( \mathcal{A}\mathcal{M}_A^H \) using available operations on the second tensorand. Define a functor \( \Psi : \mathcal{M}_A^{D'} \rightarrow \mathcal{A}\mathcal{M}_A^H \) by the rule
\[
\Psi(V) = V \square_{D'} H = \text{Ker}(V \otimes H \xrightarrow{\text{id} \otimes \lambda-\mu \otimes \text{id}} V \otimes D' \otimes H)
\]
where \( \mu : V \rightarrow V \otimes D' \) is the \( D' \)-comodule structure on \( V \in \mathcal{M}_A^{D'} \) (basic properties of cotensor products are summarized in \([10, \text{Appendix} 2]\); details can be found in \([4, \text{Ch.} 2]\)). It is immediate that \( \Psi(V) \) is an \( \mathcal{A}\mathcal{M}_A^H \)-subobject of \( V \otimes H \). For \( M \in \mathcal{A}\mathcal{M}_A^H \) and \( V \in \mathcal{M}_A^{D'} \) there are natural morphisms
\[
\Xi_M : M \rightarrow \Psi(\Phi(M)), \quad \Theta_V : \Phi(\Psi(V)) \rightarrow V.
\]
Here \( \Xi_M \) coincides with the composite \( M \xrightarrow{\text{can}} M \otimes H \xrightarrow{\text{can} \otimes \text{id}} \Phi(M) \otimes H \); one checks that \( \Xi_M \) takes values in \( \Phi(\Phi(M)) \square_{D'} H \). The map \( \text{id} \otimes \varepsilon : V \otimes H \rightarrow V \) vanishes on \( V \otimes A^+H \), and so the restriction of this map to \( \Psi(V) \) factors through \( \Phi\Psi(V) \); one takes \( \Theta_V \) to be the induced map.
We have $\Psi(D') \cong H$ by [10]. To be precise, $\lambda$ maps $H$ isomorphically onto $\Psi(D') \subset D' \otimes H$. Since $(\text{id} \otimes \varepsilon) \circ \lambda$ coincides with the canonical projection $H \to D'$, we can identify $\Theta_{D'}$ with the identity map $H/A^+H \to D'$. In other words, $\Theta_{D'}$ is an isomorphism. It is immediate from the definitions that both $\Phi$ and $\Psi$ commute with arbitrary direct sums. Therefore $\Theta_E$ is an isomorphism whenever $E \in \mathcal{M}^{D'}$ is a direct sum of an arbitrary family of copies of $D'$. Now $D'$ is an injective cogenerator in $\mathcal{M}^{D'}$ [4 Prop. 2.4.3 and Cor. 2.4.5]. This implies that each $V \in \mathcal{M}^{D'}$ is the kernel of a morphism $E \to E'$ in $\mathcal{M}^{D'}$ where both $E$ and $E'$ are direct sums of copies of $D'$. In the commutative diagram

$$
\begin{array}{ccc}
0 & \to & V \\
\theta_V & & \theta_E \\
\Phi \Psi(V) & \to & \Phi \Psi(E) \\
0 & \to & \Phi \Psi(E')
\end{array}
$$

both $\Theta_E$ and $\Theta_{E'}$ are isomorphisms. By [10] the cotensor products are left exact. In particular, $\Psi$ is left exact. Since $\Phi$ is exact, the bottom row in the diagram above is exact. It follows that $\theta_V$ is an isomorphism for any $V$.

Now let $M \in A\mathcal{M}^H$ and $V = \Phi(M)$. Denote by $K$ and $L$ the kernel and the cokernel of $\Xi_M$. By the exactness of $\Phi$ we have an exact sequence

$$
0 \to \Phi(K) \to \Phi(M) \to \Phi(\Xi_M) \to \Phi(V) \to \Phi(L) \to 0.
$$

The composite of $\Phi(\Xi_M)$ with $\Theta_V$ is just the identity map $\Phi(M) \to V$. Since $\Theta_V$ is an isomorphism, so is $\Phi(\Xi_M)$ as well. We deduce that $\Phi(K) = 0$ and $\Phi(L) = 0$. Then $K = 0$ and $L = 0$ by faithfulness of $\Phi$. Thus $\Xi_M$ is an isomorphism for any $M$ as well.

If all objects of $A\mathcal{M}^H$ are projective in $A\mathcal{M}$, then all exact sequences in $A\mathcal{M}^H$ split in $A\mathcal{M}$, whence $\Phi$ is exact. If $M \in A\mathcal{M}^H$ is a generator in $A\mathcal{M}$, then $A^+M \neq M$ so that $\Phi(M) \neq 0$. This completes the proof.

**Lemma 6.3.** Let $D$ be a coalgebra and $M \in D\mathcal{M}$. For each subcoalgebra $C \subset D$ put $M_C = \{m \in M \mid \lambda(m) \in C \otimes M\}$ where $\lambda : M \to D \otimes M$ is the given comodule structure. Then $M \cong D^n$ for some fixed $n \geq 0$ if and only if $\dim M_C = n \dim C$ for each finite dimensional subcoalgebra $C$.

**Proof.** Let $\Delta : D \to D \otimes D$ be the comultiplication and $\varepsilon : D \to k$ the counit. If $v \in D$ satisfies $\Delta(v) \in C \otimes D$, then $v = (\text{id} \otimes \varepsilon) \circ \Delta(v) \in C$. Hence $M_C \cong C^n$ whenever $M \cong D^n$. This proves one direction of the lemma. Conversely, suppose $\dim M_C = n \dim C$ for each finite dimensional $C$. If $S \subset D$ is a simple subcoalgebra and $V$ is a simple left $S$-comodule, then $S \cong V^t$ in $S\mathcal{M}$ where $t = \dim S/\dim V$. It then follows that $M_S \cong V^{nt} \cong S^n$. The socle of the $D$-comodule $M$ coincides with the sum $\sum M_S$ over all simple subcoalgebras $S \subset D$. Hence $\hom M \cong \bigoplus S^n \cong \hom D^n$ in $D\mathcal{M}$. Note that $D^n$ is an injective $D$-comodule [4 Cor. 2.4.5]. Any embedding $\hom M \to D^n$ therefore extends to a morphism $\psi : M \to D^n$ in $D\mathcal{M}$. In fact $\psi$ is injective since so is its restriction to the socle. One has $\psi(M_C) \subset C^n$ for each subcoalgebra $C$. Comparing the dimensions, we deduce that $\psi(M_C) = C^n$ whenever $\dim C < \infty$. As $D$ is a union of finite dimensional subcoalgebras, $\psi$ is surjective.

Let $D\mathcal{M}_A^H$ be the category whose objects are vector spaces together with a left $D$-comodule, a right $H$-comodule and a right $A$-module structures, such that the
$H$-comodule and $A$-module structures satisfy the compatibility condition required in $\mathcal{M}_H^D$ and these two structures commute with the $D$-comodule structure. The category $\mathcal{D}_A^H$ is defined similarly with $\mathcal{A}^H$ in place of $\mathcal{M}_H^H$. For $V \in \mathcal{D}^M$ we regard $V \otimes A$ as an object of either $\mathcal{D}^M_A$ or $\mathcal{D}^M$ so that $A$ operates by multiplications on the second tensorand and the comodule structure comes from that on $V$.

**Lemma 6.4.** Let $A$, $H$ be as in Theorem 6.1 and $D$ any coalgebra. If $M \in \mathcal{D}^H_A$ (resp. $M \in \mathcal{D}^H$) and $M/M^+_A \cong D$ (resp. $M/M^+_A \cong D$) in $\mathcal{D}^M$, then $M \cong D \otimes A$ in $\mathcal{D}^M_A$ (resp. in $\mathcal{D}^M$).

**Proof.** We consider only $\mathcal{D}^H_A$. Since $A$ is Frobenius, there exists $0 \neq x \in A$ such that $A^+x = 0$. For each subcoalgebra $C \subset D$ define $M_C$ as in Lemma 6.3. Since the $D$-comodule structure on $M$ commutes with the two other structures, $M_C$ is an $\mathcal{M}_H^D$-subobject of $M$. By Theorem 6.1 $M_C$ is a free $A$-module. Then the annihilator of $x$ in $M_C$ coincides with $M_CA^+$, and so the action of $x$ induces an isomorphism $M_C/M_CA^+ \cong M_Cx$ in $\mathcal{C}^M$. Taking $C = D$, we obtain an isomorphism $M_C \cong D$ in $\mathcal{D}^M$. Next, $M_C$ is an $A$-module direct summand of $M$ since $M/M_C \in \mathcal{M}_B^H$ is a free $A$-module. It follows that $M_Cx = M_C \cap Mx \cong C$. If $\dim C < \infty$, then $\dim M_C/M_CA^+ = \dim C$, and this number is equal to the rank of the free $A$-module $M_C$, so that $\dim M_C = (\dim C)(\dim A)$. By Lemma 6.3 $M \cong D^n$ in $\mathcal{D}^M$ where $n = \dim A$.

Suppose that $S \subset D$ is a simple subcoalgebra and $R = S^*$ the dual simple algebra. By Corollary 3.8 $B = R \otimes A$ is an $H$-simple $H$-comodule algebra with a maximal ideal $P = R \otimes A^+$. The $S$-comodule structure on objects of $\mathcal{S}^H_A$ corresponds to an $R$-module structure commuting with the $A$-module and $H$-comodule structures. In other words, $\mathcal{S}^H_A \cong \mathcal{M}_H^D$. Now we have $M_S \in \mathcal{M}_B^H$. As we have seen, $M_S/M_SP = M_S/M_SA^+ \cong S$ in $\mathcal{S}^D_B \cong \mathcal{M}_B$. Every simple finite dimensional algebra is Frobenius. Hence $S$ is a free $R$-module of rank 1. By Theorem 4.2 $M_S$ is a free $B$-module of rank 1. There then exists an $R$-submodule, i.e. an $S$-subcomodule, $U_S \subset M_S$ such that the map $U_S \otimes A \to M_S$ afforded by the $A$-module structure is bijective.

We choose such a subcomodule $U_S$ for each simple subcoalgebra $S \subset D$ and put $U = \sum SU_S$. Let $V$ be a maximal $D$-subcomodule of $M$ containing $U$ as an essential subcomodule (so that $U \cap W \neq 0$ for every $D$-subcomodule $0 \neq W \subset V$). Since $M \cong D^n$ is an injective $D$-comodule, $V$ is a direct summand of $M$ in $\mathcal{D}^M$. In particular, $V$ is an injective $D$-comodule. The canonical map $\varphi : V \otimes A \to M$ is a morphism in $\mathcal{D}^M_A$. By the choice of $U_S$ the restriction of $\varphi$ to $U_S \otimes A$ is a bijection onto $M_S$ for each $S$. The sum $\sum S MS$ over all simple subcoalgebras is direct since the $M_S$’s are the isotypic components of the socle $\text{soc}^D M$ of the $D$-comodule $M$. Hence the restriction of $\varphi$ to $U \otimes A$ is injective. As $U \otimes A$ is an essential subcomodule of $V \otimes A$, we see that $\varphi$ itself is injective. Now $V \otimes A$ is a direct sum of copies of $V$ in $\mathcal{D}^M$. It is therefore an injective $D$-comodule, whence $\text{Im} \varphi$ is a direct summand of $M$ in $\mathcal{D}^M$. On the other hand, the inclusion $\text{soc}^D M \subset \text{Im} \varphi$ entails the surjectivity of $\varphi$. Thus $\varphi$ is an isomorphism. It follows also that $V \cong M/M^+_A$ in $\mathcal{D}^M$, and we are done. \[\square\]

**Remark.** According to [33] Cor. 2.2 (with left and right sides interchanged) an object $M \in \mathcal{D}^M_A$ is isomorphic to $D \otimes A$ provided that the following two conditions are fulfilled: $M$ is injective in $\mathcal{D}^M$ and $S \boxtimes_D M \cong S \otimes A$ in $\mathcal{S}^D_A$ for each simple
subcoalgebra $S \subset D$. The verification of these conditions were two main steps in the proof of Lemma 6.4 (note that $S \triangleleft_D M \cong M_S$).

Theorem 6.1 enables us to strengthen [18, Prop. 2.10]:

**Corollary 6.5.** If $H$ is a finite dimensional Hopf algebra, then there is a bijective correspondence between the right coideal subalgebras in $H$ and $H^*$.

### 7. Dualization to module algebras

The results of section 3 have their counterparts for $H$-module algebras $A$. In fact condition (C) on comodule algebras is no longer needed. The reason is that the weak finiteness of convolution algebras is recognized by the algebra argument alone. If $A$ is semilocal, then so are all its factor rings $A/I$, which are therefore weakly finite.

**Lemma 7.1.** If $B$ is a weakly finite algebra and $C$ any coalgebra, then the convolution algebra $\text{Hom}(C, B)$ is weakly finite.

*Proof.* Note that $\text{Mat}_n(\text{Hom}(C, B)) \cong \text{Hom}(C, B_n)$ where $B_n = \text{Mat}_n(B)$. Two linear functions $C \to B_n$ coincide if and only if they have the same restriction to every finite dimensional subcoalgebra of $C$. It therefore suffices to prove that the convolution algebra $\text{Hom}(C, B_n)$ is weakly 1-finite under the assumption that $\dim C < \infty$. In this case $C^*$ is a finite dimensional algebra and $\text{Hom}(C, B_n) \cong B_n \otimes C^*$. The ring $B_n$ is a free module of finite rank over its subring isomorphic to $B$. The same is then valid for $B_n \otimes C^*$, and we may apply Proposition 2.2(e). 

Let $A$ be an $H$-module algebra and $M \in \mathcal{H}_M A$. Define $\hat{m} \in \text{Hom}(H, M)$ for each $m \in M$ by the rule $\hat{m}(h) = \varepsilon(h)m$ for $h \in H$. We then have $(\hat{m}\eta)(h) = m\eta(h)$ for $\eta \in \text{Hom}(H, A)$ and $h \in H$. In Lemmas 7.2, 7.3, 7.4 we assume that $e_1, \ldots, e_n$ generate $M$ as an $A$-module.

**Lemma 7.2.** Under previous assumptions $\hat{e}_1, \ldots, \hat{e}_n$ and $\tau(e_1), \ldots, \tau(e_n)$ are two systems of generators for the $\text{Hom}(H, A)$-module $\text{Hom}(H, M)$.

*Proof.* Let $\xi \in \text{Hom}(H, M)$. There exist $\eta_1, \ldots, \eta_n \in \text{Hom}(H, A)$ such that $\xi(h) = \sum_{i=1}^n e_i\eta_i(h)$ for all $h \in H$, and it follows that $\xi = \sum_{i=1}^n \hat{e}_i\eta_i$. Now take $m \in M$ and define $\xi$ by the rule $\xi(h) = s(h)m$. We get

$$
\varepsilon(h)m = \sum_{(h)} h_{(1)}s(h_{(2)})m = \sum_{(h)} h_{(1)} \left( \sum_{i=1}^n e_i\eta_i(h_{(2)}) \right)
$$

$$
= \sum_{i=1}^n \sum_{(h)} (h_{(1)}e_i)(h_{(2)}\eta_i(h_{(3)})) = \sum_{i=1}^n \sum_{(h)} (h_{(1)}e_i)\theta_i(h_{(2)})
$$

where $\theta_i \in \text{Hom}(H, A)$ is defined by the rule $\theta_i(h) = \sum_{(h)} h_{(1)}\eta_i(h_{(2)})$. This shows that $\hat{m} = \sum_{i=1}^n \tau(e_i)\theta_i$, and we have already checked that $\hat{e}_1, \ldots, \hat{e}_n$ generate $\text{Hom}(H, M)$.

**Lemma 7.3.** Suppose that $I$ is an ideal of $A$ such that $Ie_1, \ldots, e_n \subset I$ and the ring $A/I$ is weakly finite. Then there exists an $H$-stable ideal $K$ of $A$ such that $Ie_1, \ldots, e_n \subset K \subset I$.
Proof. Note that $\text{Hom}(H,I)$ is an ideal of $\text{Hom}(H,A)$, and the factor algebra by this ideal is isomorphic to $\text{Hom}(H,A/I)$. This factor algebra is weakly finite by Lemma 7.1. Denote by $K$ the preimage of $\text{Hom}(H,I)$ under $\tau : A \to \text{Hom}(H,A)$. Clearly $K = \{ a \in A \mid Ha \subset I \}$ so that $K$ is an $H$-stable ideal of $A$ contained in $I$.

If $\eta_1, \ldots, \eta_n \in \text{Hom}(H,A)$ are such that $\sum_{i=1}^n \hat{e}_i \eta_i = 0$, then $\sum_{i=1}^n \hat{e}_i \eta_i(h) = 0$ for all $h \in H$, and so $\eta_i(H) \subset I$ for all $i = 1, \ldots, n$. It follows that $I_{\hat{e}_1, \ldots, \hat{e}_n}$ is contained in $\text{Hom}(H,I)$. By Lemma 2.3 $I_{\tau(\hat{e}_1), \ldots, \tau(\hat{e}_n)} \subset \text{Hom}(H,I)$ as well. Suppose that $\sum_{i=1}^n \hat{e}_i x_i = 0$ for some $x_1, \ldots, x_n \in A$. Then $\sum_{i=1}^n \tau(\hat{e}_i) \tau(x_i) = 0$ in $\text{Hom}(H,M)$, which shows that $\tau(x_i) \in I_{\tau(\hat{e}_1), \ldots, \tau(\hat{e}_n)}$, yielding the inclusions $x_i \in K$ for all $i = 1, \ldots, n$. This means that $I_{\hat{e}_1, \ldots, \hat{e}_n} \subset K$. \hfill $\Box$

The proofs of Lemmas 3.3, 3.4 and Theorem 3.5 generalize without further complications to the case of module algebras:

**Lemma 7.4.** Suppose that $I$ is an ideal of $A$ such that $A/I$ is weakly finite and $I$ contains no nonzero $H$-stable ideals of $A$. If the cosets of $e_1, \ldots, e_n$ give a basis for the $A/I$-module $M/MI$, then $e_1, \ldots, e_n$ are a basis for the $A$-module $M$.

**Theorem 7.6.** Suppose that $A$ is a semilocal $H$-simple $H$-module algebra, and let $M \in \mathcal{H}M_A$ be locally $A$-finite. Then $M$ is a projective $A$-module. Moreover, $M$ is a free $A$-module if and only if $M/MQ$ is a free $A/Q$-module for at least one $Q \in \text{Max} A$.

The reader may wish to reformulate this result in terms of smash product algebras. Here $H^{\text{cop}}$ rather than $H$ has to be a Hopf algebra:

**Corollary 7.7.** Let $H$ be an anti-Hopf algebra and $A$ a semilocal $H$-simple $H$-module algebra. Then all locally $A$-finite left $A\#H$-modules are projective $A$-modules.

If an $H$-module algebra $A$ is not $H$-simple, one can ask about projectivity of localizations. To be precise, let $A$ be right Noetherian, and let $P$ be a semiprime ideal of $A$. Denote by $C_A(P) \subset A$ the preimage of the set of regular elements in $A/P$. One says that $P$ is right localizable if $C_A(P)$ is a right denominator set \[ [23], Ch. 4 \]. Denote by $A_P$ the right quotient ring of $A$ with respect to $C_A(P)$. Suppose that $P$ is right localizable and contains no nonzero $H$-stable ideals of $A$. Is $M \otimes_A A_P$ then a projective $A_P$-module for every locally $A$-finite object $M \in \mathcal{H}M_A$?

I can prove that this holds true under the assumption that all prime ideals of $A$ containing $P$ are maximal and $H$ is pointed with finitely many grouplike elements.
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