THE CAUCHY PROBLEM FOR IMPROPER AFFINE SPHERES
AND THE HESSIAN ONE EQUATION
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Abstract. We give a conformal representation for improper affine spheres which is used to solve the Cauchy problem for the Hessian one equation. With this representation, we characterize the geodesics of an improper affine sphere, study its symmetries and classify the helicoidal ones. Finally, we obtain the complete classification of the isolated singularities of the Hessian one Monge-Ampère equation.

1. Introduction

It is well known that the elliptic Monge-Ampère equations are one of the main research streams in partial differential equations. In particular, the classical Monge-Ampère equation

$$\det \left( \frac{\partial^2 u}{\partial x^i \partial x^j} \right) = 1$$

is an important inquiry topic which has generated a large quantity of work. Its interest is also clear in differential geometry. Among other applications, the graphs of these solutions can be considered as improper affine spheres in affine differential geometry (see [CY]), and they are also the integrability conditions for flat surfaces in hyperbolic 3-space (see, for instance, [GMM] or [Sp, p. 165]).

The affine spheres in the unimodular affine 3-space are the totally umbilical surfaces of the affine theory, which studies the invariant properties under the group of unimodular affine transformations. They are the basic surfaces in this theory, with constant affine mean curvature $H$ and affine normal lines that are mutually parallel for improper affine spheres, i.e. $H = 0$, or pass through a fixed point for proper affine spheres, i.e. $H \neq 0$. In contrast to the Euclidean case, the class of totally umbilical surfaces is very large, and it has been extensively investigated.

For the geometric study of the improper affine spheres we will consider its associated Cauchy problem: Find all improper affine spheres containing a prescribed curve and with a given analytic tangent plane distribution along the curve.

This problem can be considered as a generalization of the Cauchy problem for the above-mentioned Hessian one equation and it is inspired by the classical
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Björling problem for minimal surfaces in Euclidean 3-space, which was posed by E.G. Björling in 1844 and solved in 1890 by H.A. Schwarz [DHKW, pp. 120-135].

The importance of the Björling problem relies on the fact that it has been used to prove interesting geometric properties of minimal surfaces in $\mathbb{R}^3$. This has motivated the generalization of the Björling problem to other geometric theories, as well as its application to the local and global description of different families of surfaces. Among the references dealing with the classical Björling problem and its generalizations we may quote [ACM], [Bl1], [DHKW], [GMi1], [GMi2], [GMi3], [Mi], [Ni].

In affine differential geometry, a Björling type problem was first considered by W. Blaschke [Bl1] for the class of affine surfaces with vanishing affine mean curvature, i.e., surfaces with maximal affinely invariant area [Ca]. Nevertheless, his study is centered in finding all maximal affine surfaces whose affine conormal contains a given analytic strip. Thus, the prescribed initial data are related to the affine conormal of the surface and not to the surface itself, which makes it difficult to give geometric properties for the maximal affine surface. The Blaschke solution to this problem depends strongly on the vanishing of the Laplacian of the affine conormal immersion, as happens in Björling’s case for the coordinates of the minimal immersion. In contrast, we will fix initial data on the surface in order for it to be studied directly and will relate the problem to the above Monge-Ampère equation.

Thus, after some preliminaries, in Section 3 we study necessary and sufficient conditions on an analytic strip to contain an improper affine sphere and give a conformal representation which is adapted to solve the associated Cauchy problem. It is important to remark that our Weierstrass type resolution is different from the classical conformal representation for maximal affine surfaces by Blaschke [Bl2] and the one for improper affine spheres by L. Ferrer, A. Martínez and F. Milán [FMM1], [FMM2], and it is particularly useful in the study of special curves on an improper affine sphere.

As an immediate consequence, we obtain conditions on an analytic curve $\beta$ for the existence of a unique improper affine sphere containing it when the affine metric is prescribed along $\beta$. In addition, using our conformal representation, we solve explicitly the Cauchy problem for the Hessian one Monge-Ampère equation.

In Section 4 we study the geodesics of an improper affine sphere. We characterize the geodesics for the affine metric and give a necessary and sufficient condition on a curve to be the geodesic of some improper affine sphere, which can be calculated using the resolution to the Cauchy problem. Moreover, we derive a reflection principle as well as a generalized symmetry principle and show how spheres with the topology of a cylinder can be computed.

Section 5 is devoted to the classification of the helicoidal improper affine spheres, that is, those which are invariant under a 1-parameter equiaffine isometry group. For this, we observe that the orbit of a fixed point is a curve with some symmetry properties, which allows us to use the resolution to the Cauchy problem. In addition, we investigate its affine completeness, when an orbit is considered as its boundary.

In Section 6 we focus our attention on the singularities of the Hessian one Monge-Ampère equation. Two famous results by K. Jörgens [Jo1], [Jo2] showed that the surfaces of revolution provide the only entire solutions or entire solutions with an isolated singularity to this equation, up to equiaffine transformations. Recently, the
classification of the entire solutions to this equation with a finite number of isolated singularities was achieved [GMMi]. However, nothing was known about the local classification of these singularities.

We prove that there exists an explicit one-to-one correspondence between the class of local solutions to the Monge-Ampère equation with an isolated singularity and the family of planar convex regular analytic Jordan curves. For this, we need to solve a slightly more general Cauchy problem for a class of Lagrangian immersions associated to the Hessian one equation [Wo] and show how a curve of singularities of an improper affine sphere can determine the surface itself.

2. PRELIMINARIES

In this section we examine some elementary facts concerning improper affine spheres and establish some notation. We refer the reader to [CY], [LSZ] and [NS] for more detailed discussions of affine surfaces.

Let \((x^1, x^2, x^3)\) be a rectangular coordinate system in \(\mathbb{R}^3\) and \(\psi : M \rightarrow \mathbb{R}^3\) a (locally strongly convex) improper affine sphere with a possibly empty differentiable boundary. Then, up to an equiaffine transformation, we can assume that its affine normal is given by \(e^3 = (0, 0, 1)\).

Since the affine normal is transverse to the immersion, \(\psi\) can be locally seen as the graph of an analytic strongly convex function \(f(x^1, x^2)\) satisfying the Hessian one equation

\[
(2.1) \quad f_{x^1 x^1} f_{x^2 x^2} - f_{x^1 x^2}^2 = 1
\]

with \(f_{x^i x^i} > 0\) for \(i = 1, 2\). Here \(f_{x^i x^j}\) stands for \(\frac{\partial^2 f}{\partial x^i \partial x^j}\).

In such a case, the affine conormal \(N\) and the affine metric \(h\) of \(\psi\) are given by

\[
N = (-f_{x^1}, -f_{x^2}, 1),
\]

\[
h = f_{x^1 x^1} (dx^1)^2 + 2f_{x^1 x^2} dx^1 dx^2 + f_{x^2 x^2} (dx^2)^2.
\]

Now, if we consider \(M\) as a Riemann surface with the structure induced by the affine metric, then taking \(z = x^1 + if x^2\) and \(\zeta = f_{x^1} + if x^2\) one gets from \(2.1\)

\[
h = \frac{1}{f_{x^2 x^2}} |dz|^2 = \frac{1}{f_{x^1 x^1}} |d\zeta|^2,
\]

that is, \(z\) and \(\zeta\) are well-oriented conformal parameter immersions.

Finally, we observe that the graph of any solution to the Monge-Ampère equation \(2.1\) is an improper affine sphere with affine normal \(e^3\) if \(f_{x^i x^i} > 0\) for \(i = 1, 2\), or affine normal \(-e^3\) otherwise. Thus, some properties of the solutions to this equation can be deduced from the improper affine spheres and vice versa.

3. CONFORMAL REPRESENTATION FOR IMPROPER AFFINE SPHERES

In this section we give a representation for improper affine spheres in terms of holomorphic data. The representation is adapted to the resolution of the associated Cauchy problem, which can be formulated as follows:

Let \(I\) be an interval, \(\beta : I \rightarrow \mathbb{R}^3\) a regular analytic curve and \(\Pi\) an analytic distribution of planes along \(\beta\) such that \(\beta'(s) \in \Pi(s)\) for all \(s \in I\). Given a nonzero vector \(\xi\), find every improper affine sphere containing \(\beta(I)\) with tangent plane \(\Pi(s)\) at \(\beta(s)\) for all \(s \in I\) and affine normal vector \(\xi\).
If we denote by $V(s)$ the affine conormal at $\beta(s)$, we observe that the knowledge of $\Pi(s)$ and $\xi$ determine $V(s)$ since the affine conormal is orthogonal to $\Pi(s)$ and its inner product with $\xi$ is one. Obviously, the regular analytic curve $V$ determines $\Pi$.

Thus, given two regular analytic curves $\beta, V : I \to \mathbb{R}^3$ we study necessary and sufficient conditions on these curves for the existence of an improper affine sphere containing $\beta(I)$ with affine conormal map $V(s)$ at $\beta(s)$.

Now, let $\psi : M \to \mathbb{R}^3$ be an improper affine sphere with affine normal $\xi$ and affine conormal map $N : M \to \mathbb{R}^3$. If we consider a regular analytic curve $\alpha : I \to M$ and $\beta = \psi \circ \alpha$, $V = N \circ \alpha$, then $\langle \beta'(s), V(s) \rangle = 0$ because $V(s)$ is normal to the immersion; $\langle \beta''(s), V(s) \rangle = h(\beta'(s), \beta'(s)) > 0$ since the affine metric is Riemannian, and $\langle V(s), \xi \rangle = 1$.

Motivated by these facts, we say that a pair of regular analytic curves $\beta, V : I \to \mathbb{R}^3$ is admissible for a nonzero vector $\xi$ if

\[ \begin{cases} 
\langle \beta'(s), V(s) \rangle = 0, \\
\langle \beta''(s), V(s) \rangle > 0, \\
\langle \xi, V(s) \rangle = 1 
\end{cases} \quad (3.1) \]

for all $s \in I$.

Thereby, if the Cauchy problem has a solution, the pair of curves $\beta, V$ must be admissible. Conversely, we prove that this condition is sufficient to find a unique solution to the Cauchy problem. More concretely,

**Theorem 3.1.** Let $I$ be an interval and $\beta, V : I \to \mathbb{R}^3$ an admissible pair of curves for a nonzero vector $\xi$. Then there exists a unique improper affine sphere containing $\beta(I)$ with affine conormal $V(s)$ at $\beta(s)$ for all $s \in I$ and affine normal vector $\xi$.

**Proof.** Let us assume $\xi = e^3$ and take an admissible pair $\beta, V : I \to \mathbb{R}^3$ for $\xi$ with $\beta(s) = (\beta^1(s), \beta^2(s), \beta^3(s))$ and $V(s) = (V^1(s), V^2(s), 1)$. Let us suppose that there exists an improper affine sphere $\psi = (\psi^1, \psi^2, \psi^3)$ with affine conormal $N = (N^1, N^2, 1)$ containing $\beta(I)$ such that its affine conormal along $\beta$ is $V$. By the inverse function theorem there exists a local conformal parameter $z$ for the affine metric $h$, defined in a complex domain containing $I$, such that its real part is $s$, i.e. $z = s + it$.

As was proven in the above section, $\psi^1 - iN^2$ is a well-oriented conformal parameter for $h$. Thus, $(\psi^1 - iN^2)(z)$ is a holomorphic function such that $(\psi^1 - iN^2)(s) = \beta^1(s) - iV^2(s)$. Therefore, by analyticity, we have that $(\psi^1 - iN^2)(z) = \beta^1(z) - iV^2(z)$, where $\beta^1(z), V^2(z)$ denote the holomorphic extensions of $\beta^1, V^2$, respectively. This equality holds on a certain domain where the holomorphic extensions of $\beta^1$ and $V^2$ exist. Analogously, we obtain $(-N^1 + i\psi^2)(z) = -V^1(z) + i\beta^2(z)$.

Thus, one has

\[ \begin{align*}
\psi^1(z) &= \Re(\beta^1(z) - iV^2(z)), \\
\psi^2(z) &= \Im(-V^1(z) + i\beta^2(z)), \\
N^1(z) &= -\Re(-V^1(z) + i\beta^2(z)), \\
N^2(z) &= -\Im(\beta^1(z) - iV^2(z)),
\end{align*} \quad (3.2) \]

where $\Re$ and $\Im$ stand for the real and imaginary parts of a complex number, respectively.

Moreover, since $\langle \psi_z, N \rangle = 0$, it follows that $\psi^3$ can be calculated as

\[ \psi^3(z) = \psi^3(s_0) - \int_{s_0}^{z} (\psi^1_u N^1 + \psi^2_u N^2)dw + (\psi^1_u N^1 + \psi^2_u N^2)d\bar{w}, \quad (3.3) \]
with \( s_0 \in I \). Using that \( \psi^3(s_0) = \beta(s_0) \), the immersion \( \psi \) can be computed from (3.2) and (3.3) in terms of \( \beta(s) \) and \( V(s) \).

This fact proves the uniqueness part of the theorem for \( \xi = e^3 \), because the above expressions only depend on \( \beta, V \) and the parameter \( s \), but an analytic change of parameter \( s \) is nothing but a conformal change of parameter for the affine metric.

To prove existence, given an admissible pair \( \beta, V : I \rightarrow \mathbb{R}^3 \) for \( e^3 \) we define the functions \( \psi^1, \psi^2, N^1 \) and \( N^2 \) as in (3.2). These functions can be well defined in a simply connected complex domain containing \( I \) where the holomorphic extensions of \( \beta \) and \( V \) are possible, and since

\[
\frac{\partial}{\partial z}(\psi^1_1 N^1 + \psi^2_2 N^2) = \frac{\partial}{\partial \bar{z}}(\psi^1_1 N^1 + \psi^2_2 N^2),
\]

we can also define the real function

\[
(3.4) \quad \psi^3(z) = \beta^3(s_0) - \int_{s_0}^{z} (\psi^1_1 N^1 + \psi^2_2 N^2) \, dw + (\psi^1_1 N^1 + \psi^2_2 N^2) \, d\bar{w}
\]

for a fixed point \( s_0 \in I \).

It is clear that \( \psi^j(s) = \beta^j(s) \) and \( N^j(s) = V^j(s) \) for all \( s \in I, j = 1, 2 \). Thus, from (3.4),

\[
\psi^3(s) = \beta^3(s_0) - \int_{s_0}^{s} (\beta^1(r)V^1(r) + \beta^2(r)V^2(r)) \, dr = \beta^3(s)
\]

for all \( s \in I \), since the pair \( \beta, V \) is admissible for \( e^3 \).

Now, we prove that \( \psi = (\psi^1, \psi^2, \psi^3) \) is an improper affine sphere in a complex domain containing \( I \) with affine conormal \( N = (N^1, N^2, 1) \) and affine normal \( e^3 \).

First, we observe that

\[
\psi_z \wedge \psi_{\bar{z}} = (\psi^1_1 \psi^2_2 - \psi^1_2 \psi^2_1) \, N = 2i \Im (\psi^1_2 \psi^2_1) \, N,
\]

where

\[
\Im (\psi^1_2 \psi^2_1) (s) = -\frac{1}{4} \langle \beta''(s), V(s) \rangle < 0,
\]

and where by \( \wedge \) we denote the cross product in \( \mathbb{R}^3 \). This implies that \( \psi \) is an immersion in a complex neighbourhood of \( I \) with normal direction given by \( N \).

Since the third coordinate immersion of \( N \) is nonzero, \( \psi \) can be locally considered as a graph with respect to the plane \( \Pi_0 = \{ (x^1, x^2, x^3) \in \mathbb{R}^3 : x^3 = 0 \} \). Thus, if we take the local parameters \( (x, y) = (\psi^1, \psi^2) \), then a straightforward computation shows that

\[
\psi^3_x = -N^1, \quad \psi^3_y = -N^2 \quad \text{and} \quad \psi^3_{xx} \psi^3_{yy} - (\psi^3_{xy})^2 = 1
\]

with \( \psi^3_x, \psi^3_y > 0 \). Therefore, \( \psi \) is an improper affine sphere with affine conormal \( N \) and affine normal \( e^3 \).

This completes the proof for \( \xi = e^3 \). The general case for an arbitrary \( \xi \) can be easily deduced from the above one.

From now on, without loss of generality, we will assume that, up to an equiaffine transformation, the affine normal is \( e^3 \). Thus, from the above theorem we have the following conformal representation.

**Theorem 3.2.** Let \( I \) be an interval and \( \beta, V : I \rightarrow \mathbb{R}^3 \) an admissible pair of curves for \( e^3 \). Then, the unique improper affine sphere \( \psi = (\psi^1, \psi^2, \psi^3) \) containing
\[ N^1(z) = -\Re \left( -V^1(z) + i\beta^2(z) \right), \]
\[ N^2(z) = -\Im \left( \beta^1(z) - iV^2(z) \right), \]
\[ \psi^1(z) = \Re \left( \beta^1(z) - iV^2(z) \right), \]
\[ \psi^2(z) = \Im \left( -V^1(z) + i\beta^2(z) \right), \]
\[ \psi^3(z) = \beta^3(s_0) - \int_{s_0}^z (\psi^1_w N^1 + \psi^2_w N^2) \, dw + (\psi^1_w N^1 + \psi^2_w N^2) \, d\bar{w}, \]

where \( s_0 \in I \) is a fixed point and \( N = (N^1, N^2, 1) \) is its affine conormal. Moreover, its affine metric \( h \) is given by
\[ h = -\Re \left( \left( \beta^1_z - iV^2_z \right) \left( \overline{V^1_z + i\beta^2_z} \right) \right) |dz|^2. \]

**Proof.** We only need to compute the affine metric of the improper affine sphere, that is,
\[ h(\psi_z, \psi_z) = \langle \psi_{zz}, N \rangle = -\langle \psi_z, N_z \rangle = 0, \]
\[ h(\psi_z, \overline{\psi_z}) = \langle \psi_{zz}, N \rangle = \psi^3_{zz}. \]

Thus, using the last equation in (3.5),
\[ \psi^3_{zz} = -\frac{1}{2} \Re \left( \left( \beta^1_z - iV^2_z \right) \left( \overline{V^1_z + i\beta^2_z} \right) \right) \]
and the theorem follows. \( \square \)

**Remark 3.1.** Although the conformal resolution given in the above theorem is local, it is clear that the global solution can be found by analytic continuation.

It is interesting to observe that for an admissible pair of curves \( \beta, V \), the value of \( V \) is determined, in some cases, in terms of the affine metric along \( \beta \). More explicitly,

**Lemma 3.1.** Let \( I \) be an interval and \( \beta, V \) an admissible pair of curves for \( e^3 \). Let us consider the analytic function \( m(s) = \langle \beta''(s), V(s) \rangle, s \in I \). If there exists \( s_0 \in I \) such that \( \det(\beta'(s_0), \beta''(s_0), e^3) \neq 0 \), then \( V \) can be calculated in terms of \( \beta \) and \( m \).

**Proof.** Since \( \det(\beta'(s_0), \beta''(s_0), e^3) \neq 0 \) we obtain that \( \det(\beta'(s), \beta''(s), e^3) \neq 0 \) in a neighbourhood of \( s_0 \). Thus, using that the pair is admissible, the system of linear equations with variable \( V(s) \),
\[
\begin{cases}
\langle \beta'(s), V(s) \rangle &= 0, \\
\langle \beta''(s), V(s) \rangle &= m(s), \\
\langle e^3, V(s) \rangle &= 1,
\end{cases}
\]

(3.6)
can be solved in the above neighbourhood of \( s_0 \), with a unique solution. Thereby, \( V \) is determined around \( s_0 \) and globally determined by analyticity. \( \square \)

If we write \( \beta = (\beta^1, \beta^2, \beta^3) \), we have \( \det(\beta', \beta'', e^3) = \beta^1' \beta^2'' - \beta^2' \beta^1'' \). Then, \( \beta^1' \beta^2'' - \beta^2' \beta^1'' \neq 0 \) if and only if the planar curve \( (\beta^1, \beta^2) \) has nonzero Euclidean curvature.

Therefore, the condition \( \det(\beta'(s_0), \beta''(s_0), e^3) \neq 0 \) is equivalent to saying that the affine projection of \( \beta \) in the direction of \( e^3 \) on a transversal plane (and, hence, on every transversal plane) is a locally strongly convex curve at \( s_0 \).
As a converse of the lemma we have

**Proposition 3.1.** Let $I$ be an interval and $\beta : I \rightarrow \mathbb{R}^3$ a regular analytic curve such that $\det(\beta'(s), \beta''(s), e^3) \neq 0$ for all $s \in I$. Then, given a positive analytic function $m : I \rightarrow \mathbb{R}^+$ there exists a unique improper affine sphere containing $\beta(I)$ and satisfying $h(\beta'(s), \beta''(s)) = m(s)$, $s \in I$, where $h$ denotes its affine metric.

**Proof.** Bearing in mind that $h(\beta'(s), \beta''(s)) = (\beta'''(s), V(s))$, the proof of this result is an easy consequence of (3.6) and Theorem 3.1.

**Example 3.1.** Let us consider $\beta : \mathbb{R} \rightarrow \mathbb{R}^3$ given by $\beta(s) = (b_0 \cos s, b_0 \sin s, 0)$ with $b_0 > 0$ and $m(s) = m_0 > 0$. Then Proposition 3.1 assures the existence of a unique improper affine sphere $\psi = (\psi^1, \psi^2, \psi^3)$ containing the circle $\beta(\mathbb{R})$ with constant affine metric $m_0$ on $\beta(\mathbb{R})$. This example provides us every improper affine sphere of revolution (see Section 5), which can be calculated from (3.6) and Theorem 3.2.

That is,

$$V(s) = (-\frac{m_0}{b_0} \cos s, -\frac{m_0}{b_0} \sin s, 1)$$

and

$$\psi^1(s, t) = b_0 \cos s \cosh t - \frac{m_0}{b_0} \cos s \sinh t,$$

$$\psi^2(s, t) = -\frac{m_0}{b_0} \sin s \sinh t + b_0 \sin s \cosh t,$$

$$\psi^3(s, t) = -\frac{1}{4b_0^2} \left(2(m_0^2 - b_0^4)t - 2m_0b_0^2 \cosh(2t) + (m_0^2 + b_0^4) \sinh(2t)\right) - \frac{m_0}{2},$$

where we have used the holomorphic extensions of $\cos s$ and $\sin s$, i.e.,

$$\cos z = \cos s \cosh t - i \sin s \sinh t,$$

$$\sin z = \sin s \cosh t + i \cos s \sinh t$$

for $z = s + it$.

**Remark 3.2.** Let us consider the regular analytic curve $\beta : \mathbb{R} \rightarrow \mathbb{R}^3$ given by $\beta(s) = (\cos s, \sin s, \sin s)$. In this case $\det(\beta'(s), \beta''(s), e^3) = \cos s$ and, so, if we take $m(s) = 1$ for all $s \in \mathbb{R}$, then from (3.6) we have

$$V(s) = (-\frac{1}{\cos s} - \tan s, -\cos s - (1 + \sin s) \tan s, 1), \quad s \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right].$$

This proves that the condition $\det(\beta'(s), \beta''(s), e^3) \neq 0$ at any point in Proposition 3.1 cannot be relaxed, since it is not possible to define $V$ in $\mathbb{R}$.

Now, our aim is to solve the Cauchy problem for the classical Monge-Ampère equation

$$\begin{cases}
    f_{xx}f_{yy} - f_{xy}^2 = 1, \\
    f(x, 0) = a(x), \\
    f_y(x, 0) = b(x),
\end{cases} \quad (3.7)$$

where $a, b$ are two analytic functions defined on an interval $I$ and $f$ is defined on a domain in the $(x, y)$-plane containing $I \times \{0\}$.

Note that $a''(x)$ must be different from zero in order for the Monge-Ampère equation to be satisfied. Thereby, without loss of generality, changing $f$ to $-f$ if necessary, we can assume $a''(x) > 0$ for all $x \in I$. 
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Bearing in mind that the graph of a solution of the Monge-Ampère equation can be locally seen as an improper affine sphere, one has

**Theorem 3.3.** There exists a unique solution to the Cauchy problem (3.7) in a neighbourhood of \( I \times \{0\} \) given by

\[
\begin{align*}
f(x, y) &= a(x_0) + \frac{1}{2} \int_{x_0}^x \left\{ \Re(a'(w)(1 + ib'(w))) - i \Im(w + ib(w)) a''(w) \right\} \, dw \\
    &\quad + \left\{ \Re(a'(w))(1 - ib'(w)) + i \Im(w + ib(w)) a''(w) \right\} \, d\bar{w}
\end{align*}
\]

with

\[
x(z) = \Re(z) - \Im(b(z)), \quad y(z) = \Im(a'(z)).
\]

Here, \( a(z) \) and \( b(z) \) are holomorphic extensions of \( a(x) \) and \( b(x) \), respectively, and \( x_0 \in I \) is a fixed point.

**Proof.** It is easy to convince oneself that solving the Cauchy problem (3.7) is equivalent to solving the Cauchy problem for improper affine spheres and admissible data \( \beta(s) = (s, 0, a(s)), V(s) = (-a'(s), -b(s), 1), s \in I, \) for \( \xi = e^3 \) (see Section 2).

Then, the result follows from Theorem 3.1 and Theorem 3.2. \( \square \)

4. **Some applications**

It is well known that a curve of an improper affine sphere is a pre-geodesic for the induced connection if and only if the affine projection of the curve in the direction of the affine normal \( \xi \) on a transversal plane lies in a line (see, for instance, [NS]). Here, we mean by pre-geodesic a geodesic up to reparametrizations.

We use the resolution to the Cauchy problem in order to characterize the geodesics of an improper affine sphere for the affine metric and to study what are the conditions that a given curve must satisfy to be the geodesic of some improper affine sphere.

**Theorem 4.1.** Let \( M \) be a Riemann surface and \( \psi : M \to \mathbb{R}^3 \) an improper affine sphere with affine conormal \( N : M \to \mathbb{R}^3 \). If we consider a regular analytic curve \( \alpha : I \to M \) from an interval \( I \) and take \( \beta = \psi \circ \alpha, V = N \circ \alpha \), then \( \beta \) is a pre-geodesic for the affine metric iff \( \det(\beta'(s), \beta''(s), e^3) + \det(V'(s), V''(s), e^3) = 0 \) for all \( s \in I \).

**Proof.** Using Theorem 3.2 we have a conformal parameter \( z = s + it \), defined in a neighbourhood containing \( I \), for the affine metric \( h \) such that \( \psi = \beta \) for \( z = s \).

If we denote by \( \nabla \) the Levi-Civita connection of \( h \), then \( \beta \) is a pre-geodesic if and only if \( \nabla_{\beta'(s)}\beta'(s) \) is proportional to \( \beta'(s) \). Or equivalently,

\[
0 = h \left( \nabla + \frac{\partial}{\partial z} \frac{\partial}{\partial \bar{z}} \frac{\partial}{\partial t} \right) = -\frac{1}{2} \frac{\partial}{\partial t} h \left( \frac{\partial}{\partial s} \frac{\partial}{\partial \bar{z}} \right) = -\frac{\partial}{\partial t} h \left( \frac{\partial}{\partial z} \frac{\partial}{\partial \bar{z}} \right)
\]

along \( \beta(s) \), that is,

\[
\Im \left( \frac{\partial}{\partial z} h \left( \frac{\partial}{\partial \bar{z}} \frac{\partial}{\partial \bar{z}} \right) \right) = 0
\]

for all \( z = s \in I \).

Thus, deriving with respect to \( z \) the expression of \( h \) given in Theorem 3.2 and evaluating at \( z = s \) one has that the imaginary part of

\[
\left( \beta''(s) - i V^{2n}(s) \right) \left( V^{1l}(s) + i \beta''(s) \right) + \left( \beta'(s) + i V^{2l}(s) \right) \left( V^{1n}(s) - i \beta''(s) \right)
\]
must vanish identically. That is,
\[ 0 = \beta''(s)\beta''(s) - \beta''(s)\beta'(s) + V'(s)V''(s) - V'V''(s)V'(s) \]
\[ = \det(\beta'(s),\beta''(s),e^{3}) + \det(V'(s),V''(s),e^{3}), \]
as we wanted to prove.

Bearing in mind that a pre-geodesic \( \beta \) is a geodesic if and only if
\[ 0 = h(\nabla_{\beta'(s)}\beta'(s),\beta'(s)) = \frac{\partial}{\partial s} h(\beta'(s),\beta'(s)), \]
one has

**Corollary 4.1.** Let \( I \) be an interval and \( \beta : I \to \mathbb{R}^{3} \) a regular analytic curve.
Then \( \beta \) is the geodesic of some improper affine sphere for the affine metric if and only if there exists a regular analytic curve \( V : I \to \mathbb{R}^{3} \) satisfying
\[
\begin{cases}
\langle \beta'(s), V(s) \rangle = 0 \\
\langle \beta''(s), V(s) \rangle = c_{0} \\
\langle e^{3}, V(s) \rangle = 1
\end{cases}
\]
for a positive constant \( c_{0} \), such that \( \det(\beta'(s),\beta''(s),e^{3}) + \det(V'(s),V''(s),e^{3}) = 0 \).

**Example 4.1.** It is easy to check that the curve \( \beta(s) = (\cos s, \sin s, 0) \) cannot be a geodesic of an improper affine sphere for the affine metric. The only curve \( V \) verifying (4.1) is \( V(s) = (-\cos s, -\sin s, 1) \). But,
\[ \det(\beta'(s),\beta''(s),e^{3}) + \det(V'(s),V''(s),e^{3}) = 1 + c_{0}^{2}. \]

However, for the curve \( \beta(s) = (\cosh s, \sinh s, 0) \) there exists a unique improper affine sphere having \( \beta \) as a geodesic for the affine metric which can be calculated by taking \( V(s) = (\cosh s, -\sinh s, 1) \).

Now, we use the conformal representation for improper affine spheres in order to establish several consequences regarding their symmetries. Our aim is to see how a symmetry in the admissible data generates a symmetry of the whole surface.

Let \( F : \mathbb{R}^{3} \to \mathbb{R}^{3} \) be an element of the group \( A(\mathbb{R}^{3}) \), that is, an affine transformation with \( \det(dF) = \pm 1 \). As is well known, \( F \) can be written as
\[
F(v) = Av + b, \quad v \in \mathbb{R}^{3},
\]
where \( A \) is a \( 3 \times 3 \) matrix with determinant \( \pm 1 \) and \( b \in \mathbb{R}^{3} \) is a fixed vector. We observe that if \( \psi \) is an improper affine sphere with affine conormal vector field \( N \) and affine normal \( \xi \), then \( F \circ \psi \) can be seen as an improper affine sphere with affine conormal \( (A^{t})^{-1} N \) and affine normal \( A \xi \).

Thus, given an admissible pair of curves \( \beta, V : I \to \mathbb{R}^{3} \) for \( \xi = e^{3} \), we will say that \( F \in A(\mathbb{R}^{3}) \) is a symmetry of the admissible pair if \( A e^{3} = e^{3} \) and there exists an analytic diffeomorphism \( f : I \to I \) such that \( \beta \circ f = F \circ \beta \) and \( V \circ f = (A^{t})^{-1} V \).

**Theorem 4.2 (Generalized symmetry principle).** Any symmetry of an admissible pair generates a global symmetry of the resulting improper affine sphere.

**Corollary 4.2.** Let \( \beta, V : \mathbb{R} \to \mathbb{R}^{3} \) be an admissible pair of \( T \)-periodic regular curves for some \( T > 0 \). Then the improper affine sphere that they generate has the topology of a cylinder in a neighbourhood of \( \beta(\mathbb{R}) \).

Conversely, every improper affine sphere with the topology of a cylinder can be constructed in this way.
The proofs of these results are, in essence, analogous to the corresponding ones in [CM2], and so we omit them.

A particular case occurs when a vertical plane intersects orthogonally an improper affine sphere:

**Corollary 4.3 (Reflection principle).** Every vertical plane which intersects orthogonally an improper affine sphere is a reflection plane of the surface.

**Proof.** Let us denote by \( \beta \) the curve (locally) given by the intersection of the vertical plane \( \Pi \) and the improper affine sphere, and by \( V \) its affine conormal along \( \beta \). If we consider the orthogonal reflection \( F \) with respect to \( \Pi \), it is clear that \( dF(e^3) = e^3 \) and \( V \) lies on \( \Pi \).

Thus, \( F \) is a symmetry of \( \beta, V \), with \( f = Id \), and, from Theorem 4.2 \( F \) is also a symmetry of the surface. \( \square \)

The generalized symmetry principle provides us the main tool for the classification of the helicoidal improper affine spheres. Specifically, we will use the following result, which is very useful for the construction of improper affine spheres with prescribed symmetries.

**Corollary 4.4.** Let \( \beta : I \to \mathbb{R}^3 \) be a regular curve satisfying \( \det(\beta'(s), \beta''(s), e^3) \neq 0 \), \( s \in I \), and \( m : I \to \mathbb{R}^+ \) an analytic function. If \( F \in A(\mathbb{R}^3) \) and \( f : I \to I \) is an analytic diffeomorphism such that \( dF(e^3) = e^3 \), \( F \circ \beta = \beta \circ f \) and \( m(s) = f'(s)^2m(f(s)) \), then \( F \) is a symmetry of the improper affine sphere given by Proposition 3.1.

**Proof.** Let \( V(s) \) be the unique solution to (4.6) and let us write \( F \) as in (4.2). Then, using that \( \beta(f(s)) = F(\beta(s)) = A\beta(s) + b \), we obtain

\[
\beta'(f(s)) = \frac{1}{f'(s)} A \beta'(s), \quad \beta''(f(s)) = \frac{1}{f'(s)} A \beta''(s) - f''(s) \beta'(f(s))
\]

and (4.6) becomes

\[
\begin{align*}
\langle A \beta'(s), V(f(s)) \rangle &= 0, \\
\langle A \beta''(s), V(f(s)) \rangle &= f'(s)^2m(f(s)) = m(s), \\
\langle A e^3, V(f(s)) \rangle &= 1.
\end{align*}
\]

Thus \( V(f(s)) = (A^t)^{-1}V(s) \) is the only solution to the above linear system and the result follows from the generalized symmetry principle. \( \square \)

**Example 4.2.** Let us consider the curve \( \beta : \mathbb{R} \to \mathbb{R}^3 \) given by \( \beta(s) = (\cos(s), \sin(s), 0) \) and \( m(s) = 1 + \cos^2(s) \). Then the unique improper affine sphere containing the circle \( \beta(\mathbb{R}) \) and affine metric \( h \) such that \( h(\beta'(s), \beta'(s)) = m(s) \) has, from Corollary 4.2, the topology of a cylinder, since Proposition 3.1 assures that \( V(s) \) must be \( 2\pi \)-periodic as \( \beta(s) \) and \( m(s) \).

Moreover, if we take \( F \) as the reflection with respect to the vertical plane with equation \( x^1 = 0 \) and \( f(s) = -s \), we observe that, from Corollary 4.4 \( F \) is a symmetry of the surface. Similarly, \( x^2 = 0 \) is another plane of symmetry of the improper affine sphere.
5. Helicoidal improper affine spheres

If $\psi$ is an improper affine sphere which remains unchanged by an equiaffine transformation $F$, then it is clear that $dF$ preserves the affine normal of $\psi$. Thus, for the study of the helicoidal improper affine spheres, we consider the equiaffine transformations whose differential preserves a nonzero fixed vector. Specifically, we denote by $\mathcal{G}$ the group of equiaffine transformations $F : \mathbb{R}^3 \rightarrow \mathbb{R}^3$ satisfying $dF(e^3) = e^3$.

We will identify $\mathcal{G}$, in a standard way, with the subgroup of matrices of $\text{SL}(4, \mathbb{R})$ given by
\[
\begin{pmatrix}
  a & b & 0 & c \\
  d & e & 0 & f \\
  g & h & 1 & j \\
  0 & 0 & 0 & 1
\end{pmatrix} : \begin{array}{c} a, b, c, d, e, f, g, h, j \in \mathbb{R}, \text{ with } ae - bd = 1 \end{array},
\]
with Lie algebra
\[
g = \begin{pmatrix}
  a & b & 0 & f \\
  c & -a & 0 & g \\
  d & e & 0 & h \\
  0 & 0 & 0 & 0
\end{pmatrix} : a, b, c, d, e, f, g, h \in \mathbb{R}
\]

Thus, one has

**Proposition 5.1.** Up to conjugation in $A(\mathbb{R}^3)$, every nontrivial 1-parameter subgroup of $\mathcal{G}$ is given by

\[
\begin{align*}
(5.1) & \quad \begin{pmatrix} x^1 \\ x^2 \\ x^3 \end{pmatrix} \mapsto \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} + b \begin{pmatrix} s & 0 & 0 \\ 0 & s & 0 \\ 0 & 0 & s \end{pmatrix}, \\
(5.2) & \quad \begin{pmatrix} x^1 \\ x^2 \\ x^3 \end{pmatrix} \mapsto 100 + 010 + \begin{pmatrix} s \end{pmatrix}, \\
(5.3) & \quad \begin{pmatrix} x^1 \\ x^2 \\ x^3 \end{pmatrix} \mapsto \begin{pmatrix} \cosh s & \sinh s & 0 \\ \sinh s & \cosh s & 0 \\ 0 & 0 & 1 \end{pmatrix} + 0 a s, \\
(5.4) & \quad \begin{pmatrix} x^1 \\ x^2 \\ x^3 \end{pmatrix} \mapsto \begin{pmatrix} \cos s & -\sin s & 0 \\ \sin s & \cos s & 0 \\ 0 & 0 & 1 \end{pmatrix} + 0 a s, \\
(5.5) & \quad \begin{pmatrix} x^1 \\ x^2 \\ x^3 \end{pmatrix} \mapsto \begin{pmatrix} e^s & 0 & 0 \\ 0 & e^{-s} & 0 \\ 0 & 0 & 1 \end{pmatrix} + 0 a s, \\
(5.6) & \quad \begin{pmatrix} x^1 \\ x^2 \\ x^3 \end{pmatrix} \mapsto \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ a s & b s & 1 \end{pmatrix} + 0 a s^2, \\
(5.7) & \quad \begin{pmatrix} x^1 \\ x^2 \\ x^3 \end{pmatrix} \mapsto \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & s & 1 \end{pmatrix} + 0 a s^2.
\end{align*}
\]
Let us consider the matrices
\[
\begin{pmatrix}
x^1 \\
x^2 \\
x^3
\end{pmatrix} \rightarrow \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} x^1 \\
x^2 \\
x^3 \end{pmatrix} + \begin{pmatrix} 0 \\ 0 \\ s \end{pmatrix}
\]
for some constants \( a, b \in \mathbb{R} \).

**Proof.** Let us consider the matrices \( A \in \mathfrak{g} \) and \( D_1 \in \mathcal{G} \) given by
\[
A = \begin{pmatrix} a & b & 0 & f \\ c & -a & 0 & g \\ d & e & 0 & h \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad D_1 = \begin{pmatrix} \alpha & \beta & 0 & 0 \\ \gamma & \delta & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}.
\]

Then, by choosing suitable numbers \( \alpha, \beta, \gamma, \delta \), the matrix \( A_1 = D_1 A D_1^{-1} \) can be reduced to one of the following:
\[
\begin{pmatrix} 0 & 0 & 0 & f_1 \\ c_1 & 0 & 0 & g_1 \\ d_1 & e_1 & 0 & h_1 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \begin{pmatrix} 0 & 0 & 0 & f_1 \\ c_1 & 0 & 0 & g_1 \\ d_1 & e_1 & 0 & h_1 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \begin{pmatrix} 0 & 0 & 0 & f_1 \\ c_1 & 0 & 0 & g_1 \\ d_1 & e_1 & 0 & h_1 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \begin{pmatrix} a_1 & 0 & 0 & f_1 \\ -a_1 & 0 & 0 & g_1 \\ d_1 & e_1 & 0 & h_1 \\ 0 & 0 & 0 & 0 \end{pmatrix},
\]
with \( c_1 \neq 0 \).

Now, we take \( D_2 \in \mathcal{G} \) as
\[
\begin{pmatrix} 1 & 0 & 0 & \alpha \\ 0 & 1 & 0 & \beta \\ \gamma & \delta & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \quad \text{or} \quad \begin{pmatrix} 0 & 1 & 0 & \alpha \\ -1 & 0 & 0 & \beta \\ \gamma & \delta & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}.
\]

Then, \( A_2 = D_2 A_1 D_2^{-1} \) is simplified in each case for appropriate numbers \( \alpha, \beta, \gamma, \delta \) to one of these matrices:
\[
\begin{pmatrix} 0 & 0 & 0 & f_2 \\ c_1 & 0 & 0 & 0 \\ 0 & e_2 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \begin{pmatrix} 0 & 0 & 0 & f_3 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \begin{pmatrix} 0 & 0 & 0 & 0 \\ c_1 & 0 & 0 & 0 \\ 0 & e_2 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \begin{pmatrix} 0 & 0 & 0 & 0 \\ -a_1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},
\]
where \( c_1, a_1, f_3, e_3, h_3 \) are nonzero real numbers.

Since every continuous 1-parameter subgroup of \( \mathcal{G} \) is given by \( \exp(s A) \), \( s \in \mathbb{R} \), with \( A \in \mathfrak{g} \), the result follows easily. \( \square \)

Now, we focus our attention on the classification of the improper affine spheres which are invariant by a 1-parameter group of equiaffine transformations, that is, helicoidal improper affine spheres. For that, we need the following lemmas.

**Lemma 5.1.** Let \( F_s, s \in \mathbb{R}, \) be a 1-parameter group of equiaffine transformations in \( \mathcal{G} \). Let us write, for each \( s \in \mathbb{R}, \) \( F_s(v) = A(s)v + b(s), \) where \( A(s) \) is a \( 3 \times 3 \) matrix and \( b(s) \in \mathbb{R}^3. \) Let us also consider \( \beta_q(s) = F_s(p) \) for \( p \in \mathbb{R}^3. \) Thus,

(1) Given \( q_1 = (q^1_1, q^2_1, q^3_1), q_2 = (q^1_2, q^2_2, q^3_2) \in \mathbb{R}^3, \) one has \( \beta_{q_1}(s) = \beta_{q_2}(s) + (0, 0, q^3_1 - q^3_2); \) that is, \( \beta_{q_1} \) and \( \beta_{q_2} \) agree up to a vertical translation.
(2) If \( p \in \mathbb{R}^3 \) is such that \( \beta_p \) is a regular analytic curve satisfying \( \det(\beta'_p, \beta''_p, e^3) \neq 0 \) everywhere, then for \( m(s) = m_0 > 0 \) the only improper affine sphere given by Proposition 5.1 is helicoidal.

(3) If \( p \in \mathbb{R}^3 \) and \( V : \mathbb{R} \to \mathbb{R}^3 \) satisfy that \( (\beta_p, V) \) is an admissible pair for \( e^3 \), then the improper affine sphere they generate is invariant under \( F_s \) if and only if \( V(s) = (A(s)^t)^{-1}V(0) \) for all \( s \in \mathbb{R} \).

Proof. The first assertion is a direct computation. For the second statement, if we consider \( F = F_t \) and \( f(s) = s + t \) for an arbitrary constant \( t \in \mathbb{R} \), then we have \( F(\beta_p(s)) = \beta_p(f(s)) \). Using Corollary 4.4, the improper affine sphere given by Proposition 5.1 remains unchanged by \( F_t \).

Finally, for the third assertion, if \( \psi \) is the improper affine sphere generated by \( \beta_p \) and \( V \) with affine conormal \( N \), then we obtain that \( F \circ \psi \) has affine conormal \( (A(s)^t)^{-1}N \). Thus, since \( \psi \) is invariant by the 1-parameter group and \( F_s(\beta_p(0)) = \beta_p(s) \), then \( V(s) = (A(s)^t)^{-1}V(0) \). Conversely, from the generalized symmetry principle, it is sufficient to prove that for every \( t \in \mathbb{R} \), the equiaffine transformation \( F_t \) is a symmetry of the admissible pair. Thus, if we choose \( f : \mathbb{R} \to \mathbb{R} \) given by \( f(s) = s + t \), then
\[
\beta_p(f(s)) = F_{s+t}(p) = F_t(F_s(p)) = F_t(\beta_p(s)),
\]
\[
V(f(s)) = (A(s + t)^t)^{-1}V(0) = (A(t)^t)^{-1}(A(s)^t)^{-1}V(0) = (A(t)^t)^{-1}V(s),
\]
as we wanted to prove. \(\square\)

Lemma 5.2. Let \( \psi : M \to \mathbb{R}^3 \) be an improper affine sphere with affine normal \( e^3 \), which is invariant under the 1-parameter group of equiaffine transformations \( F_s \), \( s \in \mathbb{R} \).

(1) Given a real number \( \lambda \), the new immersion \( \psi + \lambda e^3 \) is also a helicoidal improper affine sphere invariant under \( F_s \).

(2) Let \( p \in \psi(M) \) and \( \beta_p(s) = F_s(p) \). Then the affine metric \( h \) satisfies that \( h(\beta'_p(s), \beta'_p(s)) \) is constant.

Proof. Since \( \psi \) has affine normal \( e^3 \), then \( F_s \) is a 1-parameter subgroup of \( \mathcal{G} \) and, so, the first statement follows easily. For the second assertion we observe that given an arbitrary fixed number \( t \in \mathbb{R} \), \( \beta_p(s + t) = F_t(\beta_p(s)) \) and then
\[
h(\beta'_p(s + t), \beta'_p(s + t)) = h(dF_t(\beta'_p(p)), dF_t(\beta'_p(p))) = h(\beta'_p(s), \beta'_p(s)).
\]

Here the second equality holds, because \( h \) remains unchanged by equiaffine transformations. \(\square\)

From the above lemmas it seems clear that the classification of helicoidal improper affine spheres can be reached by studying the orbits of any point under the 1-parameter groups of equiaffine transformations. Thus, we focus our attention on the 1-parameter groups given by Proposition 5.1.

* Group (5.1):

We distinguish two cases depending on the value of \( b \) in the 1-parameter group \( \mathcal{G}(5.1) \).

If \( b \neq 0 \) and \( p = (p^1, p^2, p^3) \in \mathbb{R}^3 \), then the first coordinate immersion of the curve \( \beta_p(s) \), given by the orbit of \( p \), is \( \beta^1_p(s) = p^1 + bs \). Hence, every orbit has a point on the plane \( \{(x^1, x^2, x^3) : x^1 = 0\} \).
On the other hand, by using Lemmas 5.1 and 5.2 the helicoidal improper affine spheres containing the point \((0, p^2, p^3)\) and the point \((0, p^2, 0)\) agree up to a vertical translation. Thus, the study of the helicoidal surfaces generated by the 1-parameter group (5.1) can be deduced from the study of the orbits of the points \((0, p^2, 0)\).

Let \(p = (0, c, 0)\) and \(\beta_p(s) = (bs, c + bs^2/2, acs + abs^3/6)\). If we take \(m(s) = m_0 > 0\), then from (3.6),

\[
V(s) = \left(\frac{-2ac + 2m_0s - abs^2}{2b}, \frac{m_0 - abs}{b}, 1\right).
\]

and its associated improper affine sphere \(\psi\) is (see Figure 1)

\[
\begin{align*}
\psi^1(s, t) &= bs - at, \\
\psi^2(s, t) &= c + \frac{m_0t}{b} - ast + \frac{b(s - t)(s + t)}{2}, \\
\psi^3(s, t) &= \frac{1}{6b^2} \left(-2t(3m_0^2 - 3b^2m_0t + b^4t^2) + abs(6bc + 6m_0t + b^2(s^2 - 3t^2)) - a^2bt(6c + b(3s^2 + t^2))\right).
\end{align*}
\]

Therefore, from Lemmas 5.1 and 5.2 we obtain that every helicoidal improper affine sphere generated by the 1-parameter group (5.1), with \(b \neq 0\), is up to vertical translations.

Observe that its induced affine metric is given by

\[
h = (m_0 - (a^2 + b^2)t)(ds^2 + dt^2).
\]

Hence, \(\psi\) is an immersion when \(t < m_0/(a^2 + b^2)\). Moreover, given a constant \(r \in \mathbb{R}\), \(\psi\) can be considered as a complete immersion in \(\{(s, t) : t \leq r < m_0/(a^2 + b^2)\}\); that is, it is a complete immersion when we consider an orbit as its boundary.

Now, we assume \(b = 0\) in (5.1). Let \(p = (0, p^2, p^3) \in \mathbb{R}^3\) and \(\psi\) an improper affine sphere invariant by (5.1). If \(p \in \psi(M)\), then there exists a point \(q \in \psi(M)\) (in a neighbourhood of \(p\)) with nonzero first coordinate, and \(\psi\) can be seen as an improper affine sphere generated by the orbit associated to \(q\). Thus, the study of these helicoidal surfaces is reduced to the orbits of points with nonzero first coordinate.
Let \( p = (p^1, p^2, p^3) \in \mathbb{R}^3 \) with \( p^1 \neq 0 \). The second coordinate immersion of the curve \( \beta_p(s) \), given by the orbit of \( p \), is \( \beta^2_p(s) = p^1 s + p^2 \). Hence, the orbit has a point on the plane \( \{(x^1, x^2, x^3) : x^2 = 0\} \).

By using again Lemmas 5.1 and 5.2 the helicoidal improper affine spheres containing the point \( (p^1, 0, p^3) \) and the point \( (p^1, 0, 0) \) agree up to a vertical translation. Thus, the study of the helicoidal surfaces generated by the 1-parameter group (5.1), with \( b = 0 \), can be deduced from the study of the orbits of the points \( (p^1, 0, 0) \), where \( p^1 \neq 0 \).

Let \( p = (c, 0, 0) \), \( c \neq 0 \) and \( \beta_p(s) = (c, cs, acs^2/2) \). Let \( V : \mathbb{R} \rightarrow \mathbb{R}^3 \) such that the pair \( \beta_p, V \) is admissible for \( e^3 \) and generates a helicoidal improper affine sphere invariant by (5.1). Since \( \text{det}(\beta'_p(s), \beta''_p(s), e^3) = 0 \), \( V \) may be not unique, but using (5.1), \( ac > 0 \) and \( V(0) = (d, 0, 1) \) with \( d \in \mathbb{R} \), and using Lemma (5.1),

\[
V(s) = \left( d + \frac{as^2}{2}, -as, 1 \right).
\]

In addition, the helicoidal improper affine sphere associated with the pair \( \beta_p, V \) can be parametrized as (see Figure 2)

\[
\psi(s, t) = \left( c - at, s(c - at), a \left( 6 dt + 3c \left( s^2 + t^2 \right) - at \left( 3s^2 + t^2 \right) \right) \right),
\]

where \( ac > 0 \). From Lemmas 5.1 and 5.2 every helicoidal improper sphere generated by the 1-parameter group (5.1), with \( b = 0 \), is given by the above expression up to vertical translations.

Moreover, the induced affine metric of \( \psi \) is given by

\[
h = a(c - at)(ds^2 + dt^2),
\]

so that \( \psi \) is an immersion when \( t < c/a \). Thus, \( \psi \) is a complete immersion in \( \{(s, t) : t \leq r < c/a\} \) where \( r \in \mathbb{R} \); that is, it is a complete immersion when we consider an orbit as its boundary.

The study of the rest of the 1-parameter groups can be achieved in a similar way. Hence, we will omit some redundant comments in the following cases.
• Groups (5.2), (5.7) and (5.8):

There is no improper affine sphere generated by one of these 1-parameter groups since almost every orbit is a straight line and an improper affine sphere must be locally strongly convex.

• Group (5.3):

The study of the helicoidal improper affine spheres associated with (5.3) can be reduced to the orbits of the points \((p_1, p_2, p_3)\) with \((p_1)^2 \neq (p_2)^2\). Up to a rotation of \(k\pi/2\) with \(k = 1, 2, 3\), and using Lemmas 5.1 and 5.2 we only need to investigate the orbits of the points \(p = (c, 0, 0)\), where \(c > 0\).

Thus, one has \(\beta_p(s) = (c \cosh s, c \sinh s, as)\) and, given \(m(s) = m_0 > 0\), we obtain \(V(s) = ((m_0 \cosh s + a \sinh s)/c, -(a \cosh s + m_0 \sinh s)/c, 1)\). The helicoidal improper affine sphere that they generate can be parametrized by (see Figure 3)

\[
\begin{align*}
\psi^1(s, t) &= c \cos t \cosh s - \frac{\sin t (m_0 \cosh s + a \sinh s)}{c}, \\
\psi^2(s, t) &= c \cos t \sinh s - \frac{\sin t (a \cosh s + m_0 \sinh s)}{c}, \\
\psi^3(s, t) &= \frac{1}{4} \left( 2m_0 + 4as + \frac{2(-a^2 + c^4 + m_0^2) t}{c^2} ight) \\
&\quad -2m_0 \cos(2t) - \frac{(a^2 + c^4 - m_0^2)}{c^2} \sin(2t). 
\end{align*}
\]

Figure 3. \(a = 0, c = 1, m_0 = 1\).

Its affine metric

\[
h = (m_0 \cos(2t) + (a^2 + c^4 - m_0^2) \cos t \sin t/c^2)(ds^2 + dt^2)
\]

is not complete if we consider an orbit as its boundary.

• Group (5.4):

The study of the helicoidal improper affine spheres associated with (5.4) can be reduced to the orbits of the points \(p = (c, 0, 0)\) with \(c > 0\). Thus, one obtains \(\beta_p(s) = (c \cos s, c \sin s, as)\), and given \(m(s) = m_0 > 0\), then

\[
V(s) = ((-m_0 \cos s + a \sin s)/c, -(a \cos s + m_0 \sin s)/c, 1).
\]
The associated helicoidal improper affine sphere that they generate can be parametrized by (see Figure 4)

\[
\begin{align*}
\psi^1(s, t) &= c \cos s \cosh t + \frac{(-m_0 \cos s + a \sin s) \sinh t}{c}, \\
\psi^2(s, t) &= c \cos s \cosh t \sin s - \frac{(a \sin s + m_0 \cos s) \sinh t}{c}, \\
\psi^3(s, t) &= \frac{1}{4} \left( -2m_0 + 4as - \frac{2(a^2 - c^4 - m_0^2) t}{c^2} + 2m_0 \cosh(2t) - \frac{(a^2 + c^4 + m_0^2) \sinh(2t)}{c^2} \right).
\end{align*}
\]

(5.12)

Figure 4. \(a = 1, \ c = 1, \ m_0 = 1.\)

Its affine metric is

\[
h = (m_0 \cosh(2t) - ((a^2 + c^4 + m_0^2) \cosh t \sinh t)/c^2)(ds^2 + dt^2)
\]

and, so, \(\psi\) is well defined for \(t < \arctanh(2c^2m_0/(a^2 + c^4 + m_0^2))/2.\) Thereby, \(\psi\) can be seen as a complete immersion with an orbit as its boundary.

We observe that \(h\) is well defined for all \((s, t) \in \mathbb{R}^2\) if and only if \(a = 0\) and \(m_0 = c^2\). Or equivalently, the immersion can be parametrized as \((x_1, x_2, f(x_1, x_2)),\) where \(f(x_1, x_2) = ((x_1)^2 + (x_2)^2)/2 - c^2/2;\) that is, \(\psi\) is an elliptic paraboloid.

- **Group (5.5):**

The study of the helicoidal improper affine spheres associated to (5.5) can be reduced to the orbits of the points \(p = (c, c, 0)\) with \(c > 0.\) Thus, one obtains \(\beta_p(s) = (ce^s, ce^{-s}, as),\) and, given \(m(s) = m_0 > 0,\) then

\[
V(s) = ((m_0 - a)e^{-s}/(2c), (m_0 + a)e^s/(2c), 1).
\]
The associated helicoidal improper affine sphere that they generate can be parametrized by (see Figure 5)

\[
\begin{align*}
\psi^1(s, t) &= \frac{e^s \left(2c^2 \cos t + (a + m_0) \sin t\right)}{2c}, \\
\psi^2(s, t) &= \frac{e^{-s} \left(2c^2 \cos t + (-a + m_0) \sin t\right)}{2c}, \\
\psi^3(s, t) &= \frac{4c^2 (m_0 + 2as) + 2(a^2 - 4c^4 - m_0^2) t}{8c^2} \\
&\quad \times \frac{-4c^2 m_0 \cos(2t) + (a^2 + 4c^4 - m_0^2) \sin(2t)}{8c^2}.
\end{align*}
\] (5.13)

Figure 5. \(a = 0, c = 1, m_0 = 1\).

Its affine metric is

\[h = (m_0 \cos(2t) - ((a^2 + 4c^4 - m_0^2) \sin(2t))/(4c^2)) (ds^2 + dt^2)\]

and, so, \(\psi\) is not complete if we consider an orbit as its boundary.

• Group (5.6):

The helicoidal improper affine spheres associated to (5.6) can be investigated from the orbits of the points \(p = (0, c, 0)\) with \(c \in \mathbb{R}\). Thus, one gets \(\beta_p(s) = (s, c, bcs + as^2/2)\), and \(V(s)\) must be \((-bc - as, d - bs, 1)\) for an arbitrary \(d \in \mathbb{R}\) with \(a > 0\), from Lemma 5.1.

The associated helicoidal improper affine sphere that they generate can be parametrized by

\[\psi(s, t) = \left(s - bt, c + at, \frac{1}{2} (2bcs - 2b^2ct + a \left(s^2 - 2dt + t^2\right))\right);\]

that is, the immersion can be reparametrized as \((x^1, x^2, f(x^1, x^2))\), where \(f(x^1, x^2)\) is a polynomial of second order. Hence, the improper affine sphere \(\psi\) is an elliptic paraboloid.

Finally, we summarize the study of helicoidal improper spheres in the following result.

**Theorem 5.1.** Let \(\psi\) be a helicoidal improper affine sphere. Then, up to equiaffine transformations, \(\psi\) is given by (5.9), (5.10), (5.11), (5.12) or (5.13).

In addition, if \(\psi\) can be considered as a complete immersion with an orbit as its boundary, then \(\psi\) can only be isometric to (5.9), (5.10) or (5.12).
6. Classification of the Nonremovable Singularities

We devote this section to the study of the singularities of the improper affine spheres and the Hessian one equation. For that, we will need a slightly more general conformal representation for the class of improper affine spheres with singularities.

First, we recall the relationship between special Lagrangian immersions and improper affine spheres in order to obtain an adequate singularity concept.

Let us denote by \( \mathbb{C}^2 \equiv \mathbb{R}^4 \) the complex 2-plane and let \((x^1, x^2, x^3, x^4)\) be a rectangular coordinate system in \(\mathbb{R}^4\). Taking \(y^1 = x^1 + ix^2, \ y^2 = x^3 + ix^4\), we consider the usual metric \(g\), the symplectic form \(\omega\) and the complex 2-form \(\Omega\) given by

\[
g = |dy^1|^2 + |dy^2|^2, \quad \omega = \frac{i}{2}(dy^1 \wedge dy^1 + dy^2 \wedge dy^2), \quad \Omega = dy^1 \wedge dy^2.
\]

Then, the following facts were proved in [Ma] (see also [Wo]).

- If \(M\) is a Riemann surface and \(\psi = (\psi^1, \psi^2, \psi^3) : M \rightarrow \mathbb{R}^3\) is an improper affine sphere with affine normal \(e^3\) and affine conormal \(N = (N^1, N^2, 1)\), then the map \(L^\psi : M \rightarrow \mathbb{C}^2\) given by \((\psi^1 + i\psi^2, N^1 + iN^2)\) is a special Lagrangian immersion with respect to the calibration \(\Re(\Omega)\). Moreover, its induced metric \(d\tau^2 = d(\psi^1)^2 + d(\psi^2)^2 + d(N^1)^2 + d(N^2)^2\) is conformal to the affine metric \(h\) of \(\psi\).
- Conversely, if \(L : M \rightarrow \mathbb{C}^2\) is a special Lagrangian immersion with respect to the calibration \(\Re(\Omega)\) given by \(L(z) = (y^1(z), y^2(z))\), \(z \in M\), then

\[
\psi^L(z) = \left( \Re(y^1(z)), \Im(y^1(z)), -\int_{z_0}^z \langle dy^1, y^2 \rangle \right)
\]

is a (possibly multivalued) improper affine sphere at its regular points, where \(z_0\) is a fixed point. In addition, the immersion is locally a graph \((x^1, x^2, f(x^1, x^2))\) satisfying (2.1). If we define

\[
N^L(z) = \left( \Re(y^2(z)), \Im(y^2(z)), 1 \right) \quad \text{and} \quad h^L = \langle d\psi^L, -dN^L \rangle,
\]

then they are the affine conormal and the affine metric when \(f_{x^1x^1} > 0\) and they change signs when \(f_{x^1x^1} < 0\).

Roughly speaking, the above map \(\psi^L\) is an improper affine sphere with “natural” singularities. Concretely, \(\psi^L\) has a singularity at a point \(p\) if and only if the affine metric is degenerate and \(d\tau^2\) is regular at \(p\).

Observe that given an improper affine sphere \(\psi\) with affine normal \(e^3\) and associated special Lagrangian immersion \(L^\psi\), then the new immersion \(\psi^L^\psi\) agrees with \(\psi\), up to a vertical translation.

In fact, a map \(\psi : M \rightarrow \mathbb{R}^3\) is called an improper affine map or an improper affine sphere with admissible singularities if there exists a special Lagrangian immersion \(L : M \rightarrow \mathbb{C}^2\) with respect to the calibration \(\Re(i\Omega)\) such that its associated map \(\psi^L\) agrees with \(\psi\), up to a vertical translation.

Obviously, the map \(\psi^L\) gives us (possibly multivalued) solutions to the Monge-Ampère equation (2.1) with singularities. In particular, we will focus our attention on the classification of the nonremovable isolated singularities of the Hessian one equation.
In the spirit of Theorem 3.1 we obtain the following result for special Lagrangian immersions:

**Theorem 6.1.** Let $I$ be an interval and $\gamma : I \rightarrow \mathbb{R}^4 \cong \mathbb{C}^2$ a regular analytic curve:

$$\gamma(s) = (\beta^1(s), \beta^2(s), V^1(s), V^2(s)) \in \mathbb{R}^4, \quad s \in I.$$  

Then there exists a unique special Lagrangian immersion $L$ with respect to the calibration $\Re(i\Omega)$ containing $\gamma(I)$. Moreover, $L = (L^1, L^2, L^3, L^4)$ can be calculated in a neighbourhood of $I$ in $\mathbb{C}$ as

$$L^1(z) = \Re (\beta^1(z) - iV^2(z)), \quad L^2(z) = \Im (\beta^2(z)), \quad L^3(z) = -\Re (\beta^1(z) - iV^2(z)), \quad L^4(z) = -\Im (\beta^2(z)),$$

with

$$d\tau^2 = (|\beta^1_z - iV^2_z|^2 + |V^1_z - i\beta^2_z|^2) \, |dz|^2$$

its induced metric.

In addition, the associated improper affine sphere with admissible singularities $\psi^L$ is given by

$$\psi^L(z) = \left( L^1(z), L^2(z), -\int_{s_0}^{z} (L^1_w L^3 + L^2_w L^4) \, dw + (L^1_w L^3 + L^2_w L^4) \, dw \right),$$

where $s_0 \in I$ is a fixed point, and the affine metric at its regular points is

$$h = \left| \Re \left( (\beta^1_z - iV^2_z) \, (V^1_z + i\beta^2_z) \right) \right| \, |dz|^2.$$

**Proof.** Bearing in mind that the functions $L^1 - iL^4$ and $-L^3 + iL^2$ are holomorphic, the proof of this result is, in essence, the one given in Theorem 3.1 and Theorem 3.2. \qed

**Remark 6.1.** As was observed in Remark 3.1, the special Lagrangian immersion $L$ and the improper affine sphere with admissible singularities $\psi^L$ can be recovered by analytic continuation not only on a neighbourhood of $I$ but globally.

As an interesting consequence of the above result we obtain that, under some assumptions, an immersion can be recovered in terms of its set of singularities:

**Corollary 6.1.** Let $I$ be an interval and $\beta : I \rightarrow \mathbb{R}^3$ a regular analytic curve satisfying $\det(\beta'(s), \beta''(s), e^3) \neq 0$, for all $s \in I$. Then, there exists a unique improper affine map containing $\beta(I)$ in its set of singularities.

**Proof.** From Theorem 6.1 if $\beta = (\beta^1, \beta^2, \beta^3)$ is a curve of singularities, then there exists a Lagrangian immersion $L$ and a local conformal parameter $z = s + i t$ such that

$$L(s) = (\beta^1(s), \beta^2(s), V^1(s), V^2(s)), \quad s \in I,$$

for certain analytic functions $V^1, V^2$, and $\psi^L(s) = \beta(s)$, up to a vertical translation.

Therefore, from (6.3),

$$-\beta'''(s) = \beta''(s) V^1(s) + \beta'(s) V^2(s).$$

Now, the affine metric is degenerate on $\beta$ if and only if

$$0 = \beta''(s) V^1(s) + \beta'(s) V^2(s).$$
Besides, by differentiation in (6.5), the above equation is equivalent to

\[ -\beta^3''(s) = \beta^1''(s) V^1(s) + \beta^2''(s) V^2(s). \]

Hence, from (6.5), (6.6) and since \( \det(\beta'(s),\beta''(s),e^3) \neq 0 \) for all \( s \in I \), one has that \( V^1 \) and \( V^2 \) are uniquely determined. Thus, \( L(s) \) is known and the uniqueness and existence of the improper affine map is clear from Theorem 6.1.

\[ \square \]

**Example 6.1.** Let us consider the regular analytic curve given by

\[ \beta(s) = \left( \cos s, \sin s, \frac{1}{5} \cos(2s) \right), \quad s \in \mathbb{R}. \]

Then, since \( \det(\beta'(s),\beta''(s),e^3) \equiv 1 \), there exists a unique improper affine map containing \( \beta(\mathbb{R}) \) in its set of singularities, which can be calculated by solving (6.5), (6.6), and taking

\[ L(s) = \left( \cos s, \sin s, -\frac{4}{5} \cos^3 s, \frac{4}{5} \sin^3 s \right) \]

in Theorem 6.1.

This surface can be parametrized by (see Figure 6)

\[ \psi^1 = \cos s \cosh t + \frac{3 \cos s \sinh t}{5} - \frac{\cos(3s) \sinh(3t)}{5}, \]
\[ \psi^2 = \cosh t \sin s - \frac{3 \sin s \sinh t}{5} - \frac{\sin(3s) \sinh(3t)}{5}, \]
\[ \psi^3 = \frac{1}{100} \left( 62t + 10 \cos(2s) (3 - 2 \cosh(2t) + \cosh(4t)) \right. \]
\[ \left. - 24 \cos(4s) \cosh^3 t \sinh t - 16 \sinh(2t) - \sinh(6t) \right). \]

![Figure 6. Improper affine sphere with admissible singularities.](image-url)

Finally, we focus our attention on the classification of the isolated singularities of the Monge-Ampère equation (2.1). The classification of the entire solutions to the Hessian one equation with a finite number of isolated singularities is achieved in [GMM1]. Nevertheless, nothing is known about the local classification of these singularities. Thus, as the main application of Theorem 6.1, we give an explicit description of the solutions to (2.1) around an isolated singularity.

Let \( U \) be a neighbourhood of \((0,0)\) in the \((x^1,x^2)\)-plane and \( f(x^1,x^2) \) a \( C^2 \) solution (and so analytic solution) to (2.1) on \( U \setminus \{(0,0)\} \). Then \( f \) extends continuously to \((0,0)\); moreover, if this extension is \( C^1 \) at \((0,0)\), then \( f \) is globally \( C^2 \) on \( U \) (see
Therefore, it is said that \( f \) has a nonremovable singularity at \((0,0)\) if \( f \) is not \( C^1 \) at this point.

**Proposition 6.1.** Let \( \mathcal{U} \) be a neighbourhood of \((0,0)\) in the \((x^1, x^2)\)-plane and \( f : \mathcal{U} \rightarrow \mathbb{R} \) a \( C^2 \) solution to \((2.3)\) on \( \mathcal{U} \setminus \{(0,0)\} \), with \( f(0,0) = 0 \). Then there exists a \( 2\pi \)-periodic regular analytic curve \( V : \mathbb{R} \rightarrow \mathbb{R}^2 \) such that the graph \((x^1, x^2, f(x^1, x^2))\) can be parametrized around the origin by

\[
(6.7) \quad \psi(z) = \left( L^1(z), L^2(z), -\int_0^z (L_w^1 L^3 + L^2_w L^4) \, dw + (L^1_w L^3 + L^2_w L^4) \, dw \right)
\]

for \( z \in B_{r_0} = \{ w \in \mathbb{C} : 0 \leq \Im(w) < r_0 \} \), where

\[
L^1(z) = \Im(V^2(z)), \quad L^2(z) = -\Im(V^4(z)), \quad L^3(z) = \Re(V^1(z)), \quad L^4(z) = \Re(V^2(z))
\]

with \( V = (V^1, V^2) \) and \( r_0 \in \mathbb{R} \).

Here, \( \psi \) is an immersion when \( 0 < \Im(z) < r_0 \) and \( \psi(z) = (0,0,0) \) when \( \Im(z) = 0 \). Moreover, \( \psi \) is well defined on the annulus \( B_{r_0}/(2\pi\mathbb{Z}) \), i.e., \( \psi(z + 2\pi) = \psi(z) \) for any \( z \in B_{r_0} \).

**Proof.** It is proved in [Jo2] (see also [GMM]) that \( f \) has a nonremovable singularity at \((0,0)\) if and only if the underlying conformal structure of its affine metric around the singularity is that of an annulus \( A_r = \{ w \in \mathbb{C} : 1 < |w| < r \} \).

Thus, if we consider the special Lagrangian immersion \( L \) associated to the improper affine sphere \((x^1, x^2, f(x^1, x^2))\) in this punctured neighbourhood of \((0,0)\), then \( L \) is not only well defined on the annulus \( A_r \) but it can be analytically continued across \( |w| = 1 \) by Schwarzian reflection on \( \{ w \in \mathbb{C} : 1/r < |w| < r \} \) (see [GMM]). In addition, if we denote by \( \psi^L = (\psi^1, \psi^2, \psi^3) \) the improper affine map associated to \( L \), then \( \psi^L(w) = (0,0) \) for \( |w| = 1 \) (i.e., the singularity is the image of \( |w| = 1 \)).

Let us consider the new conformal parametrization \( \tilde{L}(z) = L(e^{-iz}) \) with \(-\log r < \Im(z) < \log r\). Then if we write \( z = s + it \) and

\[
\tilde{L}(s) = (\beta^1(s), \beta^2(s), V^1(s), V^2(s)), \quad s \in \mathbb{R},
\]

it is clear that \( \tilde{L}(s + 2\pi) = L(s) \) and \( (\beta^3(s), \beta^2(s)) = (\psi^1(e^{-is}), \psi^2(e^{-is})) = (0,0) \).

Hence, for \( 0 \leq \Im(z) < \log r \), the improper affine map \( \psi^L \) is a \( 2\pi \)-periodic parametrization of \((x^1, x^2, f(x^1, x^2))\) around the origin, in such a way that \( \psi^L(s) = (0,0,0) \) for all \( s \in \mathbb{R} \). Here \( \psi^L \) is recovered from Theorem 6.1 for \( \tilde{L}(s) = (0,0,V^1(s), V^2(s)) \) as we wanted to prove.

Thus, the local study of nonremovable singularities of \((2.3)\) is reduced to the investigation of the properties of the closed curve \( V \).

First, we observe that given a \( 2\pi \)-periodic regular analytic curve

\[
\gamma(s) = (0,0, V^1(s), V^2(s)), \quad s \in \mathbb{R},
\]

then the special Lagrangian immersion that \( \gamma \) generates, \( L : \Delta \rightarrow \mathbb{R}^4 \equiv \mathbb{C}^2 \), satisfies \( L(z + 2\pi) = L(z) \), for \( z, z + 2\pi \in \Delta \), and it is easy to see that the same is true for its associated improper affine map \( \psi^L : \Delta \rightarrow \mathbb{R}^3 \), where \( \Delta \) stands for a neighbourhood of \( \mathbb{R} \) in \( \mathbb{C} \).

From the periodicity of the data we can assume the existence of a real number \( r_0 \) such that \( \Delta_0 := \{ z \in \mathbb{C} : -r_0 < \Im(z) < r_0 \} \subseteq \Delta \). In addition, since \( V^1 \) is real
analytic, \( V^i(\tau) = \overline{V^i(z)} \) for \( i = 1, 2, z \in \Delta_0 \). Therefore,
\[
L(\tau) = (L_1(\tau), L_2(\tau), L_3(\tau), L_4(\tau)) = (-L_1(z), -L_2(z), L_3(z), L_4(z)), \quad z \in \Delta_0,
\]
and
\[
\psi^L(\tau) = -\psi^L(z).
\]
That is, if \( \psi^L \) parametrizes the solution \( (x^1, x^2, f(x^1, x^2)) \) for \( 0 \leq \Im(z) < r_0 \) (as in Proposition 6.1), then \( \psi^L \) is a parametrization of the solution \( (y^1, y^2, g(y^1, y^2)) = -(x^1, x^2, f(x^1, x^2)) \) for \( -r_0 < \Im(z) \leq 0 \).

Subsequently, we remark that to consider a new analytic parameter \( s = \tilde{s}(s) \) for the curve \( \gamma \) is nothing but a conformal change of parameter for \( L \) from \( z = s + it \) to \( \tilde{z} = \tilde{s} + it \) and hence a different parametrization of \( \psi^L \).

Nevertheless, it is important to bear in mind that if \( \tilde{s}'(s) > 0 \), then the points with \( \Im(z) > 0 \) correspond to those with \( \Im(\tilde{z}) > 0 \), but if \( \tilde{s}'(s) < 0 \), then the points with \( \Im(z) > 0 \) correspond to those with \( \Im(\tilde{z}) < 0 \). That is, if \( V(s) \) is a \( 2\pi \)-periodic parametrization associated to \( (x^1, x^2, f(x^1, x^2)) \) and we consider the new \( 2\pi \)-periodic parametrization \( \tilde{V}(\tilde{s}) \), then we obtain a new \( 2\pi \)-periodic parametrization of \( (x^1, x^2, f(x^1, x^2)) \) using Proposition 6.1 if the new parameter preserves the orientation of the plane curve \( V(\tilde{s}(s) > 0) \). Otherwise, we obtain a parametrization of the reflected solution \( -(x^1, x^2, f(x^1, x^2)) \).

With all of this, we note that the solution \( (x^1, x^2, f(x^1, x^2)) \) only depends on the curve \( V(\mathbb{R}) \), where we identify the solution with its reflected one.

Thus, if we consider \( S \) as the set of local solutions \( f(x^1, x^2) \) to \( 2.1 \) with nonremovable singularity around the origin such that \( f(0, 0) = 0 \), where a solution and its reflected one are identified, one has

**Theorem 6.2** (Classification of the nonremovable singularities). *There exists an explicit one-to-one correspondence between \( S \) and the (strongly) convex regular analytic Jordan curves of \( \mathbb{R}^2 \).*

**Proof.** First of all, we need to prove that given a solution \( f(x^1, x^2) \) to \( 2.1 \) around the origin with nonremovable singularity at \( (0, 0) \) and \( f(0, 0) = 0 \), then the \( 2\pi \)-periodic regular analytic plane curve \( V : \mathbb{R} \to \mathbb{R}^2 \) given by Proposition 6.1 has curvature different from zero at any point, or equivalently, \( V(\mathbb{R}) = V([0, 2\pi]) \) is a locally (strongly) convex closed curve. In addition we will show that it is a Jordan curve. This correspondence is clearly injective since \( V \) determines \( f \) and later we will show that it is also surjective.

Let \( V = (V^1, V^2) : \mathbb{R} \to \mathbb{R}^2 \) be a \( 2\pi \)-periodic regular analytic curve. Associated to \( \gamma(s) = (0, 0), V^1(s), V^2(s) \) we consider the special Lagrangian immersion \( L \) which is well defined on \( \Delta_0 := \{ z = s + it \in \mathbb{C} : -r_0 < \Im(z) < r_0 \} \) for a certain \( r_0 \in \mathbb{R} \).

From the expression of the affine metric of \( \psi^L \) (6.4) one has that every real number is a nonregular point. In fact, \( z \in \Delta_0 \) is nonregular if and only if
\[
0 = \Re(-iV^2 \overline{V^1}) = \frac{1}{4} (|V^2 + iV^1|^2 - |V^2 - iV^1|^2).
\]

Thus, the set of singular points of \( \psi^L \) is the nodal set of the harmonic function
\[
\omega = \log \left( \frac{|V^2 + iV^1|^2}{|V^2 - iV^1|^2} \right).
\]
That is, since the real line \( \mathbb{R} \) is made up of singular points, it follows that, close enough to \( \mathbb{R} \), \( \psi^L \) is an immersion if and only if \( \mathbb{R} \) is not crossed by any other nodal curve of \( \omega \), or equivalently, \( \omega_z(s) \neq 0 \) for all \( s \in \mathbb{R} \subseteq \mathbb{C} \).
As
\[ \omega_z = 2\psi_z V_z^1 V_z^2 - \frac{V_z^1 V_z^2}{(V_z^3)^2 + (V_z^2)^2}, \]
then for \( s_0 \in \mathbb{R} \) one has that \( \omega_z(s_0) \neq 0 \) if and only if \( V \) is locally convex at \( s_0 \).

Therefore, given a solution \( f(x^1, x^2) \) to (6.1) around the origin with a nonremovable singularity at \((0,0)\) and \( f(0,0) = 0 \), then its associated plane curve \( V \) given by Proposition [6.1] must be locally convex.

We need to show that \( V \) is, in fact, globally convex, and so we will have a well-defined correspondence from \( S \) into the set of convex regular analytic Jordan curves of \( \mathbb{R}^2 \). For that, we will use the Legendre transform of an immersion (see [LSZ] p. 89).

Let \( \psi = (\psi^1, \psi^2, \psi^3) : B_{r_0}/(2\pi\mathbb{Z}) \longrightarrow \mathbb{R}^3 \) be the parametrization of the graph of \( f(x^1, x^2) \) given by Proposition [6.1]. Since this graph is identified with its reflected solution, we can assume that \( f_{x^1 x^1} > 0 \). Thus, from (6.1) and (6.2), the affine conormal of \( \psi \) at its regular points is \((N^1, N^2, N^3) = (\Re(V^1(z)), \Re(V^2(z)), 1)\) and the Legendre transform of \( \psi \) is given by
\[
(6.8) \quad T^\psi = -(N^1, N^2, \psi^1 N^1 + \psi^2 N^2 + \psi^3).
\]

Observe that \( T^\psi \) is well-defined on the annulus \( B_{r_0}/(2\pi\mathbb{Z}) \) and is a locally strongly convex immersion for \( 0 < \Im(z) < r_0 \) because so is \( \psi \). In addition, its affine conormal is given by
\[
(6.9) \quad N^T = (-\psi^1, -\psi^2, 1).
\]

Let us denote by \( C_r \) the circle \( \{ z \in \mathbb{C} : \Im(z) = r \}/(2\pi\mathbb{Z}) \). The third coordinate \( T^3 \) of \( T^\psi \) extends continuously to \( C_0 \), so \( T^3(C_0) = 0 \), and the affine conormal also extends continuously to the circle \( C_0 \) with \( N^T(C_0) = (0, 0, 1) \).

Then, since \( T^\psi \) is locally strongly convex, there exists an annulus \( A = \{ z \in \mathbb{C} : 0 < \Im(z) \leq r_1 \}/(2\pi\mathbb{Z}) \), with \( r_1 < r_0 \), satisfying that \( T^\psi(A) \) is properly immersed in the upper half-space \( \mathbb{R}^3_+ = \{ (x^1, x^2, x^3) : x^3 > 0 \} \). In particular, if \( d_0 = \text{dist}(0, T^3(C_{r_1})) \), then for all \( d \in (0, d_0) \) the curves \( \Gamma_d = T^\psi(A) \cap \{ (x^1, x^2, x^3) : x^3 = d \} \) are regular, convex and closed.

Now, we prove that these curves \( \Gamma_d \) are embedded. If the planar curve \( \Gamma_d \) was not embedded, then the Euclidean normal vector \( n_{\Gamma_d} \) of \( \Gamma_d \) on this plane would wind at least twice. But the orthogonal projection of the conormal along \( \Gamma_d \) on \( \{ (x^1, x^2, x^3) : x^3 = d \} \) has the same direction as \( n_{\Gamma_d} \). So, the affine conormal along \( \Gamma_d \) would wind at least twice on the plane \( \{ (x^1, x^2, x^3) : x^3 = 1 \} \). This would mean that \( N^T \) self-intersects along \( \Gamma_d \). But, this is not possible, since by (6.9) it would contradict that \( (x^1, x^2, f(x^1, x^2)) \) is a graph because of the existence of two different points with the same \( (x^1, x^2) \) coordinates.

Therefore, all the curves \( \Gamma_d = (\Gamma^1_d, \Gamma^2_d, d) \) are regular convex Jordan curves lying on parallel planes. Thus, we obtain a family of regular convex Jordan curves \( V_d = (\Gamma^1_d, \Gamma^2_d, 0) \) which converges to \( T^\psi(C_0) = (V^1, V^2, 0) \) when \( d \to 0 \). Hence, \( V \) is an embedded curve as we wanted to show.

To complete the proof, we only need to prove that the correspondence is surjective.

Let \( V = (V^1, V^2) : \mathbb{R} \longrightarrow \mathbb{R}^2 \) be a \( 2\pi \)-periodic regular analytic parametrization of a convex Jordan curve and \( L \) the special Lagrangian immersion generated by \( \gamma(s) = (0, 0, V^1(s), V^2(s)) \), which is well defined if \( -r_0 < \Im(z) < r_0 \) for a certain real number \( r_0 \).
Using the above study of the nodal set of $V$, the $2\pi$-periodic improper affine map $\psi^L$ is an immersion when $0 < 3(z) < r_1$ for a suitable $r_1 < r_2$. That is, $\psi(w) = \psi^L(i \log w)$ is a well-defined immersion on $\mathcal{A}' = \{ w \in \mathbb{C} : 1 < |w| < e^{r_1} \}$ with $\psi(w) = (0,0,0)$ for $|w| = 1$. Moreover, if $\psi$ can be seen as a graph for $1 \leq |w| < e^{r_1}$, then $(0,0)$ is a nonremovable singularity since its induced conformal structure is the one of an annulus.

We can assume that the affine normal of $\psi$ on $\mathcal{A}'$ is $e^3$, up to an identification with its reflected solution. Thus, the Legendre transform $T^\psi$ of $\psi$, given by (6.8), takes the limit values $(V^1, V^2, 0)$ for $|w| = 1$, with constant limit affine conormal $(0,0,1)$.

Therefore, $T^\psi$ lies in $\mathbb{R}_+^3$, and there is some $d_0 > 0$ such that for every $d \in (0, d_0]$ the intersection $\Gamma_d = T^\psi(\mathcal{A}') \cap \{(x^1, x^2, x^3) : x^3 = d \}$ is a regular convex Jordan curve. Now, let $S_{d_1}$ denote the portion of $T^\psi(\mathcal{A}')$ which lies in the slab $\{(x^1, x^2, x^3) : d_1 \leq x^3 \leq d_0 \}$, where $d_1 > 0$. Then, as $S_{d_1}$ is convex, it is known that the convexity and embeddedness of the curves $\Gamma_d$ assure that the Euclidean unit normal on $S_{d_1}$ is a global diffeomorphism onto its spherical image. Letting $d_1 \to 0$, the Euclidean normal of $T^\psi$ is a global diffeomorphism from $1 < |w| < r_2$ onto its spherical image, for a certain $r_2$. In particular, the affine conormal of $T^\psi$ is a global diffeomorphism from $1 < |w| < r_2$.

Hence, by (6.9) we conclude that $\psi$ must be a global graph about the origin, as we wished to prove. \hfill \Box
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