COMPATIBLE VALUATIONS
AND GENERALIZED MILNOR $K$-THEORY
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Abstract. Given a field $F$ and a subgroup $S$ of $F^\times$ there is a minimal group $S \leq H_S \leq F^\times$ for which there exists an $S$-compatible valuation whose units are contained in $H_S$. Assuming that $S$ has finite index in $F^\times$ and contains $(F^\times)^p$ for $p$ prime, we describe $H_S$ in computable $K$-theoretic terms.

1. Introduction

In many problems in field theory one needs to detect “arithmetically interesting” valuations on a field $F$, e.g., valuations $v$ satisfying some variant of Hensel’s lemma. An especially useful such variant is $S$-compatibility: given a subgroup $S$ of the multiplicative group $F^\times$ of $F$, one says that $v$ is $S$-compatible if the group $1+\mathfrak{m}_v$ of principal units of $v$ is contained in $S$ (here $\mathfrak{m}_v$ denotes the maximal ideal of the valuation ring $O_v$ of $v$). Since $S$-compatibility (as well as full Henselity) is always satisfied by the trivial valuation (for which $O_v = F$), some non-triviality condition is also needed. We therefore consider a second subgroup $H$ of $F^\times$ and require that $O_v^\times \leq H$, where $O_v^\times$ is the group of invertible elements in $O_v$. Let $\text{Val}(S, H)$ be the set of all $S$-compatible valuations on $F$ which satisfy this requirement.

In practical problems, $S$ is usually given and one looks for an $S$-compatible valuation with $v(F^\times)/v(S)$ as large as possible. Equivalently, one looks for a subgroup $H$ which is as small as possible with $\text{Val}(S, H) \neq \emptyset$. It follows from powerful results of Arason, Elman and Jacob [AEJ] (see also the related works [J], [Wr1], [HJ] and [E1]) that, apart from a well-understood exceptional case, there exists a canonical minimal group $H_S$ with these two properties. Thus $\text{Val}(S, H_S) \neq \emptyset$, and $H_S \leq H$ whenever $\text{Val}(S, H) \neq \emptyset$. Moreover, $\text{Val}(S, H_S)$ then contains a canonical (coarsest) valuation.

A special case which has often been considered is when $S = (F^\times)^p$ for a prime number $p$ and $F$ contains a $p$th root of unity. Then a valuation $v$ with residue characteristic $\neq p$ is $S$-compatible if and only if it is $p$-Henselian, i.e., Hensel’s lemma holds for polynomials of degree $p$ [We1 Prop. 1.4]. Thus the problem in this case is to find a $p$-Henselian valuation $v$ on $F$ with $v(F^\times)/pv(F^\times) \cong F^\times/\mathfrak{m}_v^\times$ as large as possible. This became especially important in the area of “birational anabelian geometry”, where one recovers arithmetical properties of a field from the
knowledge of its absolute Galois group. The above-mentioned result of \cite{AEJ} assures that the largest possible quotient $v(F^\times)/pv(F^\times)$ which one can get is $F^\times/H_S$ (again, apart from the exceptional case). However, while $H_S$ can be described in elementary terms (see \S3), when $p \neq 2$ it is a priori not clear how to detect it Galois-theoretically, as is required in such problems.

In this paper we solve this problem as follows. We consider a subgroup $(F^\times)^p \leq S \leq F^\times$ and associate to it a certain group $S \leq N_S \leq F^\times$ which is defined in terms of the generalized Milnor $K$-ring functor $K^M_F(S)$, introduced in \cite{EF}. We prove that when $(F^\times : S) < \infty$ (and apart from the exceptional case mentioned above) the groups $H_S$ and $N_S$ coincide. Now when $S = (F^\times)^p$ and $F$ contains a $p$th root of unity, Kummer’s theory and the Merkurjev–Suslin theorem imply that the ring $K^M_F(S)/S$ and the Galois cohomology ring $H^*(G_F(p), \mathbb{Z}/p)$ are isomorphic in degrees 1 and 2 (where $G_F(p)$ is the maximal pro-$p$ Galois group of $F$; see \cite{MS, JWd, §1}, \cite{Ka}. Furthermore, $N_S$ is actually determined by the degree $\leq 2$ part of $K^M_F(S)/S$. Consequently, $G_F(p)$ indeed determines $N_S = H_S$ – in fact, in an effectively computable way.

This quantitative result strengthens the results of \cite{HJ} and \cite{Ko}, which are of a qualitative nature – i.e., yield valuations $v$ with $v(F^\times) \neq pv(F^\times)$. It also improves the quantitative results of \cite{E1}, which gave another bound on the possible size of $v(F^\times)/pv(F^\times)$ for $p$-Henselian valuations $v$. While the latter bound was sufficient for some applications (\cite{EF, E2, E3}), it was not sharp, due to the non-canonical nature of the construction there.

As an application we go back in \S8 to results of Bass–Tate (\cite{BrT}), Wadsworth (\cite{Wd}), and \cite{EF}, showing that the Milnor $K$-ring of an $S$-compatible valued field $(F, v)$ can be built from the corresponding $K$-ring of the residue field and the group $v(F^\times)/v(S)$ as an extension (this construction is analogous to the construction of polynomial rings in a set of variables over a given ring; see \S5). We prove a converse result, asserting that extension structures on $K^M_F(S)/S$ must originate from $S$-compatible valuations (Theorem 8.1).

The exceptional case mentioned above is that of totally rigid groups $S$. When $(F^\times)^p \leq S$ as before, this means in a $K$-theoretic language that $K^M_F(S)/S$ is an extension of either $K^M_F(\mathbb{R})/2$ (if $p = 2$) or $K^M_F(\mathbb{C})/p$. As we show in \S9, totally rigid subgroups of the first kind are nothing but the fans, which were extensively studied in the context of ordered fields. Thus our combined $K$-theoretic/valuation-theoretic approach reveals a non-real analog of fans, namely, the totally rigid subgroups of the second kind.

2. Valuations

We first recall some basic facts about valuations which will be needed later on. All valuations will be in the sense of Krull, i.e., corresponding to valuation rings (see, e.g., \cite{Br} Ch. VI, \cite{En}, \cite{R}), and we will not distinguish between valuations with equal valuation rings. Given valuations $v, u$ on a field $F$, we say that $v$ is finer than $u$ (and $u$ is coarser than $v$) if $O_v \subseteq O_u$. Other equivalent conditions are that $O_v^\times \subseteq O_u^\times$, $m_u \subseteq m_v$, or that there is an epimorphism of ordered abelian groups $\varphi : v(F^\times) \to u(F^\times)$ such that $u = \varphi \circ v$. In this case we write $u \leq v$. This is a partial ordering on the set of all valuations on $F$. We say that $v$ and $u$ are comparable if one of them is coarser than the other. The collection of all
valuations on \( F \) has a tree structure with respect to \( \leq \), with the trivial valuation as its minimum:

**Proposition 2.1.** The above partially ordered set has the following properties:

(a) if \( v, u, u' \) are valuations with \( u \leq v \) and \( u' \leq v \) then \( u, u' \) are comparable;
(b) every collection \( v_i, i \in I \), of valuations on \( F \) has a finest common coarsening (i.e., an infimum).

**Proof.** For (a) see [E4, Ch. VI, §4.1].

To prove (b) let \( O \) be the subring of \( F \) generated by the valuation ring \( O_{v_i}, i \in I \). It is necessarily a valuation ring. The corresponding valuation is as required. \( \square \)

The next lemma is a special case of [E4, Cor. 2.3].

**Lemma 2.2.** Let \( v_1, v_2 \) be incomparable valuations on the field \( F \) and let \( u \) be their finest common coarsening. Then \( O_u^\infty = (1 + m_{v_1})(1 + m_{v_2}) \).

Given subsets \( C_i, i \in I \), of \( F \) let \( \prod_{i \in I} C_i \) be the set of all products \( \prod_{i \in I} c_i \), where \( c_i \in C_i \) for all \( i \), and \( c_i = 1 \) for all but finitely many \( i \) (this makes sense also when \( I \) is infinite).

**Proposition 2.3.** Let \( v_i, i \in I \), be valuations on the field \( F \) and let \( u \) be their finest common coarsening. Then:

(a) \( O_u = \prod_{i \in I} O_{v_i} \);
(b) \( O_u^\infty = \prod_{i \in I} O_{v_i}^\infty \).

**Proof.** (a) We first show that \( \prod_{i \in I} O_{v_i} \) is a ring. Indeed, consider elements \( z = \prod_{i \in I} z_i \) and \( t = \prod_{i \in I} t_i \) of \( \prod_{i \in I} O_{v_i} \), with \( z_i, t_i \in O_{v_i} \) as above. Clearly, \( zt = \prod_{i \in I} (z_i t_i) \in \prod_{i \in I} O_{v_i} \). Also take an arbitrary \( i_0 \in I \). By the ultrametric inequality, \( v_{i_0}(z + t) \geq \min\{v_{i_0}(z), v_{i_0}(t)\} \) — say, \( v_{i_0}(z + t) \geq v_{i_0}(z) \). Then \( z + t \in zO_{i_0} \leq \prod_{i \in I} O_{v_i} \), as desired.

Since \( \prod_{i \in I} O_{v_i} \) contains the valuation rings \( O_{v_i}, i \in I \), it is itself a valuation ring. Obviously, it has no proper subrings containing all the \( O_{v_i}, i \in I \).

(b) We first verify this in the case of two valuations \( v_1, v_2 \).

If \( v_1, v_2 \) are comparable, say, \( v_1 \leq v_2 \), then \( u = v_1 \), so \( O_u^\infty = O_{v_1}^\infty \geq O_{v_2}^\infty \), and the assertion is clear.

If \( v_1, v_2 \) are incomparable, then Lemma 2.2 gives

\[
O_u^\infty = (1 + m_{v_1})(1 + m_{v_2}) \leq O_{v_1}^\infty O_{v_2}^\infty.
\]

On the other hand, \( O_{v_i}^\infty \leq O_{v_i}^\infty, i = 1, 2 \), so we are done once again.

The case of finitely many valuations \( v_i \) follows from the case of two valuations by induction.

Finally consider the general case. Since \( u \) is coarser than every \( v_i \), we have \( O_u^\infty \geq \prod_{i \in I} O_{v_i}^\infty \). Conversely, take \( x \in O_{v_i}^\infty \). (a) gives finite subsets \( J, J' \) of \( I \) with \( x \in \prod_{j \in J} O_{v_j} \) and \( x^{-1} \in \prod_{j \in J'} O_{v_j} \). We may replace both \( J \) and \( J' \) by \( J \cup J' \) to assume that \( J = J' \). Let \( w \) be the finest common coarsening of \( v_j, j \in J \). By (a) again, \( O_w = \prod_{j \in J} O_{v_j} \), and by what we have already seen, \( O_w^\infty = \prod_{j \in J} O_{v_j}^\infty \). Hence \( x \in O_w^\infty \leq \prod_{i \in I} O_{v_i}^\infty \), as desired. \( \square \)

Denote the residue field of a valuation \( v \) on \( F \) by \( \bar{F}_v \). For a subgroup \( S \) of \( F^\times \) let \( S_v \) be the image of \( S \cap O_v^\times \) under the residue homomorphism \( O_v \to \bar{F}_v \). It is a
3. Existence of valuations

In this section we summarize some of the main results of [AEJ] which will be required later on. We fix the field $F$ and consider subgroups $S \leq H$ of $F^\times$. We set:

$$
O^-(S, H) = (S - 1) \setminus H,$$

$$
O^+(S, H) = \{ x \in H \mid xO^-(S, H) \subseteq O^-(S, H) \},$$

$$
O(S, H) = O^-(S, H) \cup O^+(S, H).
$$

**Remark 3.1.** For $K$-theoretic purposes it is actually more convenient to define $O^-(S, H)$ as $(1 - S) \setminus H$. Then the main results of [AEJ] remain valid with some minor sign adaptations (see [EI]). However since we will extensively use here the results of [AEJ], we keep these definitions.

Let

$$
A_S = \{ x \in F^\times \mid S - xS \not\subseteq S \cup -xS \}, \quad H_S = \langle -1, A_S \rangle.
$$

For $x \in S$ we have $0 \in S - xS$ but $0 \not\in S \cup -xS$. Hence $S \subseteq A_S$. In the terminology of [AEJ], $A_S$ consists of all $x \in F$ such that $-x$ is not $S$-rigid. An element $x$ of $F$ is called $S$-basic if $x \in A_S \cup -A_S$. Thus $H_S$ is the subgroup of $F^\times$ generated by the $S$-basic elements. The pair $(S, H)$ is pre-additive if $1 - O^-(S, H)O^-(S, H) \subseteq S$ (see [AEJ, Lemma 2.6]).

**Theorem 3.2.** The following conditions are equivalent:

(a) $\text{Val}(S, H) \neq \emptyset$;

(b) $O(S, H)$ is a valuation ring corresponding to a valuation in $\text{Val}(S, H)$ which is coarser than any other valuation in $\text{Val}(S, H)$;

(c) $H_S \leq H$ and $(S, H)$ is pre-additive.

**Proof.** (b)⇒(a): Trivial.

(a)⇒(c): Let $v \in \text{Val}(S, H)$. Obviously, $-1 \in O_v^\times \subseteq H$. By [AEJ, Prop. 1.5(1)], $A_S \subseteq SO_v^\times \subseteq H$.

Finally, if $x \in O^-(S, H)$, then $1 + x \in S \leq H$, as well as $x \not\in H$. Therefore $1 + x^{-1} = x^{-1}(1 + x) \not\in H$, and in particular, $1 + x^{-1} \not\in S$. Since $v$ is $S$-compatible, $x^{-1} \not\in m_v$, so $x \in O_v \setminus H$. Conclude that

$$
O^-(S, H) \subseteq O_v \setminus H \subseteq O_v \setminus O_v^\times = m_v,
$$

whence

$$
1 - O^-(S, H)O^-(S, H) \subseteq 1 - m_v m_v \subseteq 1 + m_v \subseteq S.
$$

(c)⇒(b): By (c), $H$ contains the $S$-basic elements of $F$. Therefore [AEJ, Th. 2.10] shows that $O(S, H)$ corresponds to a valuation in $\text{Val}(S, H)$. By [AEJ, Prop. 3.2], it is coarser than any other valuation in $\text{Val}(S, H)$.

□
The picture given by Theorem 3.2 would be complete if we knew that Val(S, H_S) is non-empty. While this is not always the case, the following proposition shows that the exceptions are quite rare.

**Proposition 3.3.** If Val(S, H_S) = \emptyset, then

(a) H_S = \langle -1, S \rangle;
(b) there exists an intermediate group H_S < L \leq F^\times such that (L : H_S) = 2 and Val(S, L) \neq \emptyset;
(c) -1 \in S or S + S \subseteq S;
(d) A_S = S.

**Proof.** By assumption, O(S, H_S) does not correspond to a valuation in Val(S, H_S). Therefore (a)–(c) follow from [AEJ, Th. 2.16].

For (d), suppose that x \in A_S \setminus S. Then (a) implies that -x \in S. Hence -1 \notin S, so by (c), S - xS = S + S \subseteq S = S \cup -xS. This contradicts x \in A_S.

\[\square\]

4. \(\kappa\)-STRUCTURES

We recall from [E5] the basic notions of the category of \(\kappa\)-structures, which serves as the target category for the generalized Milnor \(K\)-ring functor.

Denote the tensor algebra of an abelian group \(\Gamma\) (considered as a \(\mathbb{Z}\)-algebra) by Tens(\(\Gamma\)). Let \(\kappa = \bigoplus_{r=0}^\infty \kappa_r = \text{Tens}(\{\pm 1\})\), and let \(\epsilon\) be the non-trivial element of \(\kappa_1 \cong \{\pm 1\}\). A \(\kappa\)-structure consists of a graded ring \(A = \bigoplus_{r=0}^\infty A_r\) and a graded ring homomorphism \(\kappa \to A\) such that:

(i) \(A_0 = \mathbb{Z}\) and the homomorphism \(\kappa \to A\) is the identity in degree 0;
(ii) \(A_1\) generates \(A\) as a ring;
(iii) the image \(\epsilon A\) of \(\epsilon\) in \(A_1\) satisfies \(a^2 = \epsilon a a = a \epsilon A\) for all \(a \in A_1\).

For \(a, b \in A_1\), (iii) gives \(ab + ba = (a + b)^2 - a^2 - b^2 = 0\), so \(A\) is anti-commutative. The trivial \(\kappa\)-structure \(0\) is defined by \(0_0 = \mathbb{Z}\) and \(0_r = 0\) for \(r \geq 1\). A morphism \(A \to B\) of \(\kappa\)-structures is a graded ring homomorphism which commutes with the structural homomorphisms \(\kappa \to A, \kappa \to B\).

The tensor product in the category of graded rings is defined as usual by

\[A \otimes_\mathbb{Z} B = \bigoplus_{r=0}^\infty \left( \bigoplus_{i+j=r} A_i \otimes_\mathbb{Z} B_j \right),\]

with the multiplication law

\[(a \otimes b)(a' \otimes b') = (-1)^{ij} a a' \otimes b b'\]

for \(a \in A_i, a' \in A_{i'}, b \in B_j, b' \in B_{j'}\). Given \(\kappa\)-structures \(A, B\), we define their tensor product in the category of \(\kappa\)-structures to be \(A \otimes_\kappa B = (A \otimes_\mathbb{Z} B) / I\), where \(I\) is the homogeneous ideal generated by \(\epsilon A \otimes 1_B - 1_A \otimes \epsilon B\). The structural homomorphism \(\kappa \to A \otimes_\kappa B\) is given by \(\epsilon \mapsto \epsilon A \otimes 1_B + I = 1_A \otimes \epsilon B + I\).

Next, for an abelian group \(\Gamma\) let \(\kappa[\Gamma]\) be the quotient of Tens(\(\kappa_1 \oplus \Gamma\)) by the homogeneous ideal generated by all elements \(\epsilon \otimes \gamma - \gamma \otimes \gamma\), where \(\gamma \in \Gamma\). The obvious embedding \(\kappa_1 \to \kappa_1 \oplus \Gamma\) induces a graded ring homomorphism \(\kappa \to \kappa[\Gamma]\), making \(\kappa[\Gamma]\) into a \(\kappa\)-structure. More generally, for a \(\kappa\)-structure \(\tilde{A}\) we define the extension \(\tilde{A}[\Gamma] = \tilde{A} \otimes_\kappa \kappa[\Gamma]\) of \(\tilde{A}\) by \(\Gamma\). One may identify \((\tilde{A}[\Gamma])_1 = \tilde{A}_1 \oplus \Gamma\). If \(\Gamma'\) is another abelian group, then \((\tilde{A}[\Gamma])[\Gamma'] = \tilde{A}[\Gamma \oplus \Gamma']\) canonically [E5 Cor. 1.3].
4.1 Examples. (a) $0[\Gamma]$ is just the alternating $\mathbb{Z}$-algebra over $\Gamma$ \cite{Lg} Ch. XVI, §6.

(b) Let $A$ be a $\kappa$-structure, let $\Gamma = \langle \gamma \rangle$ be a cyclic group, and let $A = \bar{A}[\Gamma]$. For $r \geq 1$, the group $A_r$ is generated by the image of $\bigoplus_{i+j=r} (\bar{A}_i \otimes \mathbb{Z} \otimes i \cdot j)$. By (iii) above, $\gamma^i = \epsilon_A^{-1} \gamma$ in $A$. It follows that $A_r = A_r \oplus (\bar{A}_{r-1} \otimes \mathbb{Z} \otimes \Gamma)$.

Note that when $A$ is even, so $\bar{a} = a$ in $A_1$ and $i, j \in \mathbb{Z}$.

The construction of extensions is intimately related to the following quite subtle notion, which goes back to Szymiczek \cite{S} and Ware \cite{Wr1, Wr2}.

Definition. Let $n$ be a positive integer, and let $A$ be a $\kappa$-structure. We say that $a \in A_1$ is $n$-rigid if:

1. $\langle a \rangle \cong \mathbb{Z}/n$; and
2. for every $b \in A_1$ with $a \cdot b = 0$ in $A_2$ there exist integers $i, j$, at least one of which is prime to $n$, such that $j(\epsilon_A + a) = ib$.

Note that when $n = p$ is prime and $pA_1 = 0$, (2) means that for every $b \in A_1$ with $a \cdot b = 0$ the elements $\epsilon_A + a$ and $b$ of $A_1$ are $\mathbb{Z}/p$-linearly dependent. Also note that when $p \neq 2$ we actually have $\epsilon_A = 0$. The first fundamental connection between rigidity and extensions is the following fact.

Proposition 4.2. Let $n$ be a positive integer, and let $A$ be a $\kappa$-structure such that $nA_1 = 0$. Let $\Gamma$ be a free $\mathbb{Z}/n$-module and let $A = \bar{A}[\Gamma]$. Suppose that the projection of $a \in A_1$ to $\Gamma$ has order $n$. Then $a$ is $n$-rigid.

Proof. We may decompose $\Gamma = \Gamma_1 \oplus \Gamma_2$, where $\Gamma_2 \cong \mathbb{Z}/n$ and where the projection of $a$ in $\Gamma_2$ has order $n$. As $\Gamma \cong (\bar{A}[\Gamma_1])[\Gamma_2]$, it is enough to consider the case where $\Gamma = \Gamma_2 = \langle \gamma \rangle$ is cyclic of order $n$. Then the computations of Example 4.1(b) apply.

We write $a = (\bar{a}, i\gamma) \in A_1 = A_1 \oplus \Gamma$, with $\bar{a} \in A_1$ and $i \in \mathbb{Z}$. By assumption, $\langle a \rangle \cong \mathbb{Z}/n$, and furthermore, $n$ and $i$ are relatively prime. Note that if $\epsilon_A \neq 0$, then $n$ is even, so $i$ is odd and $i\epsilon_A = \epsilon_A$. Obviously, this also holds when $\epsilon_A = 0$. Now let $b = (\bar{b}, j\gamma) \in A_1 = A_1 \oplus \Gamma$ and suppose that $a \cdot b = 0$ in $A_2$. By (4.1), $ib = j\bar{a} + ij\epsilon_A = j(\bar{a} + \epsilon_A)$. Therefore

$$ib = (ib, ij\gamma) = j(\bar{a} + \epsilon_A, i\gamma) = j(a + \epsilon_A),$$

as required. \hfill $\square$

4.3 Examples. (1) Let $p$ be a prime number and let $\Gamma$ be an abelian group of exponent $p$. Let $A = 0[\Gamma]$. By Proposition 4.2, every non-zero element of $A_1$ is $p$-rigid.

(2) Let $\Gamma$ be an abelian group of exponent 2 and let $A = \kappa[\Gamma]$. Then every non-zero element $a$ of $A_1$ is 2-rigid. Indeed, for $a = \epsilon_A$ this is trivial from the definition of rigidity, while for $a \neq 0, \epsilon_A$ it follows again from Proposition 4.2.

Given a $\kappa$-structure $A$ we define a homomorphism $Bock_A : A_1 \rightarrow A_2$ by

$$Bock_A(a) = a^2 = \epsilon_A \cdot a.$$

Generalizing standard terminology (see, e.g., \cite{NSW} p. 191), we call $Bock_A$ the Bockstein map of $A$. 

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Lemma 4.4. Let $\Gamma$ be an abelian group of exponent 2, and let $A = \kappa[\Gamma]$. Then Bock$_A$ is injective.

Proof. Suppose that $0 \neq a \in A_1$ satisfies Bock$_A(a) = 0$. As we have just seen, $a$ is 2-rigid. Since $a^2 = 0$, the elements $a$ and $a + \epsilon$ of $A_1$ must be $F_2$-linearly dependent. As $a, \epsilon \neq 0$, this can happen only if $a = \epsilon$. But Bock$_A(\epsilon) = \epsilon^2 \neq 0$, a contradiction. \hfill \Box

5. Generalized Milnor $K$-rings

Let $F$ be a field and $S$ a subgroup of $F^\times$. For $r \geq 0$ let $\text{St}_{F,r}(S)$ be the subgroup of $(F^\times/S)^{\otimes r} = F^\times \otimes_{Z} \cdots \otimes_{Z} F^\times$ (r times) generated by all elements $a_1 S \otimes \cdots \otimes a_r S$ such that $1 \in a_i S + a_j S$ for some $i \neq j$. Generalizing standard terminology, we call such generators Steinberg elements. As in [E5] we set

$$K^M_r(F)/S = (F^\times/S)^{\otimes r}/\text{St}_{F,r}(S).$$

Then $K^M_r(F)/S = \bigoplus_{r=0}^{\infty} K^M_r(F)/S$ is a $\kappa$-structure with respect to the multiplication induced from the tensor algebra over $F^\times$, and with the structural morphism $\kappa \rightarrow K^M_r(F)/S$ given by $\epsilon \mapsto -S \in F^\times/S$ (see [E5 §2]). We call it the Milnor $K$-ring of $F$ modulo $S$. In particular, $K^M_0(F)/S = \mathbb{Z}$ and $K^M_1(F)/S = F^\times/S$. When $S = \{1\}$ this is the classical Milnor $K$-ring $K^M_r(F)$ defined in [Mi]. When $S = (F^\times)^m$ for a positive integer $m$, the rings $K^M_*(F)/S$ and $K^M_*(F)/m$ coincide except in degree 0.

Given $a_1, \ldots, a_r \in F^\times$ we denote the image of $a_1 S \otimes \cdots \otimes a_r S$ in $K^M_r(F)/S$ by $\{a_1, \ldots, a_r\}_S$. The map $\{a_1, \ldots, a_r\}_S$ is multi-linear and anti-commutative. Also, since the identity $\{a, -a\} = 0$ for $a \in F^\times$ is well-known to hold in $K^M_2(F)$ [Mi] §1], one has $\{a, -a\}_S = 0$ in $K^M_2(F)/S$. Therefore $\{a, a\}_S = \{-1, a\}_S = \{a, -1\}_S$.

For an intermediate group $S \leq S' \leq F^\times$ there is a canonical restriction morphism

$$\text{Res}: K^M_*(F)/S \rightarrow K^M_*(F)/S',$$

which maps a generator $\{a_1, \ldots, a_r\}_S$ of $K^M_r(F)/S$ to $\{a_1, \ldots, a_r\}_{S'}$.

The $S$-compatible valuations reflect in the $K$-ring as extensions, in the sense of §4. This is the following special case of [E5 Th. 5.1], which in turn extends earlier results of Bass and Tate [BaT I, Prop. 4.3] and Wadsworth [Wd] §2.

Theorem 5.1. Let $F$ be a field, $p$ a prime number, and $(F^\times)^p \leq S \leq F^\times$ an intermediate group. Let $v$ be an $S$-compatible valuation. Then

$$K^M_*(F)/S \cong (K^M_*(F_v)/S_v)[v(F^\times)/v(S)].$$

The arithmetic structure of $F$ as an ordered field is also reflected in its $K$-theory in a rather simple way as follows. A subgroup $S$ of $F^\times$ is called a (proper) preordering if it is additively closed, contains $(F^\times)^2$, but does not contain $-1$. It is called an ordering if in addition $F^\times = S \cup -S$.

Proposition 5.2. \begin{itemize} \item[(a)] $S$ is an ordering if and only if $K^M_*(F)/S \cong \kappa$ as $\kappa$-structures. \item[(b)] For distinct orderings $S_1, S_2$ on $F$ one has $K^M_*(F)/(S_1 \cap S_2) \cong \kappa[\mathbb{Z}/2]$. \end{itemize}

Proof. \begin{itemize} \item[(a)] See [E5 Prop. 3.2]. \item[(b)] Set $S = S_1 \cap S_2$ and choose $a_1 \in S_1 \setminus S_2$. Then $a_2 := -a_1 \in S_2 \setminus S_1$, and $F^\times/S$ consists of the cosets of $1, -1, a_1, a_2$. Since $K^M_*(F)/S$ is a $\kappa$-structure,
Proof. Suppose that Corollary 6.3. If \( a \) and \( a_1, a_2 \) are independent elements of the group \( K^M_r(F) \), then 

\[
\{ a_i, a_j \} = \{ -1, a_i \}, \quad i = 1, 2, \text{ and } \{ a_1, a_2 \} = 0.
\]

It follows that for \( r \geq 2 \) the group \( K^M_r(F) / S \) consists only of the elements

\[
0, \quad \{ -1, -1, \ldots, -1 \} \in S, \quad \{ -1, \ldots, -1, a \} \in S, \quad \{ -1, \ldots, -1, a_1, a_2 \} \in S.
\]

Furthermore, consider the restriction morphism \( \text{Res}: K^M_r(F) / S \to K^M_r(F) / S_i \) (\( \equiv \kappa \), by (a)). When \( i = 1 \) it maps only the first and the third elements in this list trivially, and when \( i = 2 \) it maps only the first and the fourth elements trivially. It follows that these four elements are distinct.

On the other hand, Examples 4.1(b) shows that \( (\kappa[2])_r \) is a group of order 4 generated by \( \epsilon^r \) and \( \epsilon^{-1} \gamma \), where \( \gamma \) is the generator of \( \mathbb{Z}/2 \). The multiplicative structure of \( \kappa[2] \) is then determined by the equality \( \gamma^2 = \epsilon \gamma \). Consequently the \( \kappa \)-structures \( K^M_r(F) / S \) and \( \kappa[2] \) are isomorphic (with \( a_1 \) corresponding to \( \gamma \)). 

\[\square\]

6. Totally rigid subgroups

Let \( F \) be a field and \( S \) a subgroup of \( F^\times \). The identity \( \{ a, -a \} = 0 \) implies that every tensor product \( a_1 S \otimes \cdots \otimes a_r S \) such that \( a_1, \ldots, a_r \in F^\times \) and \( a_i S = -a_j S \) for some \( 1 \leq i < j \leq r \) is contained in \( \text{St}_{F,r}(S) \). We say that \( S \) is \textit{totally rigid} if for every \( r \) the group \( \text{St}_{F,r}(S) \) is in fact generated by such tensor products.

\textbf{Proposition 6.1.} \begin{enumerate} \item[(a)] Assume that \( -1 \in S \). Then \( S \) is totally rigid if and only if \( K^M_r(F) / S \cong 0[\Gamma] \) for some abelian group \( \Gamma \). \item[(b)] Assume that \( -1 \not\in S \) and \( (F^\times)^2 \leq S \). Then \( S \) is totally rigid if and only if \( K^M_r(F) / S \cong \kappa[\Gamma] \) for some group \( \Gamma \). \end{enumerate}

\textbf{Proof.} (a) This follows from Examples 4.1(a), taking \( \Gamma = F^\times / S \).

(b) This follows from the definition of \( \kappa[\Gamma] \), where \( \Gamma \) is taken to be a complement of the subgroup generated by \( -S \) in \( F^\times / S \). \[\square\]

\textbf{Proposition 6.2.} If \( A_S = S \), then \( S \) is totally rigid.

\textbf{Proof.} Let \( a_1 S \otimes \cdots \otimes a_r S \) be a standard generator of \( \text{St}_{F,r}(S) \), i.e., \( 1 = a_i s + a_j s' \) for some \( i \neq j \) and some \( s, s' \in S \). If \( a_i \not\in S \) or \( a_j \not\in S \), then this generator is trivial. If \( a_i, a_j \not\in S \) and \( a_j s' = 1 = a_i s \), then \( a_j s' = 1 = a_i s \). Hence \( a_j S = -a_i S \). \[\square\]

We can now give a \( K \)-theoretic answer to the problem considered in §3 whether \( \text{Val}(S, H_S) \) is non-empty.

\textbf{Corollary 6.3.} Suppose that \( S \) is not totally rigid. Then \( \text{Val}(S, H_S) \neq \emptyset \).

\textbf{Proof.} Apply Proposition 6.2 and Proposition 3.3(d). \[\square\]

From now on we fix a prime number \( p \) and assume that \( (F^\times)^p \leq S \leq F^\times \). Let

\[
T_S = \left\{ x \in F^\times \middle| 1 - x \not\in \bigcup_{i=0}^{p-1} x^i S \right\}.
\]

6.4 \textit{Remarks.} \begin{enumerate} \item[(1)] When \( -1 \in S \) one has \( T_S \subseteq A_S \).

(2) Suppose that \( T_S \subseteq S \). Then \( \text{St}_{F,r}(S) \) is generated by the tensor products \( a_1 S \otimes \cdots \otimes a_r S \) such that \( a_i S = a_j S \) for some \( 1 \leq i < j \leq r \). If in addition \( -1 \in S \), then we deduce that \( S \) is totally rigid.
We now define the group $N_S$ as follows: it is the subgroup of $F^\times$ generated by $-1$, $S$, and by all $x \in F^\times$ such that $\{x\}_S$ is not $p$-rigid in $K^M(F)/S$. More specifically, $N_S$ is generated by $-1$, $S$, and by all $x \in F^\times$ for which there exists $y \in F^\times$ such that $\{x, y\}_S = 0$ and $y \notin \bigcup_{i=0}^{p-1}(-x)^iS$.

**Lemma 6.5.**
(a) If $-1 \in S$, then $T_S \subseteq N_S$.
(b) If $p = 2$, then $A_S \subseteq N_S$.

**Proof.** (a) Take $1 \neq x \in T_S$. Then $\{x, 1 - x\} = 0$ and

$$1 - x \notin \bigcup_{i=0}^{p-1} x^iS = \bigcup_{i=0}^{p-1} (-x)^iS,$$

so $x \in N_S$.

(b) Let $x \in A_S$. Thus $S - xS \not\subseteq S - xS$. Hence there exists $x' \in xS$ such that $y = 1 - x' \notin S - x'$. Conclude that $x' \in N_S$, whence also $x \in N_S$. □

We will also need the following estimate:

**Proposition 6.6.** If $-1 \in S$ and $T_S \subseteq S$, then $(H_S : S)|p$.

**Proof.** When the pair $(S, H_S)$ is pre-additive this is proved in [EH Cor. 3.3] (following [HJ]).

When $(S, H_S)$ is not pre-additive, Val$(S, H_S) = \emptyset$ by Theorem 3.2. Conclude from Proposition 3.3 that $A_S = S$, so $H_S = S$ and we are done once again. □

**Proposition 6.7.** For $S$ totally rigid:
(a) $N_S = \langle -1, S \rangle$;
(b) $(H_S : S)|p$.

**Proof.** (a) By Examples 4.3(1), (2) and Proposition 6.1 all non-zero elements of $F^\times/S$ are $p$-rigid in $K^M(F)/S$. The assertion follows.

(b) Assume first that $-1 \in S$. Then $N_S = S$ by (a), so by Lemma 6.5(a), $T_S \subseteq S$. Now use Proposition 6.6.

Next assume that $-1 \notin S$. As $(F^\times)p \leq S$ necessarily $p = 2$. By Lemma 6.5(b), $A_S \subseteq N_S$. Use (a) once again to conclude that $H_S = \langle -1, S \rangle$, whence $(H_S : S) = 2$. □

7. Rigidity and valuations

Let again $p$ be a prime number and $(F^\times)p \leq S \leq F^\times$ an intermediate group. The subgroup $N_S$ gives a bound on the possible sizes of the quotients $v(F^\times)/v(S)$, with $v$ an $S$-compatible valuation:

**Proposition 7.1.** For every $S$-compatible valuation $v$ on $F$ one has $N_S \leq SO^\circ_v$ and $(v(F^\times) : v(S)) \leq (F^\times : N_S)$.

**Proof.** By Theorem 5.1, $K^M(F)/S \cong (K^M(F)/S)[v(F^\times)/v(S)]$ as $\kappa$-structures. By Proposition 4.2, elements of $F^\times/S$ whose projection via $v$ in $v(F^\times)/v(S)$ is non-zero are $p$-rigid in $K^M(F)/S$. Conclude from the definition of $N_S$ that $v(N_S) \leq v(S)$, i.e., $N_S \leq SO^\circ_v$. As $S \leq N_S$ we actually have $v(S) = v(N_S)$. Consequently,

$$(v(F^\times) : v(S)) = (v(F^\times) : v(N_S)) = (F^\times : N_S) \leq (F^\times : N_S).$$
In Theorem 3.2 we have seen that if $S \leq H \leq F^\times$ and $\text{Val}(S,H) \neq \emptyset$, then $H_S \leq H$. Proposition 7.1 implies that the subgroup $N_S$ has the same property:

**Corollary 7.2.** If $S \leq H \leq F^\times$ and $\text{Val}(S,H) \neq \emptyset$, then $N_S \leq H$.

Again, this raises the question whether $\text{Val}(S,N_S) \neq \emptyset$. This will be shown (under some assumptions) as a part of Theorem 7.5 below. We will first need the following key connection between the structure of $K^M_*(F)/S$ and valuations.

**Lemma 7.3.** Suppose that $\langle -1, S \rangle \leq M < N_S$ and $(N_S : M) = p$. Then:

(a) $T_M \subseteq M$;

(b) there exists $M \leq L \leq F^\times$ such that $(L : M)|p$ and $\text{Val}(M,L) \neq \emptyset$.

**Proof.** (a) Take $x \notin M$. We need to show that the cosets $\{x\} M$ and $\{1 - x\} M$ are $\mathbb{F}_p$-linearly dependent in $F^\times/M$.

If $\{x\} S$ and $\{1 - x\} S$ are both not $p$-rigid in $K^M_*(F)/S$, then $x, 1 - x \in N_S$. Since $\dim_{\mathbb{F}_p}(N_S/M) \leq 1$, the cosets $\{x\} M$ and $\{1 - x\} M$ are then $\mathbb{F}_p$-linearly dependent in $N_S/M (\leq F^\times/M)$, and we are done.

Next suppose that at least one of $\{x\} S, \{1 - x\} S$ is $p$-rigid in $K^M_*(F)/S$. From $\{x\} S = 0$ we then deduce that either $\{x\} S, \{1 - x\} S$ or $\{x\} S, \{-(1 - x)\} S$ are $\mathbb{F}_p$-linearly dependent in $F^\times/S$. But $-1 \in M$, so in both cases, $\{x\} M$ and $\{1 - x\} M$ are $\mathbb{F}_p$-linearly dependent in $F^\times/M$.

(b) By (a) and Proposition 6.6, $(H_M : M)|p$. When $\text{Val}(M,H_M) \neq \emptyset$ we can therefore take $L = H_M$.

When $\text{Val}(M,H_M) = \emptyset$ Proposition 3.3 shows that $H_M = M, p = 2$, and there is a subgroup $L$ as required. \hfill $\Box$

The next main step towards the proof of Theorem 7.5 is the following proposition.

**Proposition 7.4.** Suppose that $-1 \in S < N_S$ and $(F^\times : S) < \infty$. Then there exists an $S$-compatible valuation $v$ on $F$ such that $N_S = SO^\times_v$.

**Proof.** Let $\mathcal{M}$ be the collection of all intermediate groups $S \leq M < N_S$ with $(N_S : M) = p$. The assumptions imply that $\mathcal{M}$ is finite and non-empty. For every $M \in \mathcal{M}$ Lemma 7.3(b) yields a group $M \leq L_M \leq F^\times$ with $(L_M : M)|p$ and a valuation $v_M \in \text{Val}(M,L_M)$. Let $v$ be the finest common coarsening of the valuations $v_M, M \in \mathcal{M}$ (Proposition 2.1(b)). Then

$$1 + m_v \leq \bigcap_{M \in \mathcal{M}} (1 + m_{v_M}) \leq \bigcap_{M \in \mathcal{M}} M = S,$$

so $v$ is $S$-compatible. By Proposition 7.1, $N_S \leq SO^\times_v$. To show that this is an equality we distinguish between two cases.

**Case I:** For each $M \in \mathcal{M}$ there exists $M' \in \mathcal{M}$ such that $v_M$ and $v_{M'}$ are incomparable. For each $M$ we choose such $M'$ and denote the finest common coarsening of $v_M$ and $v_{M'}$ by $u_M$. Then $v$ is also the finest common coarsening of the $u_M$ for $M \in \mathcal{M}$. As $M \neq M'$ Lemma 2.2 gives:

$$O^\times_{u_M} = (1 + m_{v_M})(1 + m_{v_{M'}}) \leq MM' = N_S.$$

Conclude from Proposition 2.3(b) that $O^\times_v = \prod_{M \in \mathcal{M}} O^\times_{u_M} \leq N_S$, whence $N_S = SO^\times_v$ in this case.
Case II: There exists $M \in \mathcal{M}$ such that $v_M$ is comparable to $v_{M'}$ for all $M' \in \mathcal{M}$. Then $v$ is the finest common coarsening of all the $v_{M'}$ which are coarser than $v_M$. These $v_{M'}$ form a chain with respect to coarsening (Proposition 2.1(a)). Since $\mathcal{M}$ is finite, $v = v_{M'}$ for some $M'$. Hence $O_v^x = O_{v_M}^x \leq L_{M'}$. Therefore $M' < N_S \leq SO_v^x \leq L_{M'}$. Since $(L_{M'} : M')|p$ this implies that $N_S = SO_v^x$ in this case as well.

We now come to our main result:

**Theorem 7.5.** Suppose that $(F^x)^p \leq S \leq F^x$ and that $S$ is not totally rigid. Moreover, assume that $p = 2$ or $(F^x : S) < \infty$. Then:

(a) $\text{Val}(S, N_S) \neq \emptyset$;
(b) $N_S = H_S$.

**Proof.** (a) We break the proof into three cases.

Case I: $p = 2$. Then $A_S \subseteq N_S$, by Lemma 6.5(b). Hence $H_S \leq N_S$. Since $S$ is not totally rigid, Corollary 6.3 gives $\emptyset \neq \text{Val}(S, H_S) \subseteq \text{Val}(S, N_S)$.

Case II: $p \neq 2$ and $S < N_S$. Then $-1 \in (F^x)^p \leq S$ and $(F^x : S) < \infty$. We may therefore apply Proposition 7.4.

Case III: $p \neq 2$ and $S = N_S$. Then again $-1 \in S$, so by Lemma 6.5(a), $T_S \subseteq N_S = S$. But according to Remarks 6.4(2) this can happen only when $S$ totally rigid, a contradiction.

(b) Corollary 6.3 gives again $\text{Val}(S, H_S) \neq \emptyset$, so by Corollary 7.2, $N_S \leq H_S$. On the other hand, (a) and Theorem 3.2 show that $H_S \leq N_S$. □

**Corollary 7.6.** Under the assumptions of Theorem 7.5, there is an $S$-compatible valuation $v$ on $F$ such that $N_S = SO_v^x$ and $(v(F^x) : v(S)) = (F^x : N_S)$.

**Proof.** Theorem 7.5 yields a valuation $v \in \text{Val}(S, N_S)$. Thus $v$ is $S$-compatible and $O_v^x \leq N_S$. By Proposition 7.1, $N_S = SO_v^x$, whence the last equality. □

In the exceptional case where $S$ is totally rigid, we have $N_S = \langle -1, S \rangle$ (Proposition 6.7(a)). Then the following slightly weaker version of Theorem 7.5 and Corollary 7.6 holds:

**Proposition 7.7.** Suppose that $(F^x)^p \leq S \leq F^x$ is totally rigid. Then there exists an $S$-compatible valuation $v$ on $F$ such that $N_S = \langle -1, S \rangle$ is a subgroup of $SO_v^x$ of index dividing $p$. In particular, $(v(F^x) : v(S)) \geq (F^x : \langle -1, S \rangle)/p$.

**Proof.** If there exists a valuation $v \in \text{Val}(S, H_S)$, then $S \leq \langle -1, S \rangle \leq SO_v^x \leq H_S$, so by Proposition 6.7(b), $(SO_v^x : \langle -1, S \rangle) | (H_S : S)|p$.

If $\text{Val}(S, H_S) = \emptyset$, then by Proposition 3.3, $H_S = \langle -1, S \rangle$, $p = 2$, $A_S = S$, and there exists a group $H_S < L \leq F^x$ such that $(L : H_S) = 2$ and $\text{Val}(S, L) \neq \emptyset$. Choose $v \in \text{Val}(S, L)$. As $H_S = \langle -1, S \rangle \leq SO_v^x \leq L$, we obtain $(SO_v^x : \langle -1, S \rangle)|2$ in this case as well.

For the last assertion of the theorem we compute:

$$(v(F^x) : v(S)) = (F^x : SO_v^x) = (F^x : \langle -1, S \rangle)/(SO_v^x : \langle -1, S \rangle)$$

$$\geq (F^x : \langle -1, S \rangle)/p.$$  □
8. Extensions and valuations

We can now prove the following converse of Theorem 5.1.

**Theorem 8.1.** Let \( p \) be a prime number, let \((F^\times)^p \leq S \leq F^\times\), and suppose that \( p = 2 \) or \((F^\times : S) < \infty\). Furthermore, assume that \( K^M_*=\Gamma / S \cong A[\Gamma] \) for some \( \kappa\)-structure \( \bar{A} \not\equiv 0, \kappa \) and an abelian group \( \Gamma \) of exponent \( p \). Then there exists an \( S\)-compatible valuation \( v \) on \( F \) such that \((v(F^\times) : v(S)) \geq |\Gamma|\).

**Proof.** We have a sequence of group epimorphisms

\[
F^\times \to F^\times / S \to \bar{A}_1 \oplus \Gamma \to \Gamma,
\]

the first and third maps being the obvious projections. It follows from Proposition 4.2 that \( N_S \) is mapped trivially to \( \Gamma \) under the composed epimorphism. Hence \((F^\times : N_S) \geq |\Gamma|\).

If \( S \) is not totally rigid, then we are done by Corollary 7.6.

So suppose that \( S \) is totally rigid. Then \( K^M_*=\Gamma / S \cong A[\Gamma'] \), where \( \bar{A}' \) is either \( 0 \) or \( \kappa \) and \( \Gamma' \) is an abelian group of exponent \( p \) (Proposition 6.1). The previous argument shows that \((F^\times : N_S) \geq |\Gamma'|\). For an \( S\)-compatible valuation \( v \) as in Proposition 7.7 we therefore have:

\[
(v(F^\times) : v(S)) \geq (F^\times : (-1, S))/p = (F^\times : N_S)/p \geq |\Gamma'|/p.
\]

Thus it suffices to show that \(|\Gamma'|/p \geq |\Gamma|\).

Indeed, we have \( \bar{A}'[\Gamma'] \cong A[\Gamma] \). If \( \bar{A}' = 0 \), then \( \Gamma' \cong A_1 \oplus \Gamma \) and \( A_1 \) is a non-trivial group of exponent \( p \), so the claim is clear. On the other hand, if \( \bar{A}' = \kappa \), then \( p = 2 \) and \( \epsilon_{\lambda_1} \neq 0 \) for all \( r \). As \( \bar{A} \not\equiv 0, \kappa \) necessarily \( |\bar{A}_1| \geq 4 \). Hence \( \kappa_1 \oplus \Gamma' \cong A_1 \oplus \Gamma \) gives \(|\Gamma'|/2 \geq |\Gamma|\), as desired. \( \Box \)

9. Fans

A **fan** on the field \( F \) is a subset \( T \) of \( F \) such that \( T \setminus \{0\} \) is a preordering on \( F \), and for every \( b \in F^\times \setminus (-T) \) one has \( T + bT = T \cup bT \) (\( [BK] \), \( [L] \) Th. 5.5)). This notion, which has been extensively studied and used in the context of ordered fields, turns out to be essentially equivalent to the notion of a totally rigid preordering. Many other equivalent definitions can be given using the notions discussed so far.

**Theorem 9.1.** Let \( S \) be a preordering on \( F \). The following conditions are equivalent:

(a) \( S \) is totally rigid;
(b) \( S \cup \{0\} \) is a fan;
(c) for every \( a \in F^\times \setminus (S \cup -S) \) one has \( S - aS \subseteq S \cup -aS \);
(d) \( A_S = S \);
(e) \( H_S = (-1, S) \);
(f) \( N_S = (-1, S) \);
(g) \( K^M_*=\Gamma / S \cong \kappa[\Gamma] \) for some abelian group \( \Gamma \) of exponent 2.

**Proof.** (a)\(\Rightarrow\)(f): This is Proposition 6.7(a).

(f)\(\Rightarrow\)(d): Here \( p = 2 \), so Lemma 6.5(b) gives \( A_S \subseteq N_S = (-1, S) \). Furthermore, for \( a \in -S \) we have \( S - aS = S + S \subseteq S = S \cup -aS \), i.e., \( a \not\in A_S \). Thus \( A_S \cap (-S) = \emptyset \).

(d)\(\Rightarrow\)(a): This is Proposition 6.2.

(d)\(\Leftrightarrow\)(c), (d)\(\Rightarrow\)(c): Straightforward.
Also, if \( t \in S \), then \( c \in T \) and we are done.

Also, if \( t_1 = 0 \) or \( t_2 = 0 \), then the claim is clear. So suppose that \( t \notin S \) and \( t_1, t_2 \in \overline{T} \). Then \( \pm t \in F^\times \setminus (S \cup -S) \). By (c), \( c \in S + bS \subseteq S \cup bS \subseteq T \cup bT \).

(b) \( \Rightarrow \) (d): We always have \( S \subseteq A_S \). Conversely, take \( a \in F^\times \setminus S \) and set again \( T = S \cup \{0\} \). (b) implies that \( S - aS \subseteq T - aT = T \cup -aT \). But \( 0 \notin S - aS \), so \( S - aS \in T \cup -aS \), i.e., \( a \notin A_S \).

(a) \( \Rightarrow \) (g): This is Proposition 6.1(b).

10. Examples of totally rigid groups

The next list of examples shows that for \( S \) totally rigid (so \( N_S = \langle -1, S \rangle \) by Proposition 6.7(a)), the set \( \text{Val}(S, \langle -1, S \rangle) \) can be both empty or non-empty. In fact, each of these cases is possible when \( -1 \notin S \) as well as when \( S \cup \{0\} \) is a fan. This shows that the assumption in Theorem 7.5(a) that \( S \) is not totally rigid cannot be removed.

All our examples will be of the following general type: we take an appropriate field \( \bar{F} \) of characteristic \( \neq p \) and the ordered group \( \Gamma = \mathbb{Z}^m \) with its lexicographic order, where \( m \) is a cardinal number. We take \( F = \bar{F}((\Gamma)) \) to be the field of all formal power series \( \alpha = \sum_{\gamma \in \Gamma} a_\gamma t^\gamma \) with \( a_\gamma \in \bar{F} \) and well-ordered support \( \{ \gamma \in \Gamma \mid a_\gamma \neq 0 \} \). As was shown by Hahn [H], \( F \) indeed forms a field with respect to the natural operations. We identify \( \bar{F} \) with the subfield of all constant series in \( F \). When \( \alpha \neq 0 \) one defines \( v(\alpha) \) to be the minimal element of the support of \( \alpha \). The map \( v \) is a valuation on \( F \) with value group \( \Gamma \) and residue field \( \bar{F} \). By a result of Krull [K], \( (F, v) \) has no proper immediate extensions, whence it is Henselian. We will also take an appropriate subgroup \( (F^\times)^p \leq \bar{S} \leq \bar{F}^\times \) and let \( S = (F^\times)^p / S \). By Hensel’s lemma, \( 1 + m_v \leq (F^\times)^p \leq S \), i.e., \( v \) is \( S \)-compatible. Also \( v(S) = p\Gamma \) and \( \bar{S} = \bar{S}_v = \bar{S} \), so by Theorem 5.1:

\[
K^M_*(F)/S \cong (K^M_*(\bar{F})/S)((\mathbb{Z}/p)^m)
\]

Example 10.1. \( S \) is totally rigid, \( -1 \notin S \), and \( \text{Val}(S, S, S) \neq \emptyset \). Take any \( \bar{F} \) as above and \( \bar{S} = \bar{F}^\times \). Then \( K_*(\bar{F})/\bar{S} = 0 \), so \( K^M_*(F)/S \cong 0((\mathbb{Z}/p)^m) \). By Proposition 6.1(a), \( S \) is totally rigid. The groups \( O_v^S \) and \( S \cap O_v^S \) have the same image \( \bar{F}_v \) under the residue homomorphism. Hence \( O_v^S \leq (1 + m_v)(S \cap O_v^S) \subseteq S \), so \( v \in \text{Val}(S, S) \).

Example 10.2. \( S \cup \{0\} \) is a fan and \( \text{Val}(S, \langle -1, S \rangle) \neq \emptyset \). Take \( p = 2 \), \( \bar{F} = \mathbb{R} \), and \( \bar{S} = (\mathbb{R}^2)^2 \). Since \( S \) is an ordering on \( \mathbb{R} \), we have \( K^M_*(\bar{F})/\bar{S} = \kappa \) (Proposition 5.2(a)). Thus \( K^M_*(F)/S \cong \kappa[(\mathbb{Z}/2)^m] \), so by Proposition 6.1(b), \( S \) is totally rigid. In light of Lemma 4.4, the Bockstein map here is injective. By [PSP Prop. 3.3] this implies that \( S \) is a preordering, so by Theorem 9.1, \( S \cup \{0\} \) is a fan.

Finally, the residue map induces an isomorphism \( S(O_v^S)/S \cong F_v^\times /S_v = \mathbb{R}^\times /((\mathbb{R}^\times)^2) \). Hence \( (S(O_v^S)) : S = 2 = \langle -1, S \rangle : S \). As \( -1, S \leq S(O_v^S) \), necessarily \( \langle -1, S \rangle = S(O_v^S) \), i.e., \( v \in \text{Val}(S, \langle -1, S \rangle) \).

Example 10.3. \( S \) totally rigid, \( -1 \notin S \), and \( \text{Val}(S, S) = \emptyset \). Dirichlet’s theorem on primes in arithmetical progressions gives a prime number \( l \) such that \( l \equiv 1 \pmod{2p} \). Take \( \bar{F} = \mathbb{F}_l \) and \( \bar{S} = (\mathbb{F}_l^\times)^p \). Then \( S = (\mathbb{F}_l^\times)^p \) and \( -1 \in (\mathbb{F}_l^\times)^p \). The group \( \mathbb{F}_l^\times /((\mathbb{F}_l^\times)^p) \) is cyclic and non-trivial, whence of order \( p \). Further, \( K^M_*(\mathbb{F}_l) = 0 \) for \( r \geq 2 \) [Mi Example 1.5]. Therefore \( K^M_*(\bar{F})/\bar{S} \cong 0([\mathbb{Z}/p]) \) (see Example 4.1(b)).
It follows that
\[ K^M_*(F)/S \cong (0)[\mathbb{Z}/p])[\mathbb{Z}/p]^m \cong \mathfrak{O}((\mathbb{Z}/p)^{m+1}). \]

Conclude from Proposition 6.1(a) that \( S \) is totally rigid.

Now suppose that \( u \in \text{Val}(S, S) \). To derive a contradiction we let \( w \) be the finest common coarsening of \( v \) and \( u \). We claim that \( O^x_w \leq S \).

Indeed, if \( u \) were strictly finer than \( v \), then \( O_{u/v} = O_u/m_v \) would be a proper valuation ring on \( \bar{F}_v = \mathbb{R}_1 \) (see §2), which is impossible. If \( u \) is coarser than \( v \), then \( w = u \), so \( O^x_w = O^x_u \leq S \). Finally, if \( v \) and \( u \) are incomparable, then Lemma 2.2 gives \( O^x_w = (1 + m_u)(1 + m_v) \leq S \). This proves the claim.

Consequently, \( \bar{F}^x_w = \bar{S}_w \). Using the comments at the end of §2 we now get the contradiction
\[ \mathbb{F}^x = \bar{F}^x_v = (\bar{F}^x_w)_{v/w} = (\bar{S}_v)_{v/w} = \bar{S}_v = (\mathbb{F}^x)^p. \]

**Example 10.4.** \( S \cup \{0\} \) is a fan and \( \text{Val}(S, (-1, S)) = \emptyset \). Let \( p = 2 \), let \( \bar{F} = \mathbb{Q}(\sqrt{2}) \), and let \( \bar{S} = \bar{S}_1 \cap \bar{S}_2 \), where \( \bar{S}_1, \bar{S}_2 \) are the distinct orderings on \( \bar{F} \). By Proposition 5.2(b), \( K^M_*(\bar{F})/\mathfrak{O} \cong \kappa[\mathbb{Z}/2] \). Therefore
\[ K^M_*(\bar{F})/S \cong (\kappa[\mathbb{Z}/2])[\mathbb{Z}/2]^m \cong \kappa[\mathbb{Z}/2]^{m+1}. \]

By Proposition 6.1(b), \( S \) is totally rigid. Lemma 4.4 and [E5, Prop. 3.3] show again that \( S \) is a preorder, i.e., \( S \cup \{0\} \) is a fan.

Now suppose that \( u \in \text{Val}(S, (-1, S)) \). To get a contradiction, we break the discussion as before into three cases.

If \( v \) and \( u \) are incomparable, then their finest common coarsening \( w \) satisfies \( -1 \in O^x_w = (1 + m_u)(1 + m_v) \leq S \) (by Lemma 2.2), which is not the case.

If \( v \) is finer than \( u \), then \( O^x_v \leq O^x_w \leq (-1, S) \). The residue map induces an isomorphism \( SO^x_v/S \cong \bar{F}^x_v/\bar{S} = \bar{F}^x/\bar{S} \). We get the obvious contradiction
\[ 4 = (\bar{F}^x : \bar{S}) = (SO^x_v : S) \big| ((-1, S) : S) = 2. \]

Finally suppose that \( u \) is strictly finer than \( v \). Then \( u/v \) is a non-trivial valuation on \( \bar{F} = \bar{F}_v \). As \( 1 + m_u \leq S \) we have \( 1 + m_{u/v} \leq \bar{S}_v = \bar{S}_1 \cap \bar{S}_2 \). Now any non-trivial valuation on the number field \( \bar{F} \) is \( \pi \)-adic for some prime element \( \pi \) (see [Be], Ch. VI, §1.4, Prop. 3). Hence \( (u/v)(l) > 0 \) for the prime number \( l \) lying under \( \pi \), so \( 1 - l \in 1 + m_{u/v} \leq \bar{S}_1 \), and we again obtained a contradiction.
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