MULTIVARIABLE BOHR INEQUALITIES

GELU POPESCU

Abstract. Operator-valued multivariable Bohr type inequalities are obtained for:
(i) a class of noncommutative holomorphic functions on the open unit ball of $B(\mathcal{H})^n$, generalizing the analytic functions on the open unit disc;
(ii) the noncommutative disc algebra $A_n$ and the noncommutative analytic Toeplitz algebra $F_\infty^n$;
(iii) a class of noncommutative selfadjoint harmonic functions on the open unit ball of $B(\mathcal{H})^n$, generalizing the real-valued harmonic functions on the open unit disc;
(iv) the Cuntz-Toeplitz algebra $C^*(S_1,\ldots,S_n)$, the reduced (resp. full) group $C^*$-algebra $C^*_{red}(F_n)$ (resp. $C^*(F_n)$) of the free group with $n$ generators;
(v) a class of analytic functions on the open unit ball of $\mathbb{C}^n$.

The classical Bohr inequality is shown to be a consequence of Fejér’s inequality for the coefficients of positive trigonometric polynomials and Haager-up-de la Harpe inequality for nilpotent operators. Moreover, we provide an inequality which, for analytic polynomials on the open unit disc, is sharper than Bohr’s inequality.

Introduction

Let $f(z) := \sum_{k=0}^{\infty} a_k z^k$ be an analytic function on the open unit disc $\mathbb{D} := \{z \in \mathbb{C} : |z| < 1\}$ such that $\|f\|_\infty \leq 1$. Bohr’s inequality [5] asserts that
\[
\sum_{k=0}^{\infty} r^k |a_k| \leq 1 \quad \text{for} \quad 0 \leq r \leq \frac{1}{3}.
\]

Originally, the inequality was obtained for $0 \leq r \leq \frac{1}{6}$. The fact that $\frac{1}{3}$ is the best possible constant was obtained independently by M. Riesz, Schur, and Weiner. Other proofs were later obtained by Sidon [25] and Tomic [26]. Dixon [7] used Bohr’s inequality in connection with the long-standing problem of characterizing Banach algebras satisfying the von Neumann inequality [25] (see also [11] and [14]).

In recent years, multivariable analogues of Bohr’s inequality were considered by several authors (see [1], [4], [6], and [12]). Paulsen and Singh [13] used positivity methods to obtain operator-valued generalizations of Bohr’s inequality in the single variable case.
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We obtain in this paper operator-valued generalizations of Bohr’s inequality in multivariable settings. Let $H_n$ be an $n$-dimensional complex Hilbert space with orthonormal basis $e_1$, $e_2$, $\ldots$, $e_n$, where $n \in \{1,2,\ldots\}$. We consider the full Fock space of $H_n$ defined by

$$F^2(H_n) := \bigoplus_{k \geq 0} H_n^\otimes k,$$

where $H_n^\otimes 0 := \mathbb{C}1$ and $H_n^\otimes k$ is the (Hilbert) tensor product of $k$ copies of $H_n$. Define the left creation operators $S_i : F^2(H_n) \to F^2(H_n)$, $i = 1,\ldots,n$, by

$$S_i \varphi := e_i \otimes \varphi, \quad \varphi \in F^2(H_n).$$

Let $F^+_n$ be the unital free semigroup on $n$ generators $g_1,\ldots,g_n$, and the identity $g_0$. The length of $\alpha \in F^+_n$ is defined by $|\alpha| := k$ if $\alpha = g_1g_2\cdots g_k$, and $|\alpha| := 0$ if $\alpha = g_0$. If $T_1,\ldots,T_n \in B(\mathcal{H})$, the algebra of all bounded operators on a Hilbert space $\mathcal{H}$, define $T_\alpha := T_{i_1}T_{i_2}\cdots T_{i_k}$ if $\alpha = g_{i_1}g_{i_2}\cdots g_{i_k}$, and $T_{g_0} := I_{\mathcal{H}}$.

The noncommutative analytic Toeplitz algebra $F^\infty_n$ and its norm closed version, the noncommutative disc algebra $\mathcal{A}_n$, were introduced by the author [17, 18, 21] in connection with a multivariable noncommutative von Neumann inequality. $F^\infty_n$ is the algebra of left multipliers of $F^2(H_n)$ and can be identified with the weakly closed (or $w^*$-closed) algebra generated by the left creation operators $S_1,\ldots,S_n$ acting on $F^2(H_n)$, and the identity. The noncommutative disc algebra $\mathcal{A}_n$ is the norm closed algebra generated by $S_1,\ldots,S_n$, and the identity. When $n = 1$, $F^\infty_1$ can be identified with $H^\infty(\mathbb{D})$, the algebra of bounded analytic functions on the open unit disc. The noncommutative analytic Toeplitz algebra $F^\infty_n$ can be viewed as a multivariable noncommutative analogue of $H^\infty(\mathbb{D})$. There are many analogies with the invariant subspaces of the unilateral shift on $H^2(\mathbb{D})$, inner-outer factorizations, analytic operators, Toeplitz operators, $H^\infty(\mathbb{D})$–functional calculus, bounded (resp. spectral) interpolation, etc.

In Section 1, we show that Bohr’s inequality can be improved for analytic polynomials. More precisely, we prove that if $p(z) := \sum_{k=0}^{m-1} a_k z^k$ is a polynomial with $\|p\|_\infty \leq 1$, then

$$\sum_{k=1}^{m-1} |a_k| r^k \leq 1 \quad \text{for} \quad 0 \leq r \leq t_m,$$

where $t_m \in (0,1]$ is the solution of the equation

$$\sum_{k=1}^{m-1} t^k \cos \frac{\pi}{[m+1]} + 2 = \frac{1}{2},$$

where $[x]$ is the integer part of $x$. Moreover, $\{t_m\}_{m=2}^\infty$ is a strictly decreasing sequence which converges to $\frac{3}{4}$. The above inequality is a particular case of a more general multivariable Bohr type inequality, which is obtained in Section 1, for noncommutative holomorphic functions on the open unit ball of $[B(\mathcal{X})^n]_{<1}$, i.e.,

$$[B(\mathcal{X})^n]_{<1} := \{(X_1,\ldots,X_n) \in B(\mathcal{X})^n : \|X_1X_1^* + \cdots + X_nX_n^*\| < 1\},$$

where $\mathcal{X}$ is an arbitrary Hilbert space. We say that $F : [B(\mathcal{X})^n]_{<1} \to B(\mathcal{X})$ is a universal holomorphic function on $[B(\mathcal{X})^n]_{<1}$ with scalar coefficients if there exists
a sequence \( \{a_\alpha\}_{\alpha \in F_n^\infty} \subset \mathbb{C} \) such that

\[
F(X_1, \ldots, X_n) = \sum_{k=0}^\infty \sum_{|\alpha|=k} a_\alpha X_\alpha
\]
is convergent in norm for any \((X_1, \ldots, X_n) \in [B(\mathcal{X})^n]_{<1}\) and any Hilbert space \(\mathcal{X}\). We showed in \([24]\) that the algebra of all bounded holomorphic functions on \([B(\mathcal{X})^n]_{<1}\) can be identified with the noncommutative analytic Toeplitz algebra \(F_n^\infty\), while the subalgebra of all holomorphic functions on \([B(\mathcal{X})^n]_{<1}\) and continuous on \([B(\mathcal{X})^n]_{\leq 1}\) can be identified with the noncommutative disc algebra \(A_n\). Many other classical results concerning the analytic functions on the open unit disc \(\mathbb{D}\) were extended to this noncommutative setting in \([24]\).

In Section 1, we also consider multivariable Bohr type inequalities for noncommutative harmonic functions on the open unit ball of \([B(\mathcal{X})^n]_{<1}\). We mention that \(G\) is a selfadjoint harmonic function on \([B(\mathcal{X})^n]_{<1}\) if there is a universal holomorphic function \(F\) on \([B(\mathcal{X})^n]_{<1}\) such that \(G(X_1, \ldots, X_n) = \text{Re} F(X_1, \ldots, X_n)\) for any \((X_1, \ldots, X_n) \in [B(\mathcal{X})^n]_{<1}\). As consequences, we obtain Bohr type inequalities for the Cuntz-Toeplitz algebra \(C^*(S_1, \ldots, S_n)\), the reduced (resp. full) group \(C^\ast\)-algebra \(C^\ast_{\text{red}}(F_n)\) (resp. \(C^\ast(F_n)\)) of the free group with \(n\) generators. For example, given \(m = 2, 3, \ldots, \infty\), we show that if \(U_1, \ldots, U_n\) are the canonical unitaries generating \(C^\ast_{\text{red}}(F_n)\) and

\[
H := \sum_{1 \leq |\alpha| \leq m-1} a_\alpha U^*_\alpha + a_0 I + \sum_{1 \leq |\alpha| \leq m-1} a_\alpha U_\alpha, \quad a_\alpha \in \mathbb{C},
\]
is a selfadjoint element of \(C^\ast_{\text{red}}(F_n)\) with \(\|H\| \leq 1\), then

\[
\left( \sum_{|\alpha|=k} |a_\alpha|^2 \right)^{1/2} \leq (1 - |a_0|) \cos \frac{\pi}{\lfloor m^{-1}\rfloor + 2} \quad \text{for } k = 1, \ldots, m-1,
\]

and

\[
\sum_{1 \leq |\alpha| \leq m-1} \left| \bar{a}_\alpha \right| r_\alpha + |a_0| + \sum_{1 \leq |\alpha| \leq m-1} |a_\alpha| r_\alpha \leq 1
\]

for any \(r := (r_1, \ldots, r_n)\) with \(r_1 \geq 0, \ldots, r_n \geq 0\), and \(\|r\|_2 \leq t_m\), where \(t_m \in (0, 1]\) is the solution of the equation \([0.11]\) if \(m < \infty\) and \(t_\infty = \frac{1}{2}\).

In Section 2, inspired by the work of Paulsen and Singh \([13]\) in the single variable case, we obtain operator-valued multivariable Bohr type inequalities for noncommutative holomorphic functions on the open unit ball of \([B(\mathcal{X})^n]_{\leq 1}\) with coefficients in \(B(\mathcal{H})\). As consequences, we obtain operator-valued Bohr inequalities for the noncommutative disc algebra \(A_n\) and the noncommutative analytic Toeplitz algebra \(F_n^\infty\). In particular, we prove that if

\[
F(S_1, \ldots, S_n) := \sum_{k=0}^\infty \sum_{|\alpha|=k} S_\alpha \otimes A_\alpha, \quad A_\alpha \in B(\mathcal{H}),
\]
is in \(F_n^\infty \otimes B(\mathcal{H})\), the WOT closed algebra generated by the spatial tensor product, such that \(F(0) \geq 0\) and \(\text{Re} F(S_1, \ldots, S_n) \leq I\), then

\[
\left\| \sum_{|\alpha|=k} A^*_\alpha A_\alpha \right\|^{1/2} \leq 2 \| I - A(0) \| \quad \text{for } k = 1, 2, \ldots,
\]
and

\[ \sum_{k=0}^{\infty} \left\| \sum_{|\alpha|=k} T_\alpha \otimes A(\alpha) \right\| \leq \|A(0)\| + \|I - A(0)\| \]

for any \(n\)-tuple of bounded operators \((T_1, \ldots, T_n) \in [B(\mathcal{K})^n]_{1/3}\), i.e.,

\[ \|T_1T_1^* + \cdots + T_nT_n^*\|^{1/2} \leq \frac{1}{3} \]

When \(\mathcal{H} = \mathbb{C}\) and \(A(\alpha) = a_\alpha \in \mathbb{C}\), we deduce that

\[ \sum_{\alpha \in \mathbb{F}_n^m} |a_\alpha|r_\alpha \leq 1 \]

for any \(r := (r_1, \ldots, r_n)\) with \(r_1 \geq 0, \ldots, r_n \geq 0\), and \(\|r\|_2 \leq \frac{1}{3}\). In the single variable case \((n = 1)\), we find again the classical Bohr inequality \([5]\) and the operator-valued extension of Paulsen and Singh \([13]\). When \(m \geq 2\) and

\[ F(S_1, \ldots, S_n) := \sum_{k=0}^{m-1} \sum_{|\alpha|=k} S_\alpha \otimes A(\alpha) \]

is a polynomial such that \(F(0) \geq 0\) and \(\Re F(S_1, \ldots, S_n) \leq I\), then we show that

\[ w \left( A^*_\alpha : |\alpha| = k \right) \leq 2\|I - A(0)\| \cos \frac{\pi}{\left\lceil \frac{m-1}{k} \right\rceil + 2} \]

for \(1 \leq k \leq m - 1\)

and

\[ \sum_{k=0}^{m-1} r^k w \left( A^*_\alpha : |\alpha| = k \right) \leq \|A(0)\| + \|I - A(0)\| \]

for \(0 \leq r \leq t_m\),

where \(t_m \in (0, 1]\) is the solution of the equation \(0.1\) and \(w(X_1, \ldots, X_N)\) is the joint numerical radius of \((X_1, \ldots, X_N)\) (see Section 2). We remark that the above operator-valued Wiener and Bohr type inequalities are new even in the single variable case \(n = 1\).

In Section 3, we obtain operator-valued Bohr type inequalities for a class of noncommutative harmonic functions on the unit ball of \(B(\mathcal{K})^n\) with coefficients in \(B(\mathcal{H})\). Wiener and Bohr type inequalities are provided for the coefficients of two harmonic functions on \([B(\mathcal{K})^n]_{<1}\) satisfying the inequality \(H_1(X_1, \ldots, X_n) \leq H_2(X_1, \ldots, X_n)\). Consequently, we obtain Bohr inequalities for the spatial tensor products \(C^*(S_1, \ldots, S_n) \otimes B(\mathcal{H}), C^*_r(\mathbb{F}_n) \otimes B(\mathcal{H})\), and \(C^*(\mathbb{F}_n) \otimes B(\mathcal{H})\).

In Section 4, we provide operator-valued Bohr type inequalities for a class of analytic functions on the open unit ball of \(\mathbb{C}^n\). In the scalar case, we obtain Bohr inequalities for the elements of \(H^\infty_{\text{sym}}(\mathbb{B}_n)\), a Banach space of analytic functions on \(\mathbb{B}_n\) containing all the polynomials. More precisely, given \(m = 2, 3, \ldots, \infty\), and

\[ f(\lambda_1, \ldots, \lambda_n) := \sum_{\mathbf{p} \in \mathbb{Z}_n^+ : |\mathbf{p}| \leq m-1} \lambda^{|\mathbf{p}|} a_\mathbf{p}, \quad a_\mathbf{p} \in \mathbb{C}, \]

an analytic function in \(\mathbb{B}_n\) such that

\[ \|f\|_{\text{sym}} := \sup_{0 \leq r < 1} \|f_{\text{sym}}(rS_1, \ldots, rS_n)\| < \infty \]
(see Section 4 for the definition of the symmetrized functional calculus), we prove that
\[ \sum_{k=0}^{m-1} \left| \sum_{p \in \mathbb{Z}_{\geq 0}^n, |p|=k} \chi^p |a_p| \right| \leq \|f\|_{\text{sym}} \]
for any \( \lambda := (\lambda_1, \ldots, \lambda_n) \in \mathbb{B}_n \) with \( \|\lambda\|_2 \leq t_m \), where \( t_m \) is the solution of the equation (0.1) if \( m < \infty \) and \( t_\infty = \frac{1}{3} \).

1. **Bohr inequalities in several variables**

Haagerup and de la Harpe [10] proved that any bounded linear operator of norm 1 on a Hilbert space \( \mathcal{H} \) such that \( T^m = 0, \ m \geq 2 \), satisfies the inequality
\[ \omega(T) \leq \cos \frac{\pi}{m+1} \]
where \( \omega(T) \) is the numerical radius of \( T \), i.e.,
\[ \omega(T) := \left\{ \sup \{ |\langle Th, h \rangle| : \ h \in \mathcal{H}, \|h\| = 1 \} \right\}. \]
They also showed that their inequality is equivalent to Fejér’s inequality [8] for positive trigonometric polynomials of the form
\[ f(e^{i\theta}) := \sum_{k=-m+1}^{-1} a_k e^{ik\theta}, \ a_k \in \mathbb{C}, \]
which asserts that
\[ |a_1| \leq a_0 \cos \frac{\pi}{m+1}. \]

In [23], we obtained multivariable generalizations of the Haagerup–de la Harpe inequality and multivariable noncommutative (resp. commutative) analogues of classical inequalities (Fejér [8], Egerváry-Százs [9]) for the coefficients of positive trigonometric polynomials. In particular, we showed that if
\[ f = \sum_{1 \leq |\alpha| \leq m-1} a_\alpha S_\alpha^* + a_0 I + \sum_{1 \leq |\alpha| \leq m-1} a_\alpha S_\alpha \]
is a positive polynomial in \( \mathcal{C}^*(S_1, \ldots, S_n) \), then
\[ \left( \sum_{|\alpha|=k} |a_\alpha|^2 \right)^{1/2} \leq a_0 \cos \frac{\pi}{\left\lfloor \frac{m-1}{k} \right\rfloor + 2} \]
for \( 1 \leq k \leq m-1 \), where \( [x] \) is the integer part of \( x \).

For \( r \geq 0 \), we define
\[ [B(K)^n]_r := \{(T_1, \ldots, T_n) : \|T_1 T_1^* + \cdots + T_n T_n^*\|^{1/2} \leq r \}. \]
In what follows we obtain a Bohr type inequality for analytic polynomials in the Cuntz-Toeplitz algebra \( C^*(S_1, \ldots, S_n) \).

**Theorem 1.1.** Let \( m \geq 2 \) and let \( p(S_1, \ldots, S_n) := \sum_{|\alpha| \leq m-1} a_\alpha S_\alpha \) be a polynomial such that \( p(0) \geq 0 \) and \( \text{Re} p(S_1, \ldots, S_n) \leq I \). Then
\[ \sum_{k=0}^{m-1} \left\| \sum_{|\alpha|=k} |a_\alpha| T_\alpha \right\| \leq 1 \]
for any \((T_1,\ldots,T_n) \in [B(K)^n]_{t_m}\), where \(t_m \in (0,1]\) is the positive solution of the equation

\[
(1.2) \quad \sum_{k=1}^{m-1} t^k \cos \frac{\pi}{\lfloor \frac{m-1}{k} \rfloor + 2} = \frac{1}{2},
\]

where \([x]\) is the integer part of \(x\). Moreover, \(\{t_m\}\) is a strictly decreasing sequence which converges to \(\frac{1}{3}\). In particular,

\[
\sum_{|\alpha| \leq m-1} |a_\alpha| r_\alpha \leq 1
\]

for any \(r := (r_1,\ldots,r_n)\) with \(r_1 \geq 0,\ldots,r_n \geq 0\), and \(\|r\|_2 \leq t_m\).

**Proof.** The conditions \(p(0) \geq 0\) and \(\text{Re}p(S_1,\ldots,S_n) \leq I\) imply

\[
\sum_{1 \leq |\alpha| \leq m-1} -\alpha S_\alpha^* + 2(1-a_0)I + \sum_{1 \leq |\alpha| \leq m-1} -a_\alpha S_\alpha \geq 0.
\]

According to the inequality (1.3), we have

\[
(1.3) \quad \left( \sum_{|\alpha|=k} |a_\alpha|^2 \right)^{1/2} \leq 2(1-a_0) \cos \frac{\pi}{\lfloor \frac{m-1}{k} \rfloor + 2}
\]

for \(1 \leq k \leq m - 1\). Let \((T_1,\ldots,T_n) \in [B(K)^n]_r\), where \(0 \leq r \leq t_m\) and \(t_m\) is the positive solution of equation (1.2). Using the noncommutative von Neumann inequality \(\|r\|^{\frac{1}{2}}\) for the row contraction \([r^{-1} T_1,\ldots,r^{-1} T_n]\) and inequality (1.3), we deduce that

\[
\sum_{k=0}^{m-1} \left| \sum_{|\alpha|=k} a_\alpha T_\alpha \right| \leq \sum_{k=0}^{m-1} \left| \sum_{|\alpha|=k} a_\alpha S_\alpha \right|^{1/2}
\]

\[
= \sum_{k=0}^{m-1} \left( \sum_{|\alpha|=k} |a_\alpha|^2 \right)^{1/2}
\]

\[
\leq a_0 + 2(1-a_0) \sum_{k=1}^{m-1} t^k \cos \frac{\pi}{\lfloor \frac{m-1}{k} \rfloor + 2}
\]

\[
\leq a_0 + 2(1-a_0) \sum_{k=1}^{m-1} t_m \cos \frac{\pi}{\lfloor \frac{m-1}{k} \rfloor + 2}
\]

\[
= a_0 + (1-a_0) = 1.
\]

For each \(m \geq 2\), define the function \(f_m : [0,1] \to [0,\infty)\) by setting

\[
f_m(t) := \sum_{k=1}^{m-1} t^k \cos \frac{\pi}{\lfloor \frac{m-1}{k} \rfloor + 2}.
\]

Notice that \(f_m(0) = 0\) and \(f_m(1) > \cos \frac{\pi}{2} = \frac{1}{2}\). Since \(f_m\) is strictly increasing and continuous, the equation \(f_m(t) = \frac{1}{2}\) has a unique solution \(t_m \in (0,1]\). On the other hand, notice that \(f_m(t) < f_{m+1}(t) < f(t)\) for any \(t \in [0,1)\) and \(m \geq 2\), where
\[ f(t) = \sum_{k=1}^{\infty} t^k. \] Since \( f(\frac{1}{3}) = \frac{1}{3} \), it is clear that \( t_m > \frac{1}{3} \) and the sequence \( \{t_m\}_{m=2}^{\infty} \) is strictly decreasing.

A closer look at the the sequence \( \{f_m\} \) reveals that it is uniformly convergent to \( f \) on any interval \([0, \delta]\) with \( 0 < \delta < 1 \). Notice also that \( f_m'(t) \geq \cos \frac{\pi}{m+1} \geq \frac{1}{2} \) for any \( m \geq 2 \) and \( t \in [0, 1] \). Applying the Lagrange mean value theorem to the function \( f_m \) on the interval \([\frac{1}{3}, t_m]\), we find \( \xi \in (\frac{1}{3}, t_m) \) such that

\[
\frac{1}{2} - f_m(\frac{1}{3}) = f_m(t_m) - f_m(\frac{1}{3}) = f_m'(\xi_m) \left( t_m - \frac{1}{3} \right)
\]

\[
\geq \frac{1}{2} \left( t_m - \frac{1}{3} \right) > 0.
\]

Hence, and since \( f_m(\frac{1}{3}) \to f(\frac{1}{3}) = \frac{1}{2} \), as \( m \to \infty \), we deduce that \( t_m \to \frac{1}{3} \). The proof is complete. \( \square \)

Simple computations reveal that \( t_2 = 1 \) and \( t_3 = \frac{\sqrt{3} - \sqrt{2}}{2} \). We also remark that if \( \|p(S_1, \ldots, S_n)\| \leq 1 \), then \( \text{Re} p(S_1, \ldots, S_n) \leq 1 \) and, consequently, Theorem 1.1 holds.

**Lemma 1.2.** Let \( f(z) = \sum_{k=0}^{\infty} a_k z^k \) be an analytic function on the open unit disc. Then \( \text{Re} f(z) \leq 1 \) for any \( z \in \mathbb{D} \) if and only if \( \text{Re} f(rS) \leq 1 \) for \( 0 \leq r < 1 \), where \( S \) is the unilateral shift. Moreover, if \( p \) is an analytic polynomial, then \( \text{Re} p(z) \leq 1 \) if and only if \( \text{Re} p(S) \leq 1 \).

**Proof.** Assume that \( \text{Re} f(z) \leq 1 \) for any \( z \in \mathbb{D} \). Notice that, for each \( r \in [0, 1) \), the function \( f_r(e^{it}) := \sum_{k=0}^{\infty} r^k a_k e^{ikt} \) is in the Hardy space \( H^\infty(\mathbb{T}) \). Moreover, \( f_r(S) := \sum_{k=0}^{\infty} r^k a_k S^k \) is convergent in the operator norm. For every \( h(e^{it}) \in H^2(\mathbb{T}) \), we have

\[
\langle [2I - (f_r(S) + f_r(S)^*)] h(e^{it}), h(e^{it}) \rangle_{H^2(\mathbb{T})} = \frac{1}{2\pi} \int_{-\pi}^{\pi} [2 - (f_r(e^{it}) + \overline{f_r(e^{\overline{it}})})] |h(e^{it})|^2 \, dt \geq 0.
\]

Therefore, we have \( \text{Re} f(rS) \leq 1 \) for \( 0 \leq r < 1 \).

Conversely, assume that \( f_r(S)^* + f_r(S) \leq 2I \) for any \( r \in [0, 1) \). Using the Poisson transform of \( f_r \) associated with the contraction \( T := zI \), where \( z \in \mathbb{D} \), we deduce that \( f_r(z) + f_r(z) \leq 2 \) for any \( z \in \mathbb{D} \) and \( r \in [0, 1) \). Therefore, \( \text{Re} f(z) \leq 1 \) for any \( z \in \mathbb{D} \). The last part of the lemma is now obvious. The proof is complete. \( \square \)

When \( n = 1 \), inequality \( (1.1) \), Theorem 1.1 and Lemma 1.2 imply the following result.

**Corollary 1.3.** Let \( m \geq 2 \) and let \( p(z) = \sum_{k=0}^{m-1} a_k z^k \) be an analytic polynomial on the open unit disc such that \( p(0) \geq 0 \) and \( \text{Re} p(z) \leq 1 \) for \( z \in \mathbb{D} \). Then

\[
|a_k| \leq 2(1 - a_0) \cos \frac{\pi}{\left\lceil \frac{m-1}{k} \right\rceil + 2} \quad \text{for} \quad 1 \leq k \leq m - 1
\]
and

\[(1.4) \quad \sum_{k=0}^{m-1} |a_k|r^k \leq 1 \quad \text{for } 0 \leq r \leq t_m,\]

where \(t_m\) is the solution of equation (1.2).

Notice that if \(p\) is a polynomial with \(\|p\|_{\infty} \leq 1\), then inequality (1.4) holds and is sharper than Bohr’s inequality, when restricted to polynomials.

Now we can prove the following multivariable Bohr type inequality for noncommutative holomorphic functions on the unit open unit ball of \([B(X)^n]_{<1}\).

**Theorem 1.4.** Let \(f(X_1, \ldots, X_n) := \sum_{k=0}^{\infty} \sum_{|\alpha|=k} a_{\alpha} X_{\alpha}, \ a_{\alpha} \in \mathbb{C}, \) be a holomorphic function on \([B(X)^n]_{<1}\) such that \(f(0) \geq 0\) and

\[\text{Re } f(X_1, \ldots, X_n) \leq I \quad \text{for any } (X_1, \ldots, X_n) \in [B(X)^n]_{<1}.\]

Then

\[(1.5) \quad \left( \sum_{|\alpha|=k} |a_{\alpha}|^2 \right)^{1/2} \leq 2(1 - a_0) \quad \text{for } k = 1, 2, \ldots,\]

and

\[\sum_{k=0}^{\infty} \left\| \sum_{|\alpha|=k} a_{\alpha} T_{\alpha} \right\| \leq 1\]

for any \((T_1, \ldots, T_n) \in [B(K)^n]_{1/3}\). In particular,

\[\sum_{\alpha \in \mathfrak{A}_n^+} |a_{\alpha}| r_{\alpha} \leq 1\]

for any \(r := (r_1, \ldots, r_n)\) with \(r_1 \geq 0, \ldots, r_n \geq 0\) and \(\|r\|_2 \leq \frac{1}{3}\).

**Proof.** Since \(f\) is holomorphic function on \([B(X)^n]_{<1}\) we have that the series \(\sum_{k=0}^{\infty} r^k \left( \sum_{|\alpha|=k} |a_{\alpha}|^2 \right)^{1/2}\) is convergent for any \(r \in [0, 1)\). Using the noncommutative Poisson transforms of [22], one can easily prove that \(\text{Re } f(X_1, \ldots, X_n) \leq I\) for any \((X_1, \ldots, X_n) \in [B(X)^n]_{<1}\) if and only if \(\text{Re } f(rS_1, \ldots, rS_n) \leq I\) for any \(r \in [0, 1)\). Therefore, we have

\[(1.6) \quad \sum_{k=1}^{\infty} \sum_{|\alpha|=k} -r^{l(\alpha)} \tilde{a}_{\alpha} S_{\alpha}^* + 2(1 - a_0) I + \sum_{k=1}^{\infty} \sum_{|\alpha|=k} -r^{l(\alpha)} a_{\alpha} S_{\alpha} \geq 0.\]

For each \(m = 2, 3, \ldots,\) and \(r \in [0, 1)\), denote

\[M_m(r) := \sum_{k \geq m} r^k \left( \sum_{|\alpha|=k} |a_{\alpha}|^2 \right)^{1/2}.\]

Notice that, for each \(r \in [0, 1)\), \(M_m(r) \to 0\), as \(m \to \infty\). On the other hand, the inequality (1.6) implies

\[\sum_{1 \leq |\alpha| \leq m-1} -r^{l(\alpha)} \tilde{a}_{\alpha} S_{\alpha}^* + 2(1 - a_0 + M_m(r)) I + \sum_{1 \leq |\alpha| \leq m-1} -r^{l(\alpha)} a_{\alpha} S_{\alpha} \geq 0.\]
for any \( r \in [0, 1) \). According to the inequality (1.5), we obtain
\[
\left( \sum_{|\alpha| = k} |a_\alpha|^2 \right)^{1/2} \leq 2(1 - a_0 + M_m(r)) \cos \frac{\pi}{m} + 2
\]
for \( 1 \leq k \leq m - 1 \) and any \( r \in [0, 1) \). Taking \( m \to \infty \) and then \( r \to 1 \), we get the inequality (1.5). Hence, and using the noncommutative von Neumann inequality if \((T_1, \ldots, T_n) \in [B(K)^n]_t \) and \( 0 \leq t \leq \frac{1}{3} \), we obtain
\[
\sum_{k=0}^{\infty} \left\| \sum_{|\alpha| = k} |a_\alpha| T_\alpha \right\| \leq \sum_{k=0}^{\infty} t^k \left( \sum_{|\alpha| = k} |a_\alpha|^2 \right)^{1/2}
\]
\[
= \sum_{k=0}^{\infty} t^k \left( \sum_{|\alpha| = k} |a_\alpha|^2 \right)^{1/2}
\]
\[
\leq |a_0| + 2|1 - a_0| \frac{t}{1 - t}
\]
\[
\leq |a_0| + |1 - a_0| = 1
\]
for \( 0 \leq t \leq \frac{1}{3} \). This completes the proof. \( \square \)

**Corollary 1.5 (1.2).** Let \( f(z) = \sum_{k=0}^{\infty} a_k z^k \) be an analytic function on the open unit disc such that \( f(0) \geq 0 \) and \( \text{Re } f(z) \leq 1 \) for \( z \in \mathbb{D} \). Then
\[
\sum_{k=0}^{\infty} |a_k|r^k \leq 1 \quad \text{for} \quad 0 \leq r \leq \frac{1}{3}.
\]

**Proof.** Since \( \limsup_{k \to \infty} |a_k|^{1/k} \leq 1 \), it is clear that \( \sum_{n=0}^{\infty} r^n a_n S^n \) is norm convergent for any \( r \in [0, 1) \). Now the result follows from Lemma 1.2 and Theorem 1.4. \( \square \)

Another consequence of Theorem 1.4 is the following Bohr inequality for the noncommutative analytic Toeplitz algebra.

**Corollary 1.6.** If \( f(S_1, \ldots, S_n) := \sum_{\alpha \in \mathbb{Z}_n^+} a_\alpha S_\alpha \) is in the noncommutative analytic Toeplitz algebra \( F_\infty^\alpha \), then
\[
\sum_{k=0}^{\infty} \left\| \sum_{|\alpha| = k} |a_\alpha| T_\alpha \right\| \leq \|f(S_1, \ldots, S_n)\|
\]
for any \((T_1, \ldots, T_n) \in [B(K)^n]_{1/3} \). In particular,
\[
\sum_{\alpha \in \mathbb{Z}_n^+} |a_\alpha|r_\alpha \leq \|f(S_1, \ldots, S_n)\|
\]
for any \( r := (r_1, \ldots, r_n) \) with \( r_1 \geq 0, \ldots, r_n \geq 0 \) and \( \|r\|_2 \leq \frac{1}{3} \).

**Proof.** It follows from Theorem 1.4 if we assume that \( \|f(S_1, \ldots, S_n)\| = 1 \) and notice that, since \( f(S_1, \ldots, S_n) \in F_\infty^\alpha \), the series \( \sum_{k=0}^{\infty} \left\| \sum_{|\alpha| = k} r(\alpha) a_\alpha S_\alpha \right\| \) is convergent. \( \square \)
We remark that Corollary 1.6 was obtained in [12], using different methods. When \( n = 1 \), Corollary 1.6 and Lemma 1.2 imply the classical Bohr inequality.

**Corollary 1.7** (Bohr’s inequality). If \( f(z) = \sum_{k=0}^{\infty} a_k z^k \) is a bounded analytic function on the open unit disc, then

\[
\sum_{k=0}^{\infty} |a_k|r^k \leq \|f\|_{\infty} \quad \text{for} \quad 0 \leq r \leq \frac{1}{3}.
\]

We remark that, in the particular case \( n = 1 \), the proofs of Theorem 1.1, Theorem 1.4, Corollary 1.6, and Corollary 1.7 show that Fejér’s inequality for the coefficients of positive trigonometric polynomials implies Bohr’s inequality for bounded analytic functions on the open unit disc. Here, we should add that Fejér’s inequality is equivalent to the Haagerup-de la Harpe inequality, which implies the Egerváry-Szász inequality (i.e., inequality (1.1) in the particular case when \( n = 1 \) and \( 2 \leq k \leq m-1 \)) (see [23]).

In what follows we obtain Bohr type inequalities for a class of selfadjoint polynomials in the Cuntz-Toeplitz \( C^* \)-algebra \( C^*(S_1, \ldots, S_n) \).

**Theorem 1.8.** Let \( m \geq 2 \) and let

\[
H(S_1, \ldots, S_n) := \sum_{k=1}^{m-1} \sum_{|\alpha|=k} a_{\alpha} S_\alpha^* + a_0 I + \sum_{k=1}^{m-1} \sum_{|\alpha|=k} a_{\alpha} S_\alpha, \quad a_{\alpha} \in \mathbb{C},
\]

be a selfadjoint element of \( C^*(S_1, \ldots, S_n) \) such that \( \|H(S_1, \ldots, S_n)\| \leq 1 \). Then the following statements hold:

(i) \[
\left( \sum_{|\alpha|=k} |a_{\alpha}|^2 \right)^{1/2} \leq (1 - |a_0|) \cos \left( \frac{\pi}{m-1} \right) \quad \text{for} \quad 1 \leq k \leq m-1, \quad \text{where} \quad [x] \quad \text{is the integer part of} \quad x.
\]

(ii) \[
\sum_{k=0}^{m-1} \left\| \sum_{|\alpha|=k} a_{\alpha} T_\alpha \right\| \leq 1 \quad \text{for any} \quad [T_1, \ldots, T_n] \in [B(\mathcal{H})^n]_{\gamma_m}, \quad \text{where} \quad \gamma_m \in (0, 1] \quad \text{is the solution of the equation}
\]

\[
(1.7) \quad \sum_{k=1}^{m-1} t^k \cos \left( \frac{\pi}{m-1} \right) + 2 = 1.
\]

Moreover, \( \{\gamma_m\} \) is a strictly decreasing sequence which converges to \( \frac{1}{2} \).

(iii) \[
\sum_{k=1}^{m-1} \left\| \sum_{|\alpha|=k} |a_{\alpha}| T_\alpha^* \right\| + |a_0| + \sum_{k=1}^{m-1} \left\| \sum_{|\alpha|=k} |a_{\alpha}| T_\alpha \right\| \leq 1 \quad \text{for any} \quad [T_1, \ldots, T_n] \in [B(\mathcal{H})^n]_{t_m}, \quad \text{where} \quad t_m \in (0, 1] \quad \text{is the solution of the equation}
\]

\[
(1.8) \quad \sum_{k=1}^{m-1} t^k \cos \left( \frac{\pi}{m-1} \right) + 2 = \frac{1}{2}.
\]
Moreover, \( \{ t_n \} \) is a strictly decreasing sequence which converges to \( \frac{1}{3} \).

In particular, if \( r_1, \ldots, r_n \geq 0 \), then

\[
(iv) \quad \sum_{k=0}^{m-1} \left( \sum_{|\alpha|=k} |a_\alpha r_\alpha| \right) \leq 1 \quad \text{if} \quad \| (r_1, \ldots, r_n) \|_2 \leq \gamma_m.
\]

\[
(v) \quad |a_0| + 2 \sum_{k=1}^{m-1} \left( \sum_{|\alpha|=k} |a_\alpha r_\alpha| \right) \leq 1 \quad \text{if} \quad \| (r_1, \ldots, r_n) \|_2 \leq t_m.
\]

**Proof.** Notice that we can assume that \( a_0 > 0 \) and

\[
\sum_{k=1}^{m-1} \sum_{|\alpha|=k} -\bar{a}_\alpha S_\alpha^* + (1-a_0)I + \sum_{|\alpha|=k} -a_\alpha S_\alpha \geq 0.
\]

Using inequality (1.1), we deduce (i). The rest of the proof is similar to that of Theorem 1.8. We shall omit it. \( \square \)

Let \( F_n \) be the free group with generators \( g_1, \ldots, g_n \), and let \( \ell^2(F_n) \) be the Hilbert space defined by

\[
\ell^2(F_n) := \{ f : F_n \to \mathbb{C} : \sum_{\sigma \in F_n} |f(\sigma)|^2 < \infty \}.
\]

The canonical basis of \( \ell^2(F_n) \) is \( \{ \xi_\sigma \}_{\sigma \in F_n} \), where \( \xi_\sigma(t) = 1 \) if \( t = \sigma \) and \( \xi_\sigma(t) = 0 \) otherwise. For each \( i = 1, \ldots, n \), let \( U_i \in B(\ell^2(F_n)) \) be the unitary operator defined by

\[
U_i \left( \sum_{\sigma \in F_n} a_\sigma \xi_\sigma \right) := \sum_{\sigma \in F_n} a_\sigma \xi_{\sigma i}, \quad \left( \sum_{\sigma \in F_n} |a_\sigma|^2 < \infty \right).
\]

The reduced group \( C^* \)-algebra \( C^*_{red}(F_n) \) is the \( C^* \)-algebra generated by \( U_1, \ldots, U_n \).

**Corollary 1.9.** Let

\[
H(U_1, \ldots, U_n) := \sum_{k=1}^{m-1} \sum_{|\alpha|=k} \pi_\alpha U_\alpha^* + a_0 I + \sum_{k=1}^{m-1} \sum_{|\alpha|=k} a_\alpha U_\alpha, \quad a_\alpha \in \mathbb{C},
\]

be a selfadjoint element of \( C^*_{red}(F_n) \) with \( \| H(U_1, \ldots, U_n) \| \leq 1 \). Then the conclusion of Theorem 1.8 holds.

**Proof.** Notice that the Hilbert space \( \ell^2(F_n^+) \) can be seen as a subspace of \( \ell^2(F_n) \) and the full Fock space \( F^2(H_n) \) can be naturally identified to \( \ell^2(F_n^+) \). Under this identification, we have \( U_i |F^2(H_n) = S_i, \ i = 1, \ldots, n \), where \( S_1, \ldots, S_n \) are the left creation operators. Consequently, we have

\[
H(S_1, \ldots, S_n) = P_{\ell^2(F_n^+)} H(U_1, \ldots, U_n) |F^2(F_n^+).
\]

Since \( \| H(U_1, \ldots, U_n) \| \leq 1 \), we have \( \| H(S_1, \ldots, S_n) \| \leq 1 \). Now applying Theorem 1.8 the result follows. \( \square \)

We recall that the full group \( C^* \)-algebra \( C^*(F_n) \) is generated by an \( n \)-tuple of universal unitaries \( U_1, \ldots, U_n \). We remark that a result similar to Corollary 1.9 holds for \( C^*(F_n) \). Indeed, assume that \( \| H(U_1, \ldots, U_n) \| \leq 1 \). Due to the universal property of the unitaries \( U_1, \ldots, U_n \), there is a \( * \)-representation \( \pi \) of \( C^*(U_1, \ldots, U_n) \) onto \( C^*(U_1, \ldots, U_n) \) such that \( \pi(U_i) = U_i, \ i = 1, \ldots, n \). Therefore, \( H(U_1, \ldots, U_n) = \pi(H(U_1, \ldots, U_n)) \leq I \). Now applying Corollary 1.9 the result follows.
The following result is a multivariable Bohr inequality for selfadjoint harmonic functions on the open unit ball of $[B(\mathcal{H})^n]_{<1}$.

**Theorem 1.10.** Let

$$H(X_1, \ldots, X_n) := \sum_{k=1}^{\infty} \sum_{|\alpha|=k} \tau_{\alpha} X_{\alpha}^* + a_0 I + \sum_{k=1}^{\infty} \sum_{|\alpha|=k} a_{\alpha} X_{\alpha}, \quad a_\alpha \in \mathbb{C},$$

be a selfadjoint harmonic function on $[B(\mathcal{X})^n]_{<1}$ such that $\|H(X_1, \ldots, X_n)\| \leq 1$ for any $(X_1, \ldots, X_n) \in [B(\mathcal{X})^n]_{<1}$.

Then

(i) $\left( \sum_{|\alpha|=k} |a_\alpha|^2 \right)^{1/2} \leq 1 - |a_0|$ for any $k = 1, 2, \ldots$;

(ii) $\sum_{k=0}^{\infty} \sum_{|\alpha|=k} |a_\alpha| |T_{\alpha}| \leq 1$ for any $[T_1, \ldots, T_n] \in [B(\mathcal{H})^n]_{1/2}$;

(iii) $\sum_{k=1}^{\infty} \sum_{|\alpha|=k} \left| \tau_{\alpha} X_{\alpha}^* \right| + |a_0| + \sum_{k=1}^{\infty} \sum_{|\alpha|=k} |a_\alpha| |T_{\alpha}| \leq 1$ for any $[T_1, \ldots, T_n] \in [B(\mathcal{H})^n]_{1/3}$.

In particular, if $r_1, \ldots, r_n \geq 0$, then

(iv) $\sum_{k=0}^{\infty} \left( \sum_{|\alpha|=k} |a_\alpha| r_\alpha \right) \leq 1$ if $\|(r_1, \ldots, r_n)\|_2 \leq \frac{1}{2};$

(v) $|a_0| + 2 \sum_{k=1}^{\infty} \sum_{|\alpha|=k} |a_\alpha| r_\alpha \leq 1$ if $\|(r_1, \ldots, r_n)\|_2 \leq \frac{1}{2}.$

**Proof.** Since $H(X_1, \ldots, X_n)$ is selfadjoint and $\|H(X_1, \ldots, X_n)\| \leq 1$, we can assume that $a_0 \geq 0$. Therefore, we have

$$\sum_{k=1}^{\infty} \sum_{|\alpha|=k} r^{|\alpha|} \tau_{\alpha} S_\alpha^* + b_0 I + \sum_{k=1}^{\infty} \sum_{|\alpha|=k} r^{|\alpha|} b_\alpha S_\alpha \geq 0, \quad r \in [0, 1],$$

where $b_0 := 1 - a_0$ and $b_\alpha := -a_\alpha$ if $\alpha \in \mathbb{F}_+^n$, $|\alpha| \geq 1$. As in the proof of Theorem 1.4 we deduce the inequality (i). Hence, it is easy to see that if $r \leq \frac{1}{2}$, then

$$\sum_{k=0}^{\infty} r^k \left( \sum_{|\alpha|=k} |a_\alpha|^2 \right)^{1/2} \leq a_0 + \frac{r}{1-r} (1 - a_0) \leq 1.$$

Let $(T_1, \ldots, T_n) \in [B(\mathcal{H})^n]_{<1}$ and assume that $0 < r \leq \frac{1}{2}$. Using the noncommutative von Neumann inequality 17 for the row contraction $[\frac{1}{r} T_1, \ldots, \frac{1}{r} T_n]$ and inequality 1.9, we get

$$\sum_{k=0}^{\infty} \sum_{|\alpha|=k} |a_\alpha| T_{\alpha}^{\frac{1}{r}} \leq \sum_{k=0}^{\infty} r^k \left( \sum_{|\alpha|=k} |a_\alpha| S_{\alpha} \right)^{1/2} \leq 1,$$
which proves the inequality (ii). To prove (iii), notice that
\[
\sum_{k=1}^{\infty} r^k \left( \sum_{|\alpha|=k} |a_\alpha|^2 \right)^{1/2} + \sum_{k=0}^{\infty} r^k \left( \sum_{|\alpha|=k} |a_\alpha|^2 \right)^{1/2} \leq a_0 + \frac{2r}{1-r} (1-a_0) \leq 1
\]
for \(0 \leq r \leq \frac{1}{3}\). Now, the proof follows the same lines as the proof of (ii). The proof is complete. \(\square\)

**Corollary 1.11.** Let
\[
H(U_1, \ldots, U_n) := \sum_{k=1}^{\infty} \sum_{|\alpha|=k} \pi_\alpha U_\alpha^* + a_0 I + \sum_{k=1}^{\infty} \sum_{|\alpha|=k} a_\alpha U_\alpha, \quad a_\alpha \in \mathbb{C},
\]
be a selfadjoint element of \(C^*_\text{red}(\mathcal{F}_n)\) with \(\|H(U_1, \ldots, U_n)\| \leq 1\). Then the conclusion of Theorem 1.10 holds.

We remark that a result similar to Corollary 1.11 holds for \(C^*(\mathcal{F}_n)\).

2. **Operator-valued Bohr inequalities in several variables**

In this section, we obtain operator-valued multivariable Bohr type inequalities for noncommutative holomorphic functions on the open unit ball of \(B(\mathcal{X})^n\), the noncommutative disc algebra \(A_n\), and the noncommutative analytic Toeplitz algebra \(F^\infty_n\).

We say that a power series
\[
F(S_1, \ldots, S_n) := \sum_{k=0}^{\infty} \sum_{|\alpha|=k} S_\alpha \otimes A_\alpha, \quad \{A_\alpha\}_{\alpha \in \mathcal{F}_n^+} \subset B(\mathcal{H}),
\]
generates a (universal) holomorphic function on \([B(\mathcal{X})^n]_{<1}\) with coefficients in \(B(\mathcal{H})\) if
\[
F(X_1, \ldots, X_n) = \sum_{k=0}^{\infty} \sum_{|\alpha|=k} X_\alpha \otimes A_\alpha
\]
is convergent in the operator norm for any \((X_1, \ldots, X_n) \in [B(\mathcal{X})^n]_{<1}\) and any Hilbert space \(\mathcal{X}\). We proved in [23] that the following statements are equivalent:

(i) \(F(S_1, \ldots, S_n)\) generates a holomorphic function on \([B(\mathcal{X})^n]_{<1}\);

(ii) the series \(\sum_{k=0}^{\infty} \left\| \sum_{|\alpha|=k} r^{|\alpha|} S_\alpha \otimes A_\alpha \right\|\) is convergent for any \(r \in [0, 1)\), where \(S_1, \ldots, S_n\) are the left creation operators on the full Fock space \(F^2(H_n)\);

(iii) \(\limsup_{k \to \infty} \left\| \sum_{|\alpha|=k} A^*_\alpha A_\alpha \right\|^{1/2k} \leq 1\).

Throughout this section we consider (universal) holomorphic functions on the open unit ball \([B(\mathcal{X})^n]_{<1}\) with coefficients in \(B(\mathcal{H})\). We also set \(A_0 := A(0)\).

First, we recall a very well-known characterization of contractions on Hilbert spaces.
Lemma 2.1. A bounded operator \( A : K \to H \) is a contraction if and only if
\[
\begin{pmatrix}
I_H & A \\
A^* & I_K
\end{pmatrix}
\]
is a positive operator acting on the Hilbert space \( H \otimes K \).

The next positivity result will be useful in what follows.

Lemma 2.2. Let \( P, X_1, \ldots, X_m \in B(H) \) and let \( V_1, \ldots, V_m \in B(K) \) be any isometries with orthogonal ranges. Then
\[
M(P, X_i) := \begin{pmatrix}
P & X_1^* & X_2^* & \cdots & X_m^* \\
X_1 & P & 0 & \cdots & 0 \\
X_2 & 0 & P & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
X_m & 0 & 0 & \cdots & P
\end{pmatrix} \geq 0
\]
if and only if
\[
N(P, X_i) := \begin{pmatrix}
I_K \otimes P & \sum_{i=1}^m V_i \otimes X_i \\
\sum_{i=1}^m V_i^* \otimes X_i^* & I_K \otimes P
\end{pmatrix} \geq 0.
\]

Proof. Notice that \( M(P, X_i) \geq 0 \) if and only if \( P \geq 0 \) and
\[
M(I_H, (P + \epsilon I_H)^{-1/2}X_i (P + \epsilon I_H)^{-1/2}) \geq 0
\]
for any \( \epsilon > 0 \). Applying Lemma 2.1 to the row operator \( A_\epsilon := [A_{\epsilon,1}, \ldots, A_{\epsilon,m}] \),
where
\[
A_{\epsilon,i} := (P + \epsilon I_H)^{-1/2}X_i (P + \epsilon I_H)^{-1/2}, \quad i = 1, \ldots, m,
\]
one can see that (2.1) holds if and only if \( \|A_\epsilon\| \leq 1 \) for any \( \epsilon > 0 \). Since \( V_1, \ldots, V_m \)
are isometries with orthogonal ranges, we have \( V_i^*V_j = \delta_{ij}I_K \) for \( i, j = 1, \ldots, m \), and
\[
\left\| \sum_{i=1}^m V_i \otimes A_{\epsilon,i}^* \right\|^2 = \left\| \sum_{i,j=1}^m V_i^*V_j \otimes A_{\epsilon,i}A_{\epsilon,j}^* \right\|
= \left\| I_K \otimes \sum_{i=1}^m A_{\epsilon,i}A_{\epsilon,i}^* \right\| = \|A_\epsilon\|^2.
\]
Therefore, \( \sum_{i=1}^m V_i \otimes A_{\epsilon,i}^* \) is a contraction for any \( \epsilon > 0 \) if and only if \( \|A_\epsilon\| \leq 1 \) for
any \( \epsilon > 0 \). Again applying Lemma 2.1 to the operator \( \sum_{i=1}^m V_i \otimes A_{\epsilon,i}^* \), we obtain
\( N(I_H, A_{\epsilon,i}^*) \geq 0 \) for any \( \epsilon > 0 \), which is equivalent to \( N(P + \epsilon I_H, X_i) \geq 0 \) for any
\( \epsilon > 0 \). Taking \( \epsilon \to 0 \), we obtain inequality (2.2). The converse follows exactly the same lines. The proof is complete. \( \square \)

We need a few more definitions. Given \( \alpha, \beta \in \mathbb{F}_n^+ \), we say that \( \alpha > \beta \) if \( \alpha = \beta \omega \) for some \( \omega \in \mathbb{F}_n^+ \setminus \{g_0\} \). We denote \( \omega := \alpha \setminus \beta \). A kernel \( K : \mathbb{F}_n^+ \times \mathbb{F}_n^+ \to B(H) \) is
called multi-Toeplitz if $K(g_0, g_0) = I_H$ and

\[ K(\alpha, \beta) = \begin{cases} 
K(\alpha \setminus \beta, g_0) & \text{if } \alpha > \beta, \\
I_H & \text{if } \alpha = \beta, \\
K(g_0, \beta \setminus \alpha) & \text{if } \alpha < \beta, \\
0 & \text{otherwise.}
\end{cases} \]

It is said to be positive definite provided that

\[ \sum_{\alpha, \beta \in F_n^+} \langle K(\alpha, \beta) h(\beta), h(\alpha) \rangle \geq 0 \]

for all finitely supported functions $h$ from $F_n^+$ into $H$.

Using the noncommutative Poisson transforms of [22], one can easily prove the following.

**Lemma 2.3.** Let

\[ F(X_1, \ldots, X_n) := \sum_{k=0}^{\infty} \sum_{|\alpha| = k} X_\alpha \otimes A(\alpha), \quad A(\alpha) \in B(H), \]

be a holomorphic function on $[B(X)^n]_{<1}$ with coefficients in $B(H)$. Then the following statements are equivalent:

(i) $\text{Re} F(X_1, \ldots, X_n) \leq I$ for any $(X_1, \ldots, X_n) \in [B(X)^n]_{<1}$ and any Hilbert space $X$;

(ii) $\text{Re} F(rS_1, \ldots, rS_n) \leq I$ for any $0 \leq r < 1$.

In what follows we denote by $[B(\alpha) : |\alpha| = k]$ the row matrix with entries $B(\alpha) \in B(H)$, where $\alpha \in F_n^+$ and $|\alpha| = k$.

**Theorem 2.4.** Let

\[ F(X_1, \ldots, X_n) := \sum_{k=0}^{\infty} \sum_{|\alpha| = k} X_\alpha \otimes A(\alpha), \quad A(\alpha) \in B(H), \]

be a holomorphic function on $[B(X)^n]_{<1}$ with coefficients in $B(H)$ such that $F(0) \geq 0$ and

\[ \text{Re} F(X_1, \ldots, X_n) \leq I \quad \text{for any } (X_1, \ldots, X_n) \in [B(X)^n]_{<1}. \]

Then

(i) the operator matrix

\[ P_k := \begin{pmatrix}
2(I_H - A(0)) & A^*_\alpha & & \\
A(\alpha) & 2(I_H - A(0)) & \cdots & 0 \\
& \ddots & \ddots & \ddots \\
& & 0 & \cdots & 2(I_H - A(0))
\end{pmatrix} \]

is positive for any $k = 1, 2, \ldots$;

(ii) if $\{Y(\alpha)\}_{\alpha \in F_n^+}$ is a sequence of operators in $B(\mathcal{K})$ with

\[ \|Y(0)\| \leq 1 \quad \text{and} \quad \sum_{k=1}^{\infty} \|\sum_{|\alpha| = k} Y^*_\alpha Y(\alpha)\|^{1/2} \leq \frac{1}{2}, \]
Hence, taking into account that $K_{\mu} \leq 0$ for any $0 \leq r < 1$, we deduce that $\sum_{k=0}^{\infty} \sum_{|\alpha|=k} S_{\alpha} \otimes A_{\alpha} \otimes Y_{\alpha} \leq 1$.

where the series converges in the norm topology of $B(F^2(H_n) \otimes \mathcal{H} \otimes \mathcal{K})$.

Proof. Let $R_1, \ldots, R_n$ be the right creation operators acting on the Fock space $F^2(H_n)$. We recall that $R_i = U^* S_i U$, $i = 1, \ldots, n$, where $U$ is the flipping operator. Since $F(0) \geq 0$ and $\Re F(r S_1, \ldots, r S_n) \leq I$ for $0 \leq r < 1$, we deduce that $A_{(0)} \geq 0$ and

$$\sum_{k=1}^{\infty} \sum_{|\alpha|=k} r^{[\alpha]} R^*_\alpha \otimes A^*_{\alpha} + I \otimes 2A_{(0)} + \sum_{k=1}^{\infty} \sum_{|\alpha|=k} r^{[\alpha]} R_{\alpha} \otimes A_{\alpha} \leq 2I$$

for any $0 \leq r < 1$, where the series are norm convergent. Hence, we infer that

$$\sum_{k=1}^{\infty} \sum_{|\alpha|=k} r^{[\alpha]} R^*_\alpha \otimes A^*_{\alpha} + I \otimes C_{(0)} + \sum_{k=1}^{\infty} \sum_{|\alpha|=k} r^{[\alpha]} R_{\alpha} \otimes C_{\alpha} \geq 0,$$

where

$$(2.3) \quad C_{(0)} := 2(I - A_{(0)}) \quad \text{and} \quad C_{(\alpha)} := -A_{(\alpha)} \quad \text{if} \quad \alpha \in F^+_n \setminus \{g_0\}.$$  

For each $r \in [0, 1)$, define the multi-Toeplitz kernel $K_{F,r} : F^+_n \times F^+_n \to B(\mathcal{H})$ by

$$(2.5) \quad K_{F,r}(\alpha, \beta) := \begin{cases} r^{[\beta,\alpha]} C^*_{(\beta,\alpha)} & \text{if} \ \beta > \alpha, \\ C_{(0)} & \text{if} \ \alpha = \beta, \\ r^{[\alpha,\beta]} C_{(\alpha,\beta)} & \text{if} \ \alpha > \beta, \\ 0 & \text{otherwise,} \end{cases}$$

where $\hat{\gamma}$ is the reverse of $\gamma \in F^+_n$. Note that if $\{h_\beta\}_{|\beta| \leq q} \subset \mathcal{H}$, then

$$\left\langle \left( \sum_{k=0}^{\infty} \sum_{|\alpha|=k} r^{[\alpha]} R_{\alpha} \otimes C_{(\alpha)} \right) \left( \sum_{|\beta| \leq q} e_\beta \otimes h_\beta \right), \left( \sum_{|\gamma| \leq q} e_\gamma \otimes h_\gamma \right) \right\rangle$$

$$= \sum_{k=0}^{\infty} \sum_{|\alpha|=k} \left\langle \sum_{|\beta| \leq q} r^{[\alpha]} R_{\alpha} e_\beta \otimes C_{(\alpha)} h_\beta, \sum_{|\gamma| \leq q} e_\gamma \otimes h_\gamma \right\rangle$$

$$= \sum_{\alpha \in F^+_n} \sum_{|\beta|, |\gamma| \leq q} r^{[\gamma,\beta]} \langle e_{\beta}, e_\gamma \rangle \langle C_{(\gamma,\beta)} h_\beta, h_\gamma \rangle$$

$$= \sum_{\gamma \geq \beta, |\beta|, |\gamma| \leq q} \langle K_{F,r}(\gamma, \beta), h_\beta, h_\gamma \rangle.$$ 

Hence, taking into account that $K_{F,r}(\gamma, \beta) = K_{F,r}^*(\beta, \gamma)$ and inequality (2.3), we deduce that $[K_{F,r}(\alpha, \beta)]_{|\alpha|, |\beta| \leq q} \geq 0$ for any $r \in [0, 1)$. Taking $r \to 1$, we obtain $[K_{F,1}(\alpha, \beta)]_{|\alpha|, |\beta| \leq q} \geq 0$. According to Theorem 3.1 of [20] and using (2.3), we deduce that there is a completely positive linear map $\mu : C^*(S_1, \ldots, S_n) \to B(\mathcal{H})$ such that

$$\mu(S_{\alpha}) = K_{F,1}(g_0, \alpha) = C^*_{(\hat{\alpha})}, \quad \alpha \in F^+_n.$$
Using Stinespring’s representation theorem (see [27]), we find a Hilbert space \( \mathcal{G} \supset \mathcal{H} \), a \(*\)-representation \( \pi : C^*(S_1, \ldots, S_n) \to B(\mathcal{G}) \), and a bounded operator \( X : \mathcal{H} \to \mathcal{G} \) such that

\[
\mu(f) = X^* \pi(f) X, \quad f \in C^*(S_1, \ldots, S_n).
\]

Denote \( V_i := \pi(S_i), \quad i = 1, \ldots, n \), and notice that

\[ (2.6) \quad X^* V_\alpha X = \mu(S_\alpha) = C^*_\alpha \quad \text{if} \quad \alpha \in \mathbb{F}_n^+ \setminus \{0\}, \]

and \( X^* X = \mu(I) = C(0) \). On the other hand, if \( T : \mathcal{M} \to \mathcal{G} \) is a contraction, then

\[
\begin{pmatrix}
0 & T^* \\
T & 0
\end{pmatrix}
\]

is a selfadjoint contraction acting on the Hilbert space \( \mathcal{G} \oplus \mathcal{M} \). Hence,

\[
\begin{pmatrix}
I_\mathcal{G} & -T \\
-T^* & I_\mathcal{M}
\end{pmatrix}
\]

is a positive operator. Since \( V_1, \ldots, V_n \in B(\mathcal{G}) \) are isometries with orthogonal ranges, the operator \( T := [V_\alpha : \ |\alpha| = k] \) is a row isometry acting from \( \bigoplus_{i=1}^n \mathcal{G} \) to \( \mathcal{G} \). Using the above-mentioned result, we deduce that

\[
\begin{pmatrix}
XX^* & -XV_\alpha X^* : |\alpha| = k \\
-XX^* & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & XX^*
\end{pmatrix}
\]

\[ \geq 0. \]

Hence and using relations (2.4) and (2.6), we infer that \( P_k \geq 0 \), which proves part (i) of the theorem.

To prove (ii), denote \( d_k := \| ||Y_{\alpha}^* : |\alpha| = k|| \| \) for \( k = 1, 2, \ldots \). Lemma 2.1 shows that

\[
Q_k := \begin{pmatrix}
d_k I_K & |Y_{\alpha}^* : |\alpha| = k| \\
Y_{\alpha} & d_k I_K & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots \\
|\alpha| = k & \cdots & 0 & d_k I_K
\end{pmatrix}
\]

\[ \geq 0 \]

for any \( k = 1, 2, \ldots \). Since \( P_k \geq 0 \) and \( Q_k \geq 0 \), we have \( P_k \otimes Q_k \geq 0 \). Compressing the operator matrix \( P_k \otimes Q_k \) to appropriate entries, we deduce that the operator

\[ (2.7) \]

\[
\begin{pmatrix}
2d_k(I_{\mathcal{H}} - A_{(0)}) \otimes I_K & |A_{(0)} \otimes Y_{\alpha}^* : |\alpha| = k| \\
A_{(0)} \otimes Y_{\alpha} & 2d_k(I_{\mathcal{H}} - A_{(0)}) \otimes I_K & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
|\alpha| = k & \cdots & 0 & 2d_k(I_{\mathcal{H}} - A_{(0)}) \otimes I_K
\end{pmatrix}
\]

is positive for any \( k = 1, 2, \ldots \). Applying Lemma 2.2 to the operator matrix (2.7), we deduce that

\[ (2.8) \]

\[
\begin{pmatrix}
I_{F^2(H_\alpha)} \otimes 2d_k(I_{\mathcal{H}} - A_{(0)}) \otimes I_K & \sum_{|\alpha| = k} S_\alpha \otimes A_{(0)} \otimes Y_{\alpha} \\
\sum_{|\alpha| = k} S_\alpha \otimes A_{(0)} \otimes Y_{\alpha} & I_{F^2(H_\alpha)} \otimes 2d_k(I_{\mathcal{H}} - A_{(0)}) \otimes I_K
\end{pmatrix}
\]

is positive for any \( k = 1, 2, \ldots \), where \( S_1, \ldots, S_n \) are the left creation operators on the Fock space \( F^2(H_\alpha) \). Hence, using inequality \( I - A_0 \geq I \) and Lemma 2.1 we
deduce that
\[ \left\| \sum_{|\alpha|=k} S_\alpha \otimes A_\alpha \otimes Y_\alpha \right\| \leq 2k \]
for \( k = 1, 2, \ldots \). Therefore, the series \( \sum_{k=1}^{\infty} \sum_{|\alpha|=k} S_\alpha \otimes A_\alpha \otimes Y_\alpha \) is convergent in norm. Since \( A_{(0)} \geq 0 \) and \( \begin{pmatrix} I_K & Y_{(0)} \\ Y_{(0)}^* & I_K \end{pmatrix} \geq 0 \), we have
\[ (2.9) \quad \begin{pmatrix} I_{F^2(H_n)} \otimes A_{(0)} \otimes I_K & I_{F^2(H_n)} \otimes A_{(0)} \otimes Y_{(0)} \\ I_{F^2(H_n)} \otimes A_{(0)} \otimes Y_{(0)}^* & I_{F^2(H_n)} \otimes A_{(0)} \otimes I_K \end{pmatrix} \geq 0. \]

Taking the sum of the operator matrices given by (2.9) for \( k = 1, 2, \ldots, \) and (2.8), and taking into account that \( \sum_{k=1}^{\infty} d_k \leq \frac{1}{2} \), we deduce that
\[ \begin{pmatrix} \sum_{k=0}^{\infty} S_\alpha \otimes A_\alpha \otimes Y_\alpha & \sum_{k=0}^{\infty} S_\alpha \otimes A_\alpha \otimes Y_\alpha^* \\ \sum_{k=0}^{\infty} S_\alpha \otimes A_\alpha \otimes Y_\alpha & \sum_{k=0}^{\infty} S_\alpha \otimes A_\alpha \otimes Y_\alpha^* \end{pmatrix} \]

is a positive operator acting on the Hilbert space \( F^2(H_n) \otimes H \otimes K \). Now, Lemma 2.1 implies
\[ \left\| \sum_{k=0}^{\infty} \sum_{|\alpha|=k} S_\alpha \otimes A_\alpha \otimes Y_\alpha \right\| \leq 1. \]

The proof is complete. \( \square \)

The next two theorems provide Wiener and Bohr type inequalities for holomorphic functions on \([B(X)]_{<1}\) with coefficients in \( B(H) \).

**Theorem 2.5.** Let
\[ F(X_1, \ldots, X_n) := \sum_{k=0}^{\infty} \sum_{|\alpha|=k} X_\alpha \otimes A_\alpha, \quad A_\alpha \in B(H), \]
be a holomorphic function on \([B(X)]_{<1}\) such that \( F(0) \geq 0 \) and
\[ \text{Re} F(X_1, \ldots, X_n) \leq 1 \quad \text{for any } (X_1, \ldots, X_n) \in [B(X)]_{<1}. \]

Then
(i) if \( Y_1, \ldots, Y_n \in B(K) \) are bounded operators such that \( \|Y_1^*, \ldots, Y_n^*\| \leq \frac{1}{4} \), then
\[ \|F(S_1 \otimes Y_1, \ldots, S_n \otimes Y_n)\| \leq 1; \]
(ii) \( \sum_{|\alpha|=k} A_\alpha^* A_\alpha \leq 4(I - A_{(0)}) \) for any \( k = 1, 2, \ldots; \)
(iii) \( \left\| \sum_{|\alpha|=k} A_\alpha^* A_\alpha \right\|^{1/2} \leq 2\|I - A_{(0)}\| \) with coefficients in \( B(H) \) for any \( k = \ldots, 2, 1 \).
(iv) for $0 \leq r < 1$, we have
\[
\sum_{k=0}^{\infty} r^k \left( \sum_{|\alpha| = k} A^*_\alpha A_\alpha \right)^{1/2} \leq M(r)I,
\]
where
\[
M(r) := \begin{cases} 
1 + \frac{r^2}{(1-r)^2} & \text{if } 0 \leq r \leq \frac{1}{2}, \\
\frac{2r}{1-r} & \text{if } \frac{1}{2} < r < 1; 
\end{cases}
\]
(v) if $\|A(0)\| < 1$ and $0 \leq r < 1$, then
\[
A(0) + \sum_{k=1}^{\infty} \sum_{|\alpha| = k} r^k A^*_\alpha (I - A(0))^{-1} A_\alpha \leq K(r)I,
\]
where
\[
K(r) := \begin{cases} 
1 & \text{if } 0 \leq r \leq \frac{1}{5}, \\
\frac{4r}{1-r} & \text{if } \frac{1}{5} < r < 1; 
\end{cases}
\]
(vi) for $0 \leq r \leq \frac{1}{3}$, we have
\[
\sum_{k=0}^{\infty} r^k \left\| \sum_{|\alpha| = k} A^*_\alpha A_\alpha \right\|^{1/2} \leq \|A(0)\| + \|I - A(0)\|.
\]

**Proof.** Define $Y_\alpha := Y_\alpha, \alpha \in \mathbb{F}_n^+$, and notice that
\[
\sum_{k=1}^{\infty} \left\| \sum_{|\alpha| = k} Y^*_\alpha Y_\alpha \right\|^{1/2} \leq \sum_{k=1}^{\infty} \left\| \sum_{i=1}^{n} Y^*_i Y_i \right\|^{k/2} = \sum_{k=1}^{\infty} \frac{1}{3k} = \frac{1}{2}
\]
for $k = 1, 2, \ldots$. Applying Theorem 2.4 part (ii), we obtain
\[
\left\| \sum_{k=0}^{\infty} \sum_{|\alpha| = k} S_\alpha \otimes Y_\alpha \otimes A_\alpha \right\| \leq 1,
\]
which implies (i). To prove (ii) and (iii), note that relations (2.6) and (2.4) imply
\[
\sum_{|\alpha| = k} A^*_\alpha A_\alpha = \sum_{|\alpha| = k} X^* V_\alpha X X^* V^*_\alpha X
\]
\[
\leq \|X\|^2 X^* \left( \sum_{|\alpha| = k} V_\alpha V^*_\alpha \right) X \leq \|X\|^2 X^* X
\]
\[
= 4\|I - A(0)\|\|(I - A(0))\).
\]
Therefore, we have
\[
\sum_{|\alpha| = k} A^*_\alpha A_\alpha \leq 4\|I - A(0)\|\|(I - A(0))\)
\]
for \( k = 1, 2, \ldots \). According to Theorem 2.4 we have \( A_{(0)} \geq 0 \) and \( P_k \geq 0 \). This implies \( I_H - A_{(0)} \geq 0 \) and \( \| I_H - A_{(0)} \| \leq 1 \). One can easily see that inequality (2.12) implies (ii) and (iii). Since (ii) implies

\[
\left( \sum_{|\alpha| = k} A^*_\alpha A_{\alpha} \right)^{1/2} \leq 2(I - A_{(0)})^{1/2}, \quad k = 1, 2, \ldots,
\]

we deduce that

\[
\sum_{k=0}^{\infty} r^k \left( \sum_{|\alpha| = k} A^*_\alpha A_{\alpha} \right)^{1/2} \leq A_{(0)} + \frac{2r}{1-r}(I - A_{(0)})^{1/2}
\]

\[
\leq \sup_{0 \leq x \leq 1} \left\{ x + \frac{2r}{1-r}\sqrt{1-x} \right\} I = M(r)I,
\]

where \( M(r) \) is given by (2.10).

Now, assume that \( \| A_{(0)} \| < 1 \). According to Lemma 2.2 the positivity of the operator \( P_k \) is equivalent to the positivity of the operator

\[
Q_k := \begin{pmatrix}
I_{F^2(H_n)} \otimes 2(I_H - A_{(0)}) & \sum_{|\alpha| = k} S_\alpha \otimes A_{(\alpha)} \\
\sum_{|\alpha| = k} S^*_\alpha \otimes A^*_\alpha & I_{F^2(H_n)} \otimes 2(I_H - A_{(0)})
\end{pmatrix}
\]

for any \( k = 1, 2, \ldots \). Using Lemma 2.1 we deduce that \( Q_k \geq 0 \) if and only if

\[
\left( \sum_{|\alpha| = k} S^*_\alpha \otimes A^*_\alpha \right) (I \otimes (I - A_{(0)})^{-1}) \left( \sum_{|\alpha| = k} S_\alpha \otimes A_{(\alpha)} \right) \leq I \otimes 4(I - A_{(0)})
\]

for any \( k = 1, 2, \ldots \). Hence, and taking into account that \( S^*_\alpha S_j = \delta_{ij}I \), \( i, j = 1, \ldots, n \), we obtain

\[
\sum_{|\alpha| = k} A^*_\alpha (I - A_{(0)})^{-1} A_{\alpha} \leq 4(I - A_{(0)}), \quad k = 1, 2, \ldots.
\]

For \( 0 \leq r < 1 \), the latter inequality implies

\[
A_{(0)} + \sum_{k=1}^{\infty} r^k A^*_\alpha (I - A_{(0)})^{-1} A_{\alpha} \leq A_{(0)} + \frac{4r}{1-r}(I - A_{(0)})
\]

\[
\leq \sup_{0 \leq x \leq 1} \left\{ x + \frac{4r}{1-r}(1-x) \right\} I \leq K(r)I,
\]

where \( K(r) \) is given by (2.11).

To prove (vi), notice that (iii) implies

\[
\sum_{k=0}^{\infty} r^k \left\| \sum_{|\alpha| = k} A^*_\alpha A_{\alpha} \right\|^{1/2} \leq \| A_{(0)} \| + 2 \frac{r}{1-r} \| I - A_{(0)} \|
\]

\[
\leq \| A_{(0)} \| + \| I - A_{(0)} \|
\]

for \( 0 \leq r \leq \frac{1}{3} \). The proof is complete. \( \square \)

Now we can prove the following operator-valued Bohr inequality for holomorphic functions on \([B(X)^n]_{<1} \).


Theorem 2.6. Let 

\[ F(X_1, \ldots, X_n) := \sum_{k=0}^{\infty} \sum_{|\alpha|=k} X_\alpha \otimes A_{(\alpha)} , \quad A_{(\alpha)} \in B(H), \]

be a holomorphic function on \([B(X)^n]_{<1}\) with coefficients in \(B(H)\) such that \(F(0) \geq 0\) and 
\[ \text{Re} \, F(X_1, \ldots, X_n) \leq I \quad \text{for any} \quad (X_1, \ldots, X_n) \in [B(X)^n]_{<1}. \]

Then 
\[ \sum_{k=0}^{\infty} \left\| \sum_{|\alpha|=k} T_\alpha \otimes A_{(\alpha)} \right\| \leq \left\| A_{(0)} \right\| + \left\| I - A_{(0)} \right\| \]

for any \((T_1, \ldots, T_n) \in [B(K)^n]_{1/3}\) and any Hilbert space \(K\).

Proof. Let \((T_1, \ldots, T_n) \in [B(K)^n]_r\) with \(0 \leq r \leq \frac{1}{3}\). Notice that \([r^{-1}T_1, \ldots, r^{-1}T_n]\) is a row contraction and, according to the noncommutative von Neumann inequality \([17]\), we have 
\[ \sum_{k=0}^{\infty} \left\| \sum_{|\alpha|=k} T_\alpha \otimes A_{(\alpha)} \right\| \leq \left\| \sum_{k=0}^{\infty} r^k \sum_{|\alpha|=k} S_\alpha \otimes A_{(\alpha)} \right\| \]
\[ = \sum_{k=0}^{\infty} r^k \left\| \sum_{|\alpha|=k} A^{\ast}_{(\alpha)} A_{(\alpha)} \right\|^{1/2}. \]

Now using Theorem 2.5 part (vi), we can complete the proof. \(\square\)

For each \(\alpha \in F^+_m\), define \(e_\alpha := e_{i_1} \otimes e_{i_2} \otimes \cdots \otimes e_{i_k} \) and \(e_{p_0} = 1\). It is clear that \(\{e_\alpha : \alpha \in F^+_m\}\) is an orthonormal basis of \(F^2(H_n)\). We denote by \(P\) the set of all polynomials in \(F^2(H_n)\), i.e., all the elements of the form 
\[ p = \sum_{|\alpha| \leq m} a_\alpha e_\alpha, \quad a_\alpha \in \mathbb{C}, \quad m = 0, 1, 2, \ldots. \]

Remark 2.7. Let 
\[ F(S_1, \ldots, S_n) := \sum_{k=0}^{\infty} \sum_{|\alpha|=k} S_\alpha \otimes A_{(\alpha)} , \quad A_{(\alpha)} \in B(H), \]

be a formal power series such that, for each \(h \in H\),
\[ \limsup_{k \to \infty} \left( \sum_{|\alpha|=k} \left\| A_{(\alpha)} h \right\|^2 \right)^{1/2k} \leq 1. \]

If \(F(0) \geq 0\) and 
\[ \text{Re} \, (F(rS_1, \ldots, rS_n)p, p) \leq \left\| p \right\|^2 \quad \text{for any} \quad p \in \mathcal{P} \otimes H \quad \text{and} \quad 0 \leq r < 1, \]

then the conclusions of Theorem 2.4, Theorem 2.5, and Theorem 2.6 remain true.

We need to recall from \([15]\), \([16]\), \([17]\), \([18]\), and \([19]\) a few facts concerning multi-analytic operators on Fock spaces. We say that a bounded linear operator \(M\) acting from \(F^2(H_n) \otimes \mathcal{K}\) to \(F^2(H_n) \otimes \mathcal{K}^\prime\) is multi-analytic if 
\[ M(S_i \otimes I_{\mathcal{K}}) = (S_i \otimes I_{\mathcal{K}^\prime})M \quad \text{for any} \quad i = 1, \ldots, n. \]
Notice that $M$ is uniquely determined by the “coefficients” $\theta_{(\alpha)} \in B(K, K')$ given by

$$\langle \theta_{(\alpha)} k, k' \rangle := (M(1 \otimes k), e_{\alpha} \otimes k'), \quad k \in K, \ k' \in K', \ \alpha \in \mathbb{F}_n^+,$$

where $\tilde{\alpha}$ is the reverse of $\alpha$, i.e., $\tilde{\alpha} = g_{i_{k}} \cdots g_{i_{1}}$ if $\alpha = g_{i_{k}} \cdots g_{i_{1}}$. We denote $\theta_{(0)} := \theta_{(\emptyset)}$. Note that

$$\sum_{\alpha \in \mathbb{F}_n^+} \theta_{(\alpha)}^* \theta_{(\alpha)} \leq \|M\| I_K.$$

We can associate with $M$ a unique formal Fourier expansion

$$M \sim \sum_{\alpha \in \mathbb{F}_n^+} R_{\alpha} \otimes \theta_{(\alpha)},$$

where $R_i := U^* S_i U$, $i = 1, \ldots, n$, are the right creation operators on $F^2(H_n)$ and $U$ is the (flipping) unitary operator on $F^2(H_n)$ mapping $e_{i_1} \otimes e_{i_2} \otimes \cdots \otimes e_{i_k}$ into $e_{i_1} \otimes e_{i_2} \otimes \cdots e_{i_k} \otimes e_{i_1}$. Since the operator $M$ acts like its Fourier representation on “polynomials”, we will identify them for simplicity. Based on the noncommutative von Neumann inequality ([17], [18]), we proved that

$$M = \text{SOT} - \lim_{r \to 1} \sum_{k=0}^\infty \sum_{|\alpha|=k} r^{|\alpha|} R_{\alpha} \otimes \theta_{(\alpha)},$$

where, for each $r \in [0, 1)$, the series converges in the uniform norm. Moreover, the set of all multi-analytic operators in $B(F^2(H_n) \otimes K, F^2(H_n) \otimes K')$ coincides with $R_n^\infty \otimes B(K, K')$, the WOT closed algebra generated by the spatial tensor product, where $R_n^\infty = U^* F_n^\infty U$.

Now we can deduce the following operator-valued generalization of Bohr’s type inequality for the noncommutative analytic Toeplitz algebra $T_n^\infty$.

**Corollary 2.8.** If $F(S_1, \ldots, S_n) := \sum_{k=0}^\infty \sum_{|\alpha|=k} S_{\alpha} \otimes A_{(\alpha)}$ is in $F_n^\infty \otimes B(H)$, then

$$\sum_{k=0}^\infty \left\| \sum_{|\alpha|=k} T_{\alpha} \otimes A_{(\alpha)} \right\| \leq \|F(S_1, \ldots, S_n)\| \left(\|A_{(0)}\| + \|I - A_{(0)}\|\right)$$

for any $(T_1, \ldots, T_n) \in B(K)^n_{1/3}$. Moreover, if $F(0) \geq 0$ and Re $F(S_1, \ldots, S_n) \leq I$, then

$$\sum_{k=0}^\infty \left\| \sum_{|\alpha|=k} T_{\alpha} \otimes A_{(\alpha)} \right\| \leq \|A_{(0)}\| + \|I - A_{(0)}\|$$

for any $(T_1, \ldots, T_n) \in B(H)^n_{1/3}$.

**Proof.** Without loss of generality, we can assume that $\|F(S_1, \ldots, S_n)\| = 1$. Now, one can use the noncommutative Poisson transforms of [22] to show that the hypotheses of Theorem 2.6 are satisfied. Applying the latter theorem, the result follows. □

We remark that, in the particular case when $H = C$, the first part of Corollary 2.8 was obtained in [12]. Its second part provides an operator-valued extension of Corollary 1.6 as well as a new proof.

We can improve some of the inequalities of Theorem 2.5 under the more restrictive conditions that $F(S_1, \ldots, S_n) \in F_n^\infty \otimes B(H)$ and $\|F(S_1, \ldots, S_n)\| \leq 1$. 
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Theorem 2.9. If

\[ F(S_1, \ldots, S_n) := \sum_{k=0}^{\infty} \sum_{|\alpha| = k} S_\alpha \otimes A_{(\alpha)} \in F^\infty_n \otimes B(\mathcal{H}) \]

and \( \|F(S_1, \ldots, S_n)\| \leq 1 \), then

(i) \( \left( \sum_{|\alpha| = k} A^*_{(\alpha)} A_{(\alpha)} \right)^{1/2} \leq (I - A^*_{(0)} A_{(0)})^{1/2} \) for any \( k = 1, 2, \ldots; \)

(ii) for \( 0 \leq r < 1 \), we have

\[ \sum_{k=0}^{\infty} r^k \left( \sum_{|\alpha| = k} A^*_{(\alpha)} A_{(\alpha)} \right)^{1/2} \leq \left( 1 + \frac{r^2}{(1-r)^2} \right)^{1/2} I; \]

(iii) if \( \|A_{(0)}\| < 1 \) and \( k = 1, 2, \ldots, \) then

\[ \sum_{|\alpha| = k} A^*_{(\alpha)} (I - A_{(0)} A^*_{(0)})^{-1} A_{(\alpha)} \leq I - A^*_{(0)} A_{(0)}; \]

(iv) if \( \|A_{(0)}\| < 1 \), \( A_{(0)} \geq 0 \), and \( 0 \leq r \leq 1 \), then

\[ A^2_{(0)} + \sum_{k=1}^{\infty} \sum_{|\alpha| = k} r^k A^*_{(\alpha)} (I - A^2_{(0)})^{-1} A_{(\alpha)} \leq N(r) I, \]

where

\[ N(r) := \begin{cases} 1 & \text{if } 0 \leq r \leq \frac{1}{2}, \\ \frac{1}{r} & \text{if } \frac{1}{2} < r < 1. \end{cases} \]

Proof. Let \( \mathcal{M} \) be the subspace of \( F^2(H_\alpha) \) spanned by the vectors \( 1 \) and \( e_\alpha \), where \( \alpha \in F^n_+ \) and \( |\alpha| = k \). The operator \( P_{\mathcal{M} \otimes \mathcal{H}} F(S_1, \ldots, S_n) |\mathcal{M} \otimes \mathcal{H} \) is a contraction and its operator matrix with respect to the decomposition \( \mathcal{M} \otimes \mathcal{H} = \mathcal{H} \oplus \bigoplus_{|\alpha| = k} (e_\alpha \otimes \mathcal{H}) \) is

\[ Y_k = \begin{pmatrix} A_{(0)} & [0 \ldots 0] \\ \vdots & \vdots \\ [\alpha] = k & \vdots \\ 0 & \ldots & A_{(0)} \end{pmatrix}. \]

Hence, \( \begin{pmatrix} A_{(0)} \\ A_{(\alpha)} \\ \vdots \\ [\alpha] = k \end{pmatrix} \) is a contraction, which implies

\[ \sum_{|\alpha| = k} A^*_{(\alpha)} A_{(\alpha)} \leq I - A^*_{(0)} A_{(0)} \text{ for } k = 1, 2, \ldots. \]
The latter inequality implies (i). Using (i), we infer that

\[
\sum_{k=0}^{\infty} r^k \left( \sum_{|\alpha|=k} A_{(\alpha)}^* A_{(\alpha)} \right)^{1/2} \leq (A_{(0)}^* A_{(0)})^{1/2} + \frac{r}{1-r} \left( 1 - A_{(0)}^* A_{(0)} \right)^{1/2}
\]

\[
\leq \sup_{0 \leq x \leq 1} \left\{ x + \frac{r}{1-r} \sqrt{1 - x^2} \right\} I
\]

\[
= \left( 1 + \frac{r^2}{(1-r)^2} \right)^{1/2} I.
\]

Now, we prove part (iii). Taking into account the structure of 2 \times 2 lower triangular contractions, the operator

\[
\begin{bmatrix} A & 0 \\ C & D \end{bmatrix} : \mathcal{H} \oplus \mathcal{K} \to \mathcal{H}' \oplus \mathcal{K}'
\]

is a contraction if and only if \( A \) and \( D \) are contractions and

\[
C = (I - DD^*)^{1/2} \Gamma (I - A^* A)^{1/2},
\]

where \( \Gamma : D_A \to D_{D^*} \) is a contraction, and the subspaces \( D_A \) and \( D_{D^*} \) are defined by \( D_A := (I - A^* A)^{1/2} \mathcal{H} \) and \( D_{D^*} := (I - DD^*)^{1/2} \mathcal{K}' \).

Hence, if \( \|D\| < 1 \), then we have

\[
C^* (I - DD^*)^{-1} \Gamma = (I - A^* A)^{1/2} \Gamma (I - A^* A)^{1/2} \leq I - A^* A.
\]

Applying this result to the matrix \( Y_k \), where \( \|A_{(0)}\| < 1 \), we obtain

\[
[A_{(\alpha)}^* : |\alpha| = k] \begin{bmatrix} (I - A_{(0)}^* A_{(0)})^{-1} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & (I - A_{(0)}^* A_{(0)})^{-1} \end{bmatrix} \begin{bmatrix} A_{(\alpha)} \\ \vdots \\ |\alpha| = k \end{bmatrix} \leq I - A_{(0)}^* A_{(0)}
\]

for \( k = 1, 2, \ldots \), which proves (iii). Now, assume that \( A_{(0)} \geq 0 \) and \( \|A_{(0)}\| < 1 \).

Using (iii), we deduce that

\[
A_{(0)}^2 + \sum_{k=1}^{\infty} \sum_{|\alpha|=k} r^k A_{(\alpha)}^* (I - A_{(0)}^2)^{-1} A_{(\alpha)} \leq A_{(0)}^2 + \frac{r}{1-r} (I - A_{(0)}^2)
\]

\[
\leq \sup_{0 \leq x \leq 1} \left\{ x + \frac{r}{1-r} (1 - x) \right\} I = N(r) I,
\]

where \( N(r) \) is given by (2.13). The proof is complete.

We recall from [23] the following multivariable operator-valued generalization of the inequalities of Fejér and Egerváry-Szász, to the spatial tensor product

\[
C^* (S_1, \ldots, S_n) \otimes B(\mathcal{H}).
\]

Let \( m \geq 2 \) and let \( \{A_{(\alpha)}\} |\alpha| \leq m-1 \) be a sequence of operators in \( B(\mathcal{H}) \) such that the operator

\[
\sum_{1 \leq k \leq m-1} S_{(\alpha)}^* \otimes A_{(\alpha)} + I \otimes A_0 + \sum_{1 \leq k \leq m-1} S_{(\alpha)} \otimes A_{(\alpha)}^*
\]

is positive. Then,

\[
w_e(A_{(\alpha)} : |\alpha| = k) \leq w(A_{(\alpha)} : |\alpha| = k) \leq \|A_0\| \cos \frac{\pi}{m-1} + 2
\]
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for $1 \leq k \leq m - 1$, where $[x]$ is the integer part of $x$, $w(X_1, \ldots, X_n)$ is the joint numerical radius of the $n$-tuple $(X_1, \ldots, X_n) \in B(\mathcal{X})^n$, i.e.,

$$w(X_1, \ldots, X_n) := \omega(S_1 \otimes X_1^* + \cdots + S_n \otimes X_n^*),$$

and $w_e(X_1, \ldots, X_n)$ is the euclidean joint numerical radius of the $n$-tuple $(X_1, \ldots, X_n)$, i.e.,

$$w_e(X_1, \ldots, X_n) := \sup_{\|h\| = 1} \left( \sum_{i=1}^{n} |\langle X_ih, h \rangle|^2 \right)^{1/2}.$$

We also recall that both the joint numerical radius and the euclidean joint numerical radius are norms equivalent to the operator norm on $B(\mathcal{X})^n$. Moreover,

$$\frac{1}{2} \|[X_1, \ldots, X_n]\| \leq w(X_1, \ldots, X_n) \leq \|[X_1, \ldots, X_n]\|$$

and

$$\frac{1}{2\sqrt{n}} \|[X_1, \ldots, X_n]\| \leq w_e(X_1, \ldots, X_n) \leq w(X_1, \ldots, X_n).$$

In what follows we obtain an operator-valued Bohr type inequality when the norm of the coefficients is replaced by the joint numerical radius. The result is new even in the single variable case $n = 1$.

**Theorem 2.10.** Let

$$F(S_1, \ldots, S_n) := \sum_{k=0}^{m-1} \sum_{|\alpha| = k} S_\alpha \otimes A_\alpha, \quad A_\alpha \in B(\mathcal{H}),$$

be a polynomial such that $F(0) \geq 0$ and $\text{Re} \ F(S_1, \ldots, S_n) \leq I$. Then

$$\frac{1}{2} \sum_{k=0}^{m-1} r^k w \left( A_\alpha^*: |\alpha| = k \right) \leq \|A_0\| + \|I - A_0\|$$

for any $r \in [0, t_m]$, where $t_m \in (0, 1]$ is the solution of the equation

$$\sum_{k=1}^{m-1} t^k \cos \frac{\pi}{\lfloor \frac{m-1}{k} \rfloor + 2} = \frac{1}{2},$$

where $[x]$ is the integer part of $x$. Moreover $\{t_m\}$ is a strictly decreasing sequence which converges to $\frac{1}{3}$.

**Proof.** The conditions $F(0) \geq 0$ and $\text{Re} \ F(S_1, \ldots, S_n) \leq I$ imply

$$\sum_{1 \leq |\alpha| \leq m-1} -S_\alpha^* \otimes A_\alpha^* + I \otimes 2(I - A_0) + \sum_{1 \leq |\alpha| \leq m-1} -S_\alpha \otimes A_\alpha \geq 0.$$

According to the inequality (2.14), we have

$$w \left( A_\alpha^*: |\alpha| = k \right) \leq 2\|I - A_0\| \cos \frac{\pi}{\lfloor \frac{m-1}{k} \rfloor + 2}.$$
for \(1 \leq k \leq m - 1\). If \(0 \leq r \leq t_m\), then we have
\[
\sum_{k=0}^{m-1} r^k w \left( A_{(\alpha)}^*: |\alpha| = k \right) \leq \|A_0\| + 2\|I - A_0\| \sum_{k=1}^{m-1} r^k \cos \left( \frac{\pi}{m-1} \right) + 2
\]
\[
\leq \|A_0\| + 2\|I - A_0\| \sum_{k=1}^{m-1} t^k \cos \left( \frac{\pi}{m-1} \right) + 2
\]
\[
\leq \|A_0\| + \|I - A_0\|
\]
The last part of the theorem was proved in Theorem 1.1. The proof is complete. \(\square\)

3. **Operator-valued Bohr inequalities for harmonic functions**

We say that \(G\) is a selfadjoint harmonic function on \([B(\mathcal{X})^n]_{<1}\) if there exists a (universal) holomorphic function \(F: [B(\mathcal{X})^n]_{<1} \to B(\mathcal{X} \otimes \mathcal{H})\) such that
\[
G(X_1, \ldots, X_n) = \text{Re} F(X_1, \ldots, X_n) \quad \text{for any } (X_1, \ldots, X_n) \in [B(\mathcal{X})^n]_{<1}.
\]
Let \(\mathcal{A} := \{A_\alpha\}_{\alpha \in \mathbb{F}_+^n}\) be a sequence of operators in \(B(\mathcal{H})\) such that \(A_0 = A_0^*\) and
\[
F(X_1, \ldots, X_n) = \frac{1}{2} I \otimes A_0 + \sum_{k=1}^{\infty} \sum_{|\alpha| = k} X_\alpha \otimes A_\alpha
\]
is a holomorphic function on \([B(\mathcal{X})^n]_{<1}\). Define \(H_\mathcal{A}: [B(\mathcal{X})^n]_{<1} \to B(\mathcal{H} \otimes \mathcal{X})\) by setting \(H_\mathcal{A}(X_1, \ldots, X_n) = \text{Re} F(X_1, \ldots, X_n)\) for any \((X_1, \ldots, X_n) \in [B(\mathcal{X})^n]_{<1}\).

We remark that, in the particular case when \(\mathcal{A} := \{a_\alpha\}_{\alpha \in \mathbb{F}_+^n} \subset \mathbb{C}\) are the coefficients of an element in the noncommutative analytic Toeplitz algebra \(\mathcal{F}_n^\infty\) of the form
\[
F(S_1, \ldots, S_n) = \frac{a_0}{2} I + \sum_{k=1}^{\infty} \sum_{|\alpha| = k} a_\alpha S_\alpha, \quad a_0 = \bar{a_0},
\]
then the operator
\[
H_\mathcal{A}(S_1, \ldots, S_n) := \frac{1}{2} [F(S_1, \ldots, S_n)^* + F(S_1, \ldots, S_n)]
\]
can be seen as a noncommutative analogue of the boundary function of a (real-valued) bounded harmonic function in the unit disc, while \(H_\mathcal{A}(X_1, \ldots, X_n)\) can be seen as the noncommutative Poisson transform of \(H_\mathcal{A}(S_1, \ldots, S_n)\) at the point \((X_1, \ldots, X_n) \in [B(\mathcal{X})^n]_{<1}\).

We remark that, using the noncommutative Poisson transforms of \([22]\), one can easily show that
\[
H_\mathcal{A}(X_1, \ldots, X_n) \leq H_\mathcal{B}(X_1, \ldots, X_n) \quad \text{for any } (X_1, \ldots, X_n) \in [B(\mathcal{X})^n]_{<1}
\]
if and only if
\[
H_\mathcal{A}(r S_1, \ldots, r S_n) \leq H_\mathcal{B}(r S_1, \ldots, r S_n) \text{ for any } r \in [0,1).
\]
The first result of this section provides Wiener and Bohr type inequalities for the coefficients of two harmonic functions on \([B(\mathcal{X})^n]_{<1}\) satisfying the inequality \(H_\mathcal{A}(X_1, \ldots, X_n) \leq H_\mathcal{B}(X_1, \ldots, X_n)\).
Theorem 3.1. Let \( A := \{ A_\alpha \} \) and \( B := \{ B_\alpha \} \) be sequences of operators in \( B(H) \) such that \( H_A \) and \( H_B \) are noncommutative harmonic functions on \([B(X)]_{<1} \) and

\[
\tag{3.1} H_A(X_1, \ldots, X_n) \leq H_B(X_1, \ldots, X_n) \quad \text{for any } (X_1, \ldots, X_n) \in [B(X)]_{<1}.
\]

Then

\[
\tag{3.2} \sum_{|\alpha| = k} (B_\alpha - A_\alpha)^* (B_\alpha - A_\alpha) \leq \| B_0 - A_0 \| (B_0 - A_0)
\]

for \( k = 1, 2, \ldots \), and

\[
\sum_{k=1}^\infty r^k \left\| \sum_{|\alpha| = k} A_\alpha^* A_\alpha \right\|^{1/2} \leq \frac{1}{2} \| B_0 - A_0 \| + \sum_{k=1}^\infty r^k \left\| \sum_{|\alpha| = k} B_\alpha^* B_\alpha \right\|^{1/2}
\]

for any \( r \in [0, \frac{1}{2}] \).

Proof. Notice that the inequality (3.1) implies

\[
\tag{3.3} \sum_{k=1}^\infty \sum_{|\alpha| = k} r^{|\alpha|} S_\alpha^* C_\alpha + I \otimes C_0 + \sum_{k=1}^\infty \sum_{|\alpha| = k} r^{|\alpha|} S_\alpha \otimes C_\alpha \geq 0, \quad r \in [0, 1),
\]

where \( C_\alpha := B_\alpha - A_\alpha \) if \( \alpha \in \mathbb{F}^*_n \{0\} \) and \( C_0 := B_0 - A_0 \). First we consider the case when \( C_0 \neq 0 \). According to (3.3), we have \( C_0 \geq 0 \). As in the proof of Theorem 2.4 part (i), we deduce that there is a completely positive linear map \( \mu : C^*(S_1, \ldots, S_n) \to B(H) \) such that

\[
\mu(S_\alpha) = C_\alpha^*, \quad \alpha \in \mathbb{F}^*_n.
\]

Using Stinespring’s representation theorem, we find a Hilbert space \( G \supseteq H \), a *-representation \( \pi : C^*(S_1, \ldots, S_n) \to B(G) \), and a bounded operator \( X : H \to G \) such that

\[
\mu(f) = X^* \pi(f) X, \quad f \in C^*(S_1, \ldots, S_n).
\]

Denote \( V_i := \pi(S_i) \), \( i = 1, \ldots, n \), and notice that

\[
\tag{3.4} X^* V_\alpha X = \mu(S_\alpha) = C_\alpha^* \quad \text{if } \alpha \in \mathbb{F}^*_n \{0\},
\]

and \( X^* X = \mu(I) = C_0 \). Hence, we infer that

\[
\sum_{|\alpha| = k} C_\alpha^* C_\alpha = \sum_{|\alpha| = k} X^* V_\alpha XX^* V_\alpha^* X \leq \| X \|^2 X^* \left( \sum_{|\alpha| = k} V_\alpha V_\alpha^* \right) X \leq \| X \|^2 X^* X = \| C_0 \| C_0.
\]

Therefore, the inequality (3.2) holds. It is clear that the latter inequality implies

\[
\tag{3.5} \left\| \sum_{|\alpha| = k} (B_\alpha - A_\alpha)^* (B_\alpha - A_\alpha) \right\|^{1/2} \leq \| B_0 - A_0 \|.
\]
for $k = 1, 2, \ldots$. Using this inequality, we deduce that

$$\sum_{k=1}^{\infty} r^k \| [A_{(\alpha)} : |\alpha| = k] \| - \sum_{k=1}^{\infty} r^k \| [B_{(\alpha)} : |\alpha| = k] \| \leq \sum_{k=1}^{\infty} r^k \| [A_{(\alpha)} - B_{(\alpha)} : |\alpha| = k] \|$$

$$\leq \sum_{k=1}^{\infty} r^k \| B_{(0)} - A_{(0)} \| \leq \| B_{(0)} - A_{(0)} \| \frac{r}{1-r} \leq \frac{1}{2} \| B_{(0)} - A_{(0)} \|$$

for any $r \in [0, \frac{1}{2}]$. Therefore, the second inequality of the theorem is proved.

Now, notice that if $A_{(0)} = B_{(0)}$, then adding $\epsilon I$, $\epsilon > 0$, to inequality (3.3) and applying the first part of the proof, we deduce that

$$\sum_{|\alpha| = k} (B_{(\alpha)} - A_{(\alpha)})^* (B_{(\alpha)} - A_{(\alpha)}) \leq \epsilon^2 I$$

for any $\epsilon > 0$. This implies $A_{(\alpha)} = B_{(\alpha)}$, for any $\alpha \in \mathbb{F}_n^+$. The proof is complete. \( \square \)

We remark that Theorem 3.1 remains true if the conditions on the coefficients $A := \{A_{(\alpha)}\}_{\alpha \in \mathbb{F}_n^+}$ and $B := \{B_{(\alpha)}\}_{\alpha \in \mathbb{F}_n^+}$ are replaced by the following weaker conditions:

(i) $\limsup_{k \to \infty} \left( \sum_{|\alpha| = k} \| A_{(\alpha)} h \|^2 \right)^{1/2k} \leq 1$ for any $h \in \mathcal{H}$, and a similar inequality for $B$;

(ii) $(H_A(rS_1, \ldots, rS_n)p, p) \leq (H_B(rS_1, \ldots, rS_n)p, p)$ for any $r \in [0, 1)$ and $p \in \mathcal{P} \otimes \mathcal{H}$.

Now, we can prove the following result for selfadjoint harmonic polynomials.

**Theorem 3.2.** Let $m = 2, 3, \ldots$, and let $A := \{A_{\alpha}\}_{|\alpha| \leq m-1}$ and $B := \{B_{\alpha}\}_{|\alpha| \leq m-1}$ be sequences of operators such that $A_{(0)} = A_{(0)}^*$, $B_{(0)} = B_{(0)}^*$, and

$$H_A(S_1, \ldots, S_n) \leq H_B(S_1, \ldots, S_n).$$

Then

$$w \left( B_{(\alpha)}^* - A_{(\alpha)}^* : |\alpha| = k \right) \leq \| B_{(0)} - A_{(0)} \| \cos \frac{\pi}{[m-1] + 2}$$

for $1 \leq k \leq m-1$, where $[x]$ is the integer part of $x$, and

$$\sum_{k=1}^{m-1} r^k w \left( A_{(\alpha)}^* : |\alpha| = k \right) \leq \frac{1}{2} \| B_{(0)} - A_{(0)} \| + \sum_{k=1}^{m-1} r^k w \left( B_{(\alpha)}^* : |\alpha| = k \right)$$

for any $r \in [0, t_m]$, where $t_m$ is the solution of equation (0.1).
Proof. Since
\[
\sum_{k=1}^{m-1} \sum_{|\alpha|=k} r^{||\alpha||} S^*_\alpha \otimes \left( B^*_\alpha - A^*_\alpha \right) + I \otimes (B(0) - A(0)) + \sum_{k=1}^{m-1} \sum_{|\alpha|=k} r^{||\alpha||} S_\alpha \otimes (B(0) - A(0)) \geq 0
\]
for \( r \in [0,1) \), inequality (2.14) implies (3.6). Since the joint numerical radius is a norm and using the inequality (3.6), we have
\[
\sum_{k=1}^{m-1} r^k w \left( A^*_\alpha : |\alpha| = k \right) - \sum_{k=1}^{m-1} r^k w \left( B^*_\alpha - A^*_\alpha : |\alpha| = k \right) \\
\leq \sum_{k=1}^{m-1} r^k w \left( B^*_\alpha - A^*_\alpha : |\alpha| = k \right) \\
= \|B(0) - A(0)\| \sum_{k=1}^{m-1} r^k \cos \left( \frac{\pi}{m-1} k \right) + 2 \\
\leq \|B(0) - A(0)\| \sum_{k=1}^{m-1} r^k \cos \left( \frac{\pi}{m-1} k \right) + 2 \\
\leq \frac{1}{2} \|B(0) - A(0)\|
\]
for any \( r \in [0,t_m] \). This completes the proof. \( \square \)

We remark that one can obtain versions of Theorem 3.1 and Theorem 3.2 for the spatial tensor products \( C^*_{\text{red}}(\mathbb{F}_n) \otimes B(\mathcal{H}) \) and \( C^*(\mathbb{F}_n) \otimes B(\mathcal{H}) \). In this way we can provide operator-valued generalizations of Corollary 1.9 and Corollary 1.11.

Given \( m = 2,3,\ldots, \infty \), and a sequence \( A := \{a_\alpha\}_{|\alpha| \leq m-1} \) of complex numbers with \( a_0 = 0 \), define
\[
H_A(S_1,\ldots,S_n) := \sum_{1 \leq |\alpha| \leq m-1} \tilde{a}_\alpha S^*_\alpha + a_0 I + \sum_{1 \leq |\alpha| \leq m-1} a_\alpha S_\alpha.
\]
When \( m = \infty \), we assume that the series \( \sum_{k=1}^{\infty} \left\| \sum_{|\alpha| = k} r^{||\alpha||} a_\alpha S_\alpha \right\| \) is convergent for any \( r \in [0,1) \). The following result is a scalar version of Theorem 3.1 and Theorem 3.2.

Corollary 3.3. Let \( m = 2,3,\ldots, \infty \) and let
\[
A := \{a_\alpha\}_{|\alpha| \leq m-1} \quad \text{and} \quad B := \{b_\alpha\}_{|\alpha| \leq m-1}
\]
be sequences of complex numbers such that \( a_0 = a_0 = 0 \), \( b_0 = 0 \), and
\[
H_A(S_1,\ldots,S_n) \leq H_B(S_1,\ldots,S_n) \quad \text{if} \quad m < \infty,
\]
and, if \( m = \infty \),
\[
H_A(rS_1,\ldots,rS_n) \leq H_B(rS_1,\ldots,rS_n) \quad \text{for any} \quad r \in [0,1).
\]
Then
\[
\left( \sum_{|\alpha|=k} |b_\alpha - a_\alpha|^2 \right)^{1/2} \leq (b_0 - a_0) \cos \frac{\pi}{m} \left[ \frac{m-1}{k} \right] + 2
\]
for \(1 \leq k \leq m-1\), where \([x]\) is the integer part of \(x\), and
\[
a_0 \frac{m-1}{k} + \sum_{k=1}^{m-1} r^k \left( \sum_{|\alpha|=k} |a_\alpha|^2 \right)^{1/2} \leq b_0 \frac{m-1}{k} + \sum_{k=1}^{m-1} r^k \left( \sum_{|\alpha|=k} |b_\alpha|^2 \right)^{1/2}
\]
for any \(r \in [0, t_m]\), where \(t_m\) is the solution of the equation (0.1) if \(m < \infty\) and \(t_\infty := \frac{1}{2}\).

Now, we can deduce Bohr inequalities for two real-valued functions \(f, g \in L^1(\mathbb{T})\) satisfying the inequality \(f \leq g\).

**Corollary 3.4.** Let \(f(e^{it}) = \sum_{k=-m+1}^{m-1} a_k e^{ikt}\) and \(g(e^{it}) = \sum_{k=-m+1}^{m-1} a_k e^{ikt}\) be real-valued functions in \(L^1(\mathbb{T})\), where \(m = 2, 3, \ldots, \infty\). If \(f \leq g\), then
\[
a_0 \frac{m-1}{k} + \sum_{k=1}^{m-1} r^k |a_k| \leq b_0 \frac{m-1}{k} + \sum_{k=1}^{m-1} r^k |b_k|
\]
for any \(r \in [0, t_m]\), where \(t_m\) is the solution of the equation (0.1) if \(m < \infty\) and \(t_\infty := \frac{1}{2}\).

**Proof.** Taking the harmonic extension of \(f\) and \(g\) in the unit disc, we obtain \(f(re^{it}) \leq g(re^{it})\) for \(0 \leq r < 1\) and \(t \in [-\pi, \pi]\). Notice that, for each \(m = 2, 3, \ldots, \infty\),
\[
H_A(rS) := \sum_{k=1}^{m-1} r^k \bar{a}_k S^k + a_0 I + \sum_{k=1}^{m-1} r^k a_k S^k, \quad r \in [0, 1),
\]
is in the \(C^*\)-algebra generated by the unilateral shift \(S\), acting on \(H^2(\mathbb{T})\). Similarly, we can define \(H_B(rS)\), where \(B := \{b_k\}_{k=1}^m\). Now, notice that, for any \(h(e^{it}) \in H^2(\mathbb{T})\), we have
\[
\langle (H_B(rS) - H_A(rS)) h(e^{it}), h(e^{it}) \rangle_{H^2(\mathbb{T})} = \left( (g(re^{it}) - f(re^{it})) h(e^{it}), h(e^{it}) \right)_{H^2(\mathbb{T})}
= \frac{1}{2\pi} \int_{-\pi}^{\pi} (g(re^{it}) - f(re^{it})) |h(e^{it})|^2 dt \geq 0.
\]
Therefore, \(H_B(rS) \geq H_A(rS)\) for \(0 \leq r < 1\). Now applying Theorem 3.1 (when \(m = \infty\)) and Theorem 3.2 (when \(m = 2, 3, \ldots\)), the result follows.

**Corollary 3.5.** Let \(f := \sum_{k=-m+1}^{m-1} a_k e^{ikt}\) and \(g := \sum_{k=-m+1}^{m-1} b_k e^{ikt}\) be real-valued functions in \(L^1(\mathbb{T})\), where \(m = 2, 3, \ldots, \infty\). If there exists \(r \in [0, t_m]\), where \(t_m\) is the solution of the equation (0.1) if \(m \leq \infty\) and \(t_\infty := \frac{1}{2}\), such that
\[
a_0 \frac{m-1}{k} + \sum_{k=1}^{m-1} r^k |a_k| > b_0 \frac{m-1}{k} + \sum_{k=1}^{m-1} r^k |b_k|,
\]
then \(f > g\) on a set of positive measure.
We mention that, when \( m = \infty \), the last two corollaries were obtained by Paulsen and Singh [13].

4. BOHR INEQUALITIES FOR ANALYTIC FUNCTIONS ON THE UNIT BALL OF \( \mathbb{C}^n \)

A multivariable commutative analogue of the Hardy space \( H^\infty(\mathbb{D}) \) is the algebra \( W^\infty_n := P_{F^2(H_n)}F^\infty_n|_{F^2(H_n)} \), the compression of \( F^\infty_n \) to the symmetric Fock space \( F^2_s(H_n) \subset F^2(H_n) \). We proved in [2] that \( W^\infty_n \) is the \( w^* \)-closed algebra generated by the creation operators \( B_i := P_{F^2(H_n)}S_i|_{F^2(H_n)} \), \( i = 1, \ldots, n \), and the identity. 

Arveson [3] showed that the algebra \( W^\infty_n \) can be seen as the multiplier algebra of the reproducing kernel Hilbert space with reproducing kernel \( K_n : B_n \times B_n \to \mathbb{C} \) defined by

\[
K_n(z, w) := \frac{1}{1 - \langle z, w \rangle_{\mathbb{C}^n}}, \quad z, w \in B_n,
\]

where \( B_n \) is the open unit ball of \( \mathbb{C}^n \).

Let \( p := (p_1, \ldots, p_n) \) be a multi-index in \( \mathbb{Z}^n_+ \). We denote \( |\mathbf{p}| := p_1 + \cdots + p_n \) and \( \mathbf{p}! := p_1! \cdots p_n! \). If \( \lambda := (\lambda_1, \ldots, \lambda_n) \), then we set \( \lambda^\mathbf{p} := \lambda_1^{p_1} \cdots \lambda_n^{p_n} \) and

\[
(\lambda^\mathbf{p})_{\text{sym}}(S_1, \ldots, S_n) := \frac{|\mathbf{p}|!}{\mathbf{p}!} \sum_{\alpha \in \Lambda_\mathbf{p}} S_\alpha,
\]

where

\[
\Lambda_\mathbf{p} := \{ \alpha \in F_n^+ : \lambda_\alpha = \lambda^\mathbf{p} \text{ for any } \lambda \in B_n \}
\]

and \( S_1, \ldots, S_n \) are the left creation operators on the Fock space \( F^2(H_n) \). Notice that \( \text{card } \Lambda_\mathbf{p} = \frac{|\mathbf{p}|!}{\mathbf{p}!} \). If \( p(\lambda) := \sum \lambda^\mathbf{p} A(\mathbf{p}), A(\mathbf{p}) \in B(\mathcal{H}) \), is an operator-valued polynomial on \( B_n \), the open unit ball of \( \mathbb{C}^n \), then the symmetrized functional calculus \( p_{\text{sym}}(S_1, \ldots, S_n) \in F^\infty_n \otimes B(\mathcal{H}) \) is defined by

\[
p_{\text{sym}}(S_1, \ldots, S_n) := \sum [(\lambda^\mathbf{p})_{\text{sym}}(S_1, \ldots, S_n)] \otimes A(\mathbf{p}).
\]

In this section we obtain Wiener and Bohr inequalities for the algebra \( W^\infty_n \) and a class of operator-valued analytic functions on the open unit ball of \( \mathbb{C}^n \).

**Theorem 4.1.** Let \( f(\lambda_1, \ldots, \lambda_n) := \sum_{\mathbf{p} \in \mathbb{Z}^n_+} \lambda^\mathbf{p} A(\mathbf{p}), A(\mathbf{p}) \in B(\mathcal{H}) \), be an operator-valued analytic function on \( B_n \) such that

\[
\left( \limsup_{k \to \infty} \left| \sum_{\mathbf{p} \in \mathbb{Z}^n_+, |\mathbf{p}| = k} \frac{|\mathbf{p}|!}{\mathbf{p}!} A^*_\mathbf{p} A(\mathbf{p}) \right| \right)^{1/2k} \leq 1,
\]

\( f(0) \geq 0 \), and

\[
\text{Re} p_{\text{sym}}(rS_1, \ldots, rS_n) \leq I \quad \text{for } 0 \leq r < 1.
\]

Then the following statements hold:

(i) \[
\left| \sum_{\mathbf{p} \in \mathbb{Z}^n_+, |\mathbf{p}| = k} \frac{|\mathbf{p}|!}{\mathbf{p}!} A^*_\mathbf{p} A(\mathbf{p}) \right|^{1/2} \leq 2 \| I - A(0) \| \quad \text{for } k = 1, 2, \ldots.
\]

(ii) \[
\sum_{k=0}^\infty r^k \left| \sum_{\mathbf{p} \in \mathbb{Z}^n_+, |\mathbf{p}| = k} \frac{|\mathbf{p}|!}{\mathbf{p}!} A^*_\mathbf{p} A(\mathbf{p}) \right|^{1/2} \leq \| A(0) \| + \| I - A(0) \| \quad \text{for } 0 \leq r \leq \frac{1}{4}.
\]
Now apply Theorem 2.5 to the holomorphic function and part (vi) of Theorem 2.5. To prove part (iii), define the sequence $r$ for each $\varnothing \in \mathbb{N}_+$. Notice also that $C$.

We remark that condition (4.1) implies that $C$. Notice that $C$.

If $(T_1, \ldots, T_n) \in [B(K)^n]_{1/3}$ and $T_1, \ldots, T_n$ are commuting operators, then

$$\sum_{k=0}^{\infty} \left| \sum_{p \in \mathbb{Z}_+^n} (\sum_{k=0}^{\infty} T^p_{\infty} \otimes A(p) \otimes Y(p)) \right| \leq \|A(0)\| + \|I - A(0)\|.$$

Proof. Notice that

$$f_{\text{sym}}(rS_1, \ldots, rS_n) = \sum_{k=0}^{\infty} \sum_{|\alpha|=k} r^{|\alpha|} S_\alpha \otimes C(\alpha),$$

where $C(0) := A(0)$ and $C(\alpha) := \frac{p^\alpha}{|p|!} A(p)$ for $p \in \mathbb{Z}_+^n$, $p \neq (0, \ldots, 0)$, and $\alpha \in \Lambda_p$. We remark that condition (4.1) implies that $f_{\text{sym}}(rS_1, \ldots, rS_n)$ is norm convergent for each $r \in [0, 1]$. It is clear that, for each $k = 1, 2, \ldots$, we have

$$\sum_{|\alpha|=k} C^*_\alpha C(\alpha) = \sum_{p \in \mathbb{Z}_+^n} (\sum_{\alpha \in \Lambda_p} C^*_\alpha C(\alpha)) = \sum_{p \in \mathbb{Z}_+^n} \left( \sum_{|\alpha|=k} \frac{|p|!}{|p|!} A^*_p A(p) \right).$$

Now apply Theorem 2.5 to the holomorphic function

$$F(X_1, \ldots, X_n) := f_{\text{sym}}(X_1, \ldots, X_n),$$

$(X_1, \ldots, X_n) \in [B(X)^n]_{1/1}$, and notice that part (i) and (ii) follow from part (ii) and part (vi) of Theorem 2.5. To prove (iii), define the sequence $\{Z(\alpha)\}_{\alpha \in \mathbb{N}_+^n} \subset B(K)$ by $Z(0) := Y(0)$ and $Z(\alpha) := Y(p)$, where $p \in \mathbb{Z}_+^n$, $p \neq (0, \ldots, 0)$, and $\alpha \in \Lambda_p$. Notice also that

$$\sum_{k=0}^{\infty} \left| \sum_{|\alpha|=k} Z^*_\alpha Z(\alpha) \right|^{1/2} = \sum_{k=0}^{\infty} \left| \sum_{p \in \mathbb{Z}_+^n} (\sum_{k=0}^{\infty} \frac{|p|!}{|p|!} Y^*_p Y(p)) \right|^{1/2} \leq \frac{1}{2}.$$
Using Theorem 2.4 part (ii) when \( F(X_1, \ldots, X_n) = f_{\text{sym}}(X_1, \ldots, X_n) \), we deduce that
\[
\left\| \sum_{k=0}^{\infty} \sum_{|\alpha|=k} S_\alpha \otimes C(\alpha) \otimes Z(\alpha) \right\| \leq 1,
\]
where the series converges in the norm topology. Again taking the compression to the symmetric Fock space and noticing that
\[
\sum_{k=0}^{\infty} \sum_{|\alpha|=k} B_\alpha \otimes C(\alpha) \otimes Z(\alpha) = \sum_{p \in \mathbb{Z}_+^n \cap |p|=k} \left( \sum_{\alpha \in \Lambda |p|} \frac{p!}{|p|!} B^p \otimes A_p \otimes Y_p \right)
\]
we conclude the proof of part (iii) of the theorem.

Now, applying Theorem 2.5 part (i) to \( f_{\text{sym}}(X_1, \ldots, X_n) \), we obtain
\[
\left\| \sum_{k=0}^{\infty} \sum_{|\alpha|=k} S_\alpha \otimes Y_\alpha \otimes C(\alpha) \right\| \leq 1.
\]
Again taking the compression to the symmetric Fock space, we deduce (iv). To prove part (v), we apply Theorem 2.6 to \( f_{\text{sym}}(X_1, \ldots, X_n) \) and deduce the inequality
\[
\left\| \sum_{k=0}^{\infty} \sum_{|\alpha|=k} T_\alpha \otimes C(\alpha) \right\| \leq \| C(0) \| + \| I - C(0) \|.
\]
On the other hand, since \( T_1, \ldots, T_n \) are commuting, we deduce that
\[
\left\| \sum_{k=0}^{\infty} \sum_{|\alpha|=k} T_\alpha \otimes C(\alpha) \right\| = \sum_{k=0}^{\infty} \left\| \sum_{p \in \mathbb{Z}_+^n \cap |p|=k} T^p \otimes A_{|p|} \right\|.
\]
This completes the proof.

\[\square\]

**Corollary 4.2.** Let \( f(\lambda_1, \ldots, \lambda_n) := \sum_{p \in \mathbb{Z}_+^n} \lambda^p a_p, \ a_p \in \mathbb{C} \), be an analytic function on \( \mathbb{B}_n \) such that condition (4.1) holds, \( f(0) \geq 0 \), and
\[
\Re f_{\text{sym}}(rS_1, \ldots, rS_n) \leq I \quad \text{for} \ 0 \leq r < 1.
\]
Then
\[
\sum_{k=0}^{\infty} \left| \sum_{p \in \mathbb{Z}_+^n \cap |p|=k} \lambda^p |a_p| \right| \leq 1
\]
for any \( \lambda := (\lambda_1, \ldots, \lambda_n) \in \mathbb{B}_n \) with \( \| \lambda \|_2 \leq \frac{1}{4} \).

Theorem 2.10 can be used to obtain a version of Theorem 4.1 for operator-valued polynomials in \( \mathbb{B}_n \). Here is a scalar version.

**Corollary 4.3.** Let \( m = 2, 3, \ldots \), and let
\[
p(\lambda_1, \ldots, \lambda_n) := \sum_{p \in \mathbb{Z}_+^n \cap |p| \leq m-1} \lambda^p a_p, \ a_p \in \mathbb{C},
\]
be an analytic polynomial on \( \mathbb{B}_n \), such that \( p(0) \geq 0 \) and \( \text{Re} p_{\text{sym}}(S_1, \ldots, S_n) \leq 1 \). Then

\[
\left| \sum_{k=0}^{m-1} \sum_{p \in \mathbb{Z}_n^+} \lambda^k |a_p| \right| \leq 1
\]

for any \( \lambda := (\lambda_1, \ldots, \lambda_n) \in \mathbb{B}_n \) with \( \|\lambda\|_2 \leq t_m \), where \( t_m \) is the solution of equation \((0.1)\).

Denote by \( H^\infty_{\text{sym}}(\mathbb{B}_n) \) the set of all analytic functions on \( \mathbb{B}_n \) with scalar coefficients

\[
f(\lambda_1, \ldots, \lambda_n) := \sum_{p \in \mathbb{Z}_n^+} \lambda^p a_p, \quad a_p \in \mathbb{C},
\]

such that

\[
\limsup_{k \to \infty} \left( \sum_{p \in \mathbb{Z}_n^+, |p| = k} \frac{|p|!}{p!} |a_p|^2 \right)^{1/2k} \leq 1
\]

and

\[
\|f\|_{\text{sym}} := \sup_{0 \leq r < 1} \|f_{\text{sym}}(rS_1, \ldots, rS_n)\| < \infty.
\]

According to [24], \( H^\infty_{\text{sym}}(\mathbb{B}_n) \) is a Banach space with respect to the the norm \( \|\cdot\|_{\text{sym}} \), which contains all analytic polynomials on \( \mathbb{B}_n \).

**Corollary 4.4.** Let \( m = 2, 3, \ldots, \infty \), and let

\[
f(\lambda_1, \ldots, \lambda_n) := \sum_{p \in \mathbb{Z}_n^+} \lambda^p a_p, \quad a_p \in \mathbb{C},
\]

be an analytic function in \( H^\infty_{\text{sym}}(\mathbb{B}_n) \). Then

\[
\left| \sum_{k=0}^{m-1} \sum_{p \in \mathbb{Z}_n^+} \lambda^k |a_p| \right| \leq \|f\|_{\text{sym}}
\]

for any \( \lambda := (\lambda_1, \ldots, \lambda_n) \in \mathbb{B}_n \) with \( \|\lambda\|_2 \leq t_m \), where \( t_m \) is the solution of equation \((0.1)\) if \( m < \infty \) and \( t_\infty = \frac{1}{3} \).
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