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Abstract. First notions of entropy point and uniform entropy point are introduced using Bowen’s definition of topological entropy. Some basic properties of the notions are discussed. As an application it is shown that for any topological dynamical system there is a countable closed subset whose Bowen entropy is equal to the entropy of the original system.

Then notions of C-entropy point are introduced along the line of entropy tuple both in topological and measure-theoretical settings. It is shown that each C-entropy point is an entropy point, and the set of C-entropy points is the union of sets of C-entropy points for all invariant measures.

1. Introduction

Entropy is defined in both ergodic theory and topological dynamical systems (TDS for short). Starting with the study of the topological analogue of Kolmogorov systems, in recent years much attention has been paid to the so called local properties of entropy and its many interesting results. First Blanchard [2] introduced the notion of an entropy pair in topological dynamics from which the existence of the maximal zero entropy factor of a given topological system was proved ([3]), and Blanchard et al. [5] defined the notion of an entropy pair for an invariant measure which naturally led to the discussion of the relation between the two kinds of entropy pairs. Then Huang and Ye [15] introduced the notion of entropy tuples both in topological and measure-theoretical settings. Just recently, Dou, Ye and Zhang [9] generalized the notion (of entropy tuples) to entropy sequences and entropy sets in both settings. To study the relation of entropy tuples in both settings, a local variational inequality [4], a local variational relation [15] and finally local variational principles [20], [14] which refine the classical variational principle were found. Moreover, a local variational principle for conditional entropy was proved [16], and relative entropy tuples in both settings, relative u.p.e. and c.p.e. extensions were studied [17].

The main purpose of the paper is to fill a missing case: entropy point. First several notions of entropy points, namely, entropy point, full entropy point, uniform entropy point and uniform full entropy point are introduced using Bowen’s definition of topological entropy. Some basic properties of them are discussed. It turns out that there are no entropy points of any kind if we consider a TDS with...
zero entropy, and the support of any ergodic measure with positive entropy is con-
tained in the set of uniform entropy points. In general, the sets of entropy points
by the mentioned four definitions are different, and they coincide with each other
and equal the whole space if we consider a minimal TDS with positive entropy. A
somewhat surprising consequence of the study of uniform entropy points is that any
topological dynamical system there is a countable closed subset whose entropy
is equal to the entropy of the original system. In fact, the countable subset $A$
can be chosen such that the set of the limit points of $A$ has at most one limit point. It
is worth mentioning that some applications of the above results will be carried out
in a forthcoming paper in [18].

Second along the line of entropy pair, tuple, sequence and set, the notions of C-
entropy point are introduced both in topological and measure-theoretical settings.
It is shown that each C-entropy point is an entropy point, and the set of C-entropy
points is the union of sets of C-entropy points for an invariant measure over all
invariant measures. However, even if we consider a minimal TDS with positive
entropy, the set of C-entropy points need not be the whole space.

After finishing the writing of the paper, we found that in [10] the authors also
introduced a notion called entropy point when studying preimage entropy of con-
tinuous maps, which measures the degree of the non-invertibility of the system.
Thus, their notion is essentially different from our’s. Moreover, we note that in a
forthcoming paper by Blanchard and Huang [6], the notion of C-entropy point is
introduced in a different way.

The paper is organized as follows. In section 2 after stating some basic properties
of Bowen’s entropy, we introduce notions of entropy point and full entropy point.
In section 3 we study the structure of the set of entropy points and prove that
the support of any ergodic measure with positive entropy is contained in the set
of entropy points. In section 4 we define and study entropy function serving as a
tool of studying uniform entropy point. In section 5 by means of entropy function
we introduce and discuss some properties of uniform entropy point and uniform
full entropy point, and show that for any topological dynamical system there is a
countable closed subset whose entropy is equal to the entropy of the original system.
Finally in section 6 along the line of entropy tuple we introduce notions of C-entropy
point both in topological and measure-theoretical settings, and investigate some
basic properties of them.

2. Entropy point and full entropy point

In this section after recalling Bowen’s definition of topological entropy, we intro-
duce and discuss some basic properties of entropy point and full entropy point.

By a topological dynamical system we mean a pair $(X, T)$, where $X$ is a compact
metric space and $T : X \to X$ is a self-homeomorphism. Before proceeding, let’s
first recall Bowen’s definition of topological entropy using separated and spanning
sets and some relevant results (see [21], P.168–174).

Let $d$ be a metric on TDS $(X, T)$. For each $n \in \mathbb{N}$ we define a new metric $d_n$ on
$X$: $\forall x, y \in X$, $d_n(x, y) = \max_{0 \leq i \leq n-1} d(T^n x, T^n y)$. Let $K \subseteq X$ and $\epsilon > 0$. A subset
$F \subseteq X$ is said to be $(n, \epsilon)$ span $K$ with respect to $T$ if for any $x \in K$, there exists
some $y \in F$ with $d_n(x, y) \leq \epsilon$. A subset $E \subseteq K$ is said to be $(n, \epsilon)$ separated with
respect to $T$ if $x, y \in E, x \neq y$ implies $d_n(x, y) > \epsilon$. Denote by $r_n(d, T, \epsilon, K)$ (resp.
$s_n(d, T, \epsilon, K)$) the smallest (resp. largest) cardinality of any $(n, \epsilon)$-spanning subset
(resp. \((n, \epsilon)\) separated subset) for \(K\) with respect to \(T\). Then following from some simple arguments, we have \(r_n(d, T, \epsilon, K) \leq s_n(d, T, \epsilon, K) \leq r_n(d, T, \frac{\epsilon}{2}, K)\). Set
\[
r(d, T, \epsilon, K) = \limsup_{n \rightarrow +\infty} \frac{\log r_n(d, T, \epsilon, K)}{n} \quad \text{and} \quad s(d, T, \epsilon, K) = \limsup_{n \rightarrow +\infty} \frac{\log s_n(d, T, \epsilon, K)}{n}.
\]
Obviously, \(r(d, T, \epsilon, K)\) and \(s(d, T, \epsilon, K)\) both increase when \(\epsilon > 0\) decreases to zero, and \(r(d, T, \epsilon, K) \leq s(d, T, \epsilon, K) \leq r(d, T, \frac{\epsilon}{2}, K)\). Then define the limit
\[
(2.1) \quad \lim_{\epsilon \rightarrow 0^+} r(d, T, \epsilon, K) = \lim_{\epsilon \rightarrow 0^+} s(d, T, \epsilon, K)
\]
to be the \textit{topological entropy of} \(K\) \textit{with respect to} \(T\) (denoted by \(h(d, T, K)\)), and define the \textit{topological entropy of} \((X, T)\) as \(h(d, T) = \sup_K h(d, T, K)\) where the supremum is taken over all compact subsets of \(X\), equivalently \(h(d, T) = h(d, T, X)\).

The following result is easy to check:

**Lemma 2.1.** Let \((X, T)\) be a TDS and \(d\) a metric on \(X\).

1. Let \(K_1, \ldots, K_n \subseteq X\) \((m \in \mathbb{N})\). Then \(r(d, T, \epsilon, \bigcup_{i=1}^m K_i) = \max_{1 \leq i \leq m} r(d, T, \epsilon, K_i)\) for each \(\epsilon > 0\), and so \(h(d, T, \bigcup_{i=1}^m K_i) = \max_{1 \leq i \leq m} h(d, T, K_i)\).

2. Bowen’s definition of topological entropy depends only on the topology on \(X\). Precisely, let \(d’\) be another metric on \(X\) which is compatible with \(d\). Then for any given \(\epsilon_1 > 0\) there exist \(0 < \epsilon_2 < \epsilon_3 < \epsilon_1\) such that for each \(K \subseteq X\) one has \(r(d, T, \epsilon_1, K) \leq r(d’, T, \epsilon_2, K) \leq r(d, T, \epsilon_3, K)\).

For a given TDS \((X, T)\) and \(K \subseteq X\), Lemma 2.1 tells us that \(h(d, T, K)\) is independent of the selection of the metric \(d\), and so in the following we write \(h(d, T, K)\) by \(h(T, K)\), and \(h(d, T)\) by \(h(T)\) or \(h(T, X)\). Lemma 2.1 stimulates the following

**Definition 2.2.** Let \((X, T)\) be a TDS.

1. We say \(x \in X\) is an \textit{entropy point} if \(h(T, K) > 0\) for each closed neighborhood \(K\) of \(x\). Denote by \(E_p(X, T)\) the set of all entropy points.

2. We say \(x \in X\) is a \textit{full entropy point} if \(h(T, K) = h(T) > 0\) for each closed neighborhood \(K\) of \(x\). Denote by \(E_{\bar{p}}(X, T)\) the set of all full entropy points.

It is clear that if \((X, T)\) is a TDS with zero entropy, then \(E_{\bar{p}}(X, T) = E_p(X, T) = \emptyset\). In general, \(E_{\bar{p}}(X, T) \subseteq E_p(X, T)\), and both \(E_p(X, T)\) and \(E_{\bar{p}}(X, T)\) are closed. Moreover, let \((X, T)\) and \((Y, S)\) be two TDSs; by a \textit{factor map} we mean a continuous surjective map \(\pi : (X, T) \rightarrow (Y, S)\) with \(S\pi = \pi T\). If in addition it is one to one, then we say \(\pi\) is an \textit{isomorphism}. We have

**Proposition 2.3.** Let \(\pi : (X, T) \rightarrow (Y, S)\) be a factor map between TDSs. Then

1. \(\pi(E_{\bar{p}}(X, T)) \supseteq E_{\bar{p}}(Y, S)\) when \(h(T) = h(S) > 0\).

2. \(\pi(E_p(X, T)) \supseteq E_p(Y, S)\).

3. Moreover, if the factor map \(\pi\) is open, then we have

   (1) \(\pi^{-1}(E_{\bar{p}}(Y, S)) \subseteq E_{\bar{p}}(X, T)\) when \(h(T) = h(S) > 0\).

   (2) \(\pi^{-1}(E_p(Y, S)) \subseteq E_p(X, T)\).

**Proof.** Say \(d^X\) and \(d^Y\) are metrics on TDSs \((X, T)\) and \((Y, S)\), respectively.
Claim. If \( \epsilon > 0 \), then there exists \( \epsilon' > 0 \) such that \( r(d^Y, S, \epsilon, \pi(J)) \leq r(d^X, T, \epsilon', J) \) for any given subset \( J \subseteq X \). Moreover, \( h(S, \pi(J)) \leq h(T, J) \) when \( J \subseteq X \).

Proof of the Claim. Assume \( \epsilon > 0 \) and let \( \epsilon' > 0 \) such that \( \epsilon > \epsilon' \) and for \( x'_1, x'_2 \in X \), \( d^X(x'_1, x'_2) \leq \epsilon' \) implies \( d^Y(\pi x'_1, \pi x'_2) \leq \epsilon \). Now let \( E \) be an \((n, \epsilon')\)-spanning set for \( J \) with respect to \( T \) with the smallest cardinality \( r_n(d^X, T, \epsilon', J) \); then \( \pi(E) \) is an \((n, \epsilon)\)-spanning set for \( \pi(J) \) with respect to \( S \). Thus \( r_n(d^Y, S, \epsilon, \pi(J)) \leq r_n(d^X, T, \epsilon', J) \) which implies \( r(d^Y, S, \epsilon, \pi(J)) \leq r(d^X, T, \epsilon', J) \). Letting \( \epsilon \to 0^+ \) we have \( h(S, \pi(J)) \leq h(T, J) \). \( \square \)

1. Assume \( h(T) = h(S) > 0 \). Let \( y_1 \in E^f_p(Y, S) \) and for each \( n \geq 2 \) let \( K_n \) be a closed neighborhood of \( y_1 \) with diameter at most \( \frac{1}{n} \). Then by the Claim

\[
h(T, \pi^{-1}K_n) \geq h(S, K_n) = h(S) = h(T) > 0.
\]

Cover \( \pi^{-1}K_n \) by closed balls with diameter at most \( \frac{1}{n} \). Then there is such a closed ball \( B_n \) with \( h(T, B_n) = h(T, \pi^{-1}K_n) \) by Lemma 2.1. Let \( x_1 \) be a limit point of the sequence of balls \( \{B_n : n \in \mathbb{N}\} \). Then \( \pi(x_1) = y_1 \) and it is easy to see \( x_1 \in E^f_p(X, T) \). That is, \( \pi(E^f_p(X, T)) \supseteq E^f_p(Y, S) \).

2. Following the proof of 1 we get 2.

3. We just show \( \pi^{-1}(E^f_p(Y, S)) \subseteq E^f_p(X, T) \), and the other case follows similarly.

Assume that \( h(T) = h(S) > 0 \). Let \( y_2 \in E^f_p(Y, S) \) and \( x_2 \in X \) with \( \pi(x_2) = y_2 \). For each \( n \in \mathbb{N} \), let \( K_n \) be a closed neighborhood of \( x_2 \) with diameter at most \( \frac{1}{n} \) such that the diameter of \( \pi(K_n) \) is also at most \( \frac{1}{n} \). Since \( \pi \) is open, \( \pi(K_n) \) is also a closed neighborhood of \( y_2 \), and so \( h(S, \pi(K_n)) = h(S) \) as \( y_2 \in E^f_p(Y, S) \). Then

\[
h(T) \geq h(T, K_n) \geq h(S, \pi(K_n)) \quad \text{(by the Claim)} = h(S) = h(T) > 0.
\]

That is, \( x_2 \in E^f_p(X, T) \), which implies \( \pi^{-1}(E^f_p(Y, S)) \subseteq E^f_p(X, T) \). \( \square \)

The next proposition says that in a positive entropy system \( E^f_p(X, T) \) is not empty.

**Proposition 2.4.** Let \((X, T)\) be a TDS. Then

1. \( E^f_p(X, T) \neq \emptyset \) when \( h(T) > 0 \).
2. Both \( E_p(X, T) \) and \( E^f_p(X, T) \) are \( T \)-invariant.

Consequently, if \( T \) is minimal and \( h(T) > 0 \), then \( E^f_p(X, T) = E_p(X, T) = X \).

**Proof.** Since \( E_p(X, T) \) and \( E^f_p(X, T) \) are closed, we only need to show parts 1 and 2.

1. Cover \( X \) by finitely many closed balls \( B^1_1, \ldots, B^1_{i_1} \) with diameter at most 1. By Lemma 2.1 as \( h(T) = h(T, X) = \max_j h(T, B^1_j) \), there is \( j_1 \) with \( h(T) = h(T, B^1_{j_1}) \). Cover \( B^1_{j_1} \) by finitely many closed balls \( B^1_{j_2}, \ldots, B^1_{j_2} \) with diameter at most \( \frac{1}{2} \). By the same reasoning, there is \( j_2 \) with \( h(T) = h(T, B^2_{j_2}) \). By induction, for each \( n \geq 2 \), there is a closed ball \( B^n_{j_n} \) of \( B^n_{j_{n-1}} \) with diameter at most \( \frac{1}{n} \) such that \( h(T) = h(T, B^n_{j_n}) \).

Set \( \{x\} = \bigcap_{n \in \mathbb{N}} B^n_{j_n} \). It is clear that \( x \) is a full entropy point when \( h(T) > 0 \).

2. Since \( T : (X, T) \to (X, T) \) and \( T^{-1} : (X, T) \to (X, T) \) are isomorphisms between TDSs, applying Proposition 2.3 to \( T \) and \( T^{-1} \) we obtain that \( T(E_p(X, T)) = E_p(X, T) \) and \( T(E^f_p(X, T)) = E^f_p(X, T) \). \( \square \)
Moreover, using the same method as in the proof of Proposition 2.4 we have

**Proposition 2.5.** Let \((X, T)\) be a TDS and \(K \subseteq X\) a closed subset.

1. If \(h(T, K) > 0\), then \(K \cap E_p(X, T) \neq \emptyset\).
2. If \(h(T, K) = h(T) > 0\), then \(K \cap E_p(X, T) \neq \emptyset\).

### 3. Structure of the set of entropy points

Based on the theories and results established in [2], [3], [15] and [19], in this section we study the structure of the set of entropy points. It is proved that the support of any ergodic measure with positive entropy is contained in the set of entropy points, and the topological entropy of a TDS equals the topological entropy over the set of entropy points whereas it doesn’t hold for the set of full entropy points, and the topological entropy of a TDS equals the topological entropy of the support of any ergodic measure with positive entropy is contained in the set of entropy points as \(E_p(X, T)\) could be a singleton for some positive entropy TDS.

Let \((X, T)\) be a TDS. Denote by \(\mathcal{M}(X, T)\) and \(\mathcal{M}^e(X, T)\) respectively the set of all invariant probability measures and all ergodic invariant probability measures on \((X, \mathcal{B}_X, T)\), where \(\mathcal{B}_X\) is the Borel \(\sigma\)-algebra of \(X\). Let \(\mu \in \mathcal{M}(X, T)\). For a given finite measurable partition \(P\), write \(P_{n-1} = \bigvee_{i=0}^{n-1} T^{-i}P\) \((\forall n \in \mathbb{N})\) and \(P^- = \bigvee_{i\geq 1} T^{-i}P\). The entropy of \(\mu\) for \(P\) is defined as

\[
h_\mu(T, P) = \lim_{n \to +\infty} \frac{1}{n} H_\mu(P_{n-1}) = H_\mu(P|P^-).
\]

The entropy of \(\mu\) is given by \(h_\mu(T) = \sup_{\mu \in \mathcal{M}(X, T)} h_\mu(T, P)\), where \(P\) ranges over all finite measurable partitions of \((X, \mathcal{B}_X, T)\). The variational principle states that

\[
(3.1) \quad h(T) = \sup_{\mu \in \mathcal{M}(X, T)} h_\mu(T) = \sup_{\mu \in \mathcal{M}^e(X, T)} h_\mu(T).
\]

The notion of entropy pair introduced in [2], [3] is generalized to entropy tuple in [15] both in topological and measure-theoretical settings. For each \(n \geq 2\) and \(\mu \in \mathcal{M}(X, T)\), denote by \(E_n(X, T)\) the set of entropy \(n\)-tuples, and by \(E_n^\mu(X, T)\) the set of entropy \(n\)-tuples for \(\mu\).

Let \((X, T)\) be a TDS, \(\mu \in \mathcal{M}(X, T)\) and measure-theoretical dynamical system (MDS, for short) \(\langle Y, D, \nu, S \rangle\) the Pinsker factor of \((X, \mathcal{B}, \mu, T)\), where \(\mathcal{B}\) is the completion of \(\mathcal{B}_X\) under \(\mu\). For each \(n \geq 2\), define an invariant probability measure \(\lambda_n(\mu)\) on \((X^{(n)}, \mathcal{B}^{(n)}, T^{(n)})\) by letting

\[
(3.2) \quad \lambda_n(\mu) (\prod_{i=1}^n A_i) = \int_X \prod_{i=1}^n \mathbb{E}(1_{A_i} | D) d\mu,
\]

where \(X^{(n)} = X \times \cdots \times X\) \((n\) times\), \(\mathcal{B}^{(n)} = \mathcal{B} \times \cdots \times \mathcal{B}\) \((n\) times\), \(T^{(n)} = T \times \cdots \times T\) \((n\) times\), \(A_i \in \mathcal{B}\) and \(\mathbb{E}(1_{A_i} | D)\) is the conditional expectation of \(1_{A_i}\) with respect to \(D\) \((1 \leq i \leq n)\). Let \(\mu = \int_Y \mu_y d\nu(y)\) be the disintegration of \(\mu\) over \(\nu\); it’s well-known that \(\lambda_n(\mu) = \int_Y \mu_y^{(n)} d\nu(y)\) where \(\mu_y^{(n)} = \mu_y \times \cdots \times \mu_y\) \((n\) times\). Denote by \(\Delta_n(X) = \{(x_i)^n \in X^{(n)} : x_1 = \cdots = x_n\}\), the \(n\)-th diagonal of \(X\). Then \(E_n(X, T)\) (resp. \(E_n^\mu(X, T)\)) is \(T^{(n)}\)-invariant and \(E_n(X, T) \cup \Delta_n(X)\) (resp. \(E_n^\mu(X, T) \cup \Delta_n(X)\)) is a closed subset of \(X^{(n)}\). Moreover, one has (see Theorems 4.4, 4.9, 6.1 and 6.4 in [15]):

**Proposition 3.1.** Let \((X, T)\) be a TDS and \(\mu \in \mathcal{M}(X, T)\). Then

1. \(E_n(X, T) \supseteq E_n^\mu(X, T) = \text{Supp}(\lambda_n(\mu)) \setminus \Delta_n(X)\) for each \(n \geq 2\).
2. There is \(\mu_0 \in \mathcal{M}(X, T)\) with \(E_n^{\mu_0}(X, T) = E_n(X, T)\) for each \(n \geq 2\).
Proposition 3.2. Let \((X, T)\) be a TDS and \(\mu \in \mathcal{M}(X, T)\). Say \(\mu = \int_{\Omega} \mu_\omega \, d\nu(\omega)\) is the ergodic decomposition of \(\mu\). Then we have

1: \(E_\mu^\omega(X, T) \subseteq E_n(\mu, X, T)\) for each \(n \geq 2\) and \(\eta\text{-a.e. } \omega \in \Omega\).

2: If \((x_i)^n \in E_n(\mu, X, T)\), then \(\eta(\omega \in \Omega \mid \bigcap_{i=1}^n V_i \cap E_\mu^\omega(X, T) \neq \emptyset) > 0\) for any measurable neighborhood \(V_i\) of \(x_i\) \((1 \leq i \leq n)\). Thus for an appropriate choice of \(\Omega\)

\[
\bigcup \{E_\mu^\omega(X, T) : \omega \in \Omega\} \setminus \Delta_n(X) = E_n^\mu(X, T).
\]

Moreover, in [15] the authors proved (see Theorem 7.3 in [15])

Lemma 3.3. Let \((X, T)\) be a TDS with \((x_i)^n \notin \Delta_n(X)\) \((n \geq 2)\). Then \((x_i)^n \in E_n(\mu, X, T)\) iff (if and only if) for any given neighborhood \(U_i\) of \(x_i\) \((1 \leq i \leq n)\), there exist some \(b > 0\) and \(M_b \in \mathbb{N}\) such that for any \(m \geq M_b\) we can find \(J_m \subseteq \{1, 2, \ldots, m\}\) satisfying \(|J_m| \geq bm\) and \(\bigcap_{j \in J_m} T^{-j}U_{s(j)} \neq \emptyset\) when \(s \in \{1, 2, \ldots, n\}^J_m\).

Now we are ready to show

Theorem 3.4. Let \((X, T)\) be a TDS and \((x_i)^n \in E_n(\mu, X, T)\) \((n \geq 2)\). Then \(\{x_1, \ldots, x_n\} \subseteq E_\mu(X, T)\).

Proof. We only need to prove \(x_1 \in E_\mu(X, T)\). Let \(d\) be a metric on \(X\).

Without loss of generality we assume \(x_i \neq x_j\) if \(i \neq j\). Let \(U_i\) be any closed neighborhood of \(x_i\) \((1 \leq i \leq n)\) with \(U_i \cap U_j = \emptyset\) if \(i \neq j\). Then \(\epsilon = \min_{1 \leq i < j \leq n} d(U_i, U_j) > 0\).

Let \(b \) and \(M_b\) be the constants constructed in Lemma 3.3. Then for any \(m \geq M_b\) there exists \(J_m \subseteq \{1, 2, \ldots, m\}\) such that \(|J_m| \geq bm\) and when \(s \in \{1, 2, \ldots, n\}^J_m\),

\[
\bigcap_{j \in J_m} T^{-j}U_{s(j)} \neq \emptyset,
\]

say \(x_s \in \bigcap_{j \in J_m} T^{-j}U_{s(j)}\), and so \(T^jx_s \in U_{s(j)}(\forall j \in J_m)\).

Set \(j_m\) to be the minimal element in \(J_m\) and

\[
E = \{T^{j_m}x_s : s \in \{1, 2, \ldots, n\}^J_m\text{ with }s(j_m) = 1\} \subseteq U_1.
\]

Obviously \(|E| = n^{\lvert J_m \rvert - 1} \geq n^{bm - 1}\). Note that for \(s_1, s_2 \in \{1, 2, \ldots, n\}^J_m\) \(: s_1 \neq s_2\) and \(s_1(j_m) = s_2(j_m) = 1\), say \(k_m \in J_m\) with \(s_1(k_m) \neq s_2(k_m)\), then

\[
d_m(T^{j_m}x_{s_1}, T^{j_m}x_{s_2}) \geq d(T^{k_m}x_{s_1}, T^{k_m}x_{s_2}) \geq d(U_{s_1(k_m)}, U_{s_2(k_m)}) \geq \epsilon.
\]

This means that \(E\) forms an \((m, \frac{\epsilon}{2})\) separated subset of \(U_1\) with respect to \(T\), which implies \(s_m(d, T, \frac{\epsilon}{2}, U_1) \geq n^{bm - 1}\). Thus \(h(d, T, U_1) \geq s(d, T, \frac{\epsilon}{2}, U_1) \geq b \log n + 0\), and hence \(x_1 \in E_\mu(X, T)\). This ends the proof.

Let \((X, T)\) be a TDS and let \(n \geq 2\). Denote by \(p_n : X^{(n)} \to X\) the projection to the first coordinate. Then we have \(p_n(E_n(\mu, X, T)) \subseteq E_\mu(X, T)\) (by Theorem 3.4) and so \(p_n(E_n(X, T)) \subseteq E_\mu(X, T)\). Moreover

Theorem 3.5. Let \((X, T)\) be a TDS. Then

1: If \(\mu \in \mathcal{M}(X, T)\) satisfies \(h_\mu(T) > 0\), then \(\text{Supp}(\mu) \subseteq E_\mu(X, T)\).

2: \(h(T, E_\mu(X, T)) = h(T)\).
Proof. 1. Let \( \mu = \int_Y \mu_y d\nu(y) \) be the disintegration of \( \mu \) over its Pinsker factor. Since

\[
1 = \lambda_2(\mu)(\text{Supp}(\lambda_2(\mu))) = \int_Y \mu_y \times \mu_y(\text{Supp}(\lambda_2(\mu))) d\nu(y),
\]

there exists some measurable \( Y_2 \subseteq Y \) such that \( \nu(Y_2) = 1 \) and \( \mu_y \times \mu_y(\text{Supp}(\lambda_2(\mu))) = 1 \) for each \( y \in Y_2 \). Then by Proposition 3.1 when \( y \in Y_2 \)

\[
(3.3) \quad \text{Supp}(\mu_y) \times \text{Supp}(\mu_y) \subseteq \text{Supp}(\lambda_2(\mu)) \subseteq E_2(X, T) \cup \Delta_2(X),
\]

as \( \text{Supp}(\mu_y \times \mu_y) = \text{Supp}(\mu_y) \times \text{Supp}(\mu_y) \). Since \( \mu \in \mathcal{M}^e(X, T) \) and \( h_\mu(T) > 0 \), it’s well-known that for \( \nu \text{-a.e. } y \in Y \), \( \text{Supp}(\mu_y) \) is a compact subset without isolated points (see for example Lemma 4.1 in [22]). Now applying Theorem 3.4 to (3.3) one has, for \( \nu \text{-a.e. } y \in Y \), \( \text{Supp}(\mu_y) \subseteq E_\mu(X, T) \). This implies \( \text{Supp}(\mu) \subseteq E_\mu(X, T) \).

2. Using 1 it is a direct application of the variational principle. \( \square \)

Similar to Bowen’s definition of topological entropy, Katok [19] has given an analogous description of measure-theoretical entropy and proved the following result.

**Lemma 3.6.** Let \((X, T)\) be a TDS, \( d \) a metric on \( X \) and \( \mu \in \mathcal{M}^e(X, T) \). For \( \epsilon > 0 \) and \( 1 > \delta > 0 \), denote by \( r_n(d, T, \epsilon, \delta, \mu) \) the minimum number of \( \epsilon \)-balls in the \( d_\mu \) metric whose union has \( \mu \)-measure at least \( 1 - \delta \). Then for each \( 1 > \delta > 0 \) we have

\[
(3.4) \quad h_\mu(T) = \lim_{\epsilon \to 0^+} \limsup_{n \to \infty} \frac{1}{n} \log r_n(d, T, \epsilon, \delta, \mu).
\]

With the help of Lemma 3.6 we have

**Theorem 3.7.** Let \((X, T)\) be a TDS, \( d \) a metric on \( X \) and \( \mu \in \mathcal{M}^e(X, T) \). Then

\[
(3.5) \quad \lim_{\epsilon \to 0^+} \inf \{ s(d, T, \epsilon, K) : K \in \mathcal{B}_X \text{ with } \mu(K) > 0 \} \geq h_\mu(T).
\]

In particular, for any \( K \in \mathcal{B}_X \), \( h(d, T, K) \geq h_\mu(T) \) if \( \mu(K) > 0 \).

**Proof.** For the proof it is sufficient to show (3.5). Let \( 1 > \delta > 0 \) be a given constant.

Let \( \epsilon > 0 \) and \( K \in \mathcal{B}_X \) satisfy \( \mu(K) > 0 \). Since \( \mu \in \mathcal{M}^e(X, T) \), there exists \( m(K) \in \mathbb{Z}_+ \) such that \( \mu(\bigcup_{i=0}^{m(K)} T^i K) \geq 1 - \delta \).

**Claim:** For each \( m \in \mathbb{Z}_+ \), \( s(d, T, \epsilon, K) = s(d, T, \epsilon, \bigcup_{i=0}^{m(K)} T^i K) \).

**Proof of the Claim.** For each \( n \in \mathbb{N} \), let \( E \subseteq \bigcup_{i=0}^{m(K)} T^i K \) be any \((n, \epsilon)\) separated subset of \( \bigcup_{i=0}^{m(K)} T^i K \) with respect to \( T \). Then there exists some \( i_0(n) : 0 \leq i_0(n) \leq m \) such that \( |E \cap T^{-i_0(n)} K| \geq \frac{|E|}{m+1} \). Note that \( T^{-i_0(n)} E \cap K \) is an \((n+m, \epsilon)\) separated (hence \((n+m, \epsilon)\) separated) subset of \( K \) with respect to \( T \). One has

\[
(3.6) \quad s_{n+m}(d, T, \epsilon, K) \geq \frac{1}{m+1} s_n(d, T, \epsilon, \bigcup_{i=0}^{m(K)} T^i K) \geq \frac{1}{m+1} s_n(d, T, \epsilon, K),
\]

which implies \( s(d, T, \epsilon, K) = s(d, T, \epsilon, \bigcup_{i=0}^{m(K)} T^i K) \). This ends the proof of the Claim.
Since \( r_n(d, T, \epsilon, K) \leq s_n(d, T, \epsilon, K) \) for each \( n \in \mathbb{N} \), by the Claim we have

\[
\inf \{ s(d, T, \epsilon, K) : K \in \mathcal{B}_X \text{ with } \mu(K) > 0 \} \\
= \inf \{ s(d, T, \epsilon, \bigcup_{i=0}^{m(K)} T^i K) : K \in \mathcal{B}_X \text{ with } \mu(K) > 0 \} \\
\geq \inf \{ \limsup_{n \to \infty} \frac{1}{n} \log r_n(d, T, \epsilon, \bigcup_{i=0}^{m(K)} T^i K) : K \in \mathcal{B}_X \text{ with } \mu(K) > 0 \} \\
\geq \limsup_{n \to \infty} \frac{1}{n} \inf \{ \log r_n(d, T, \epsilon, \bigcup_{i=0}^{m(K)} T^i K) : K \in \mathcal{B}_X \text{ with } \mu(K) > 0 \} \\
\geq \limsup_{n \to \infty} \frac{1}{n} \log r_n(d, T, \epsilon, \delta, \mu) \quad \text{(in the notation of Lemma 3.6)}. \]

Letting \( \epsilon \to 0+ \), the inequality (3.5) follows directly from the above discussion and Lemma 3.6. This ends the proof. \( \Box \)

As an easy application of Theorem 3.7 we have

**Corollary 3.8.** Let \( (X, T) \) be a TDS with positive entropy. Then we have

\[
\bigcup \{ \text{Supp}(\mu) : \mu \in \mathcal{M}^c(X, T), h_\mu(T) = h(T) \} \subseteq E^f_p(X, T).
\]

Corollary 3.8 says that if there is an ergodic measure with maximal entropy, then \( h(T, E^f_p(X, T)) = h(T) \). Now we describe a TDS which has no ergodic measure with maximal entropy such that \( E^f_p(X, T) \) is a singleton.

**Example 3.9.** For any given \( b > 0 \) (including \( b = \infty \)) there exists a TDS \( (X, T) \) such that \( h(T) = b \) and \( E^f_p(X, T) \) is a singleton.

**Proof.** Let \( b > 0 \) be fixed. Clearly, there exist \( b > b_n > 0 \) with \( b_n \to b \) and a sequence \( \{(X_n, T_n) \}_{n \in \mathbb{N}} \) of TDSs satisfying \( h(T_n) = b_n \) (\( \forall n \in \mathbb{N} \)) and \( X_n \subset \mathbb{R}^2 \). Let \( B_n \) be a sequence of disjoint closed balls in \( \mathbb{R}^2 \) with \( \text{diam}(B_n) \to 0 \), \( (0, 0) \notin B_n \) and \( B_n \to (0, 0) \). Embed \( X_n \) into \( B_n \) for each \( n \) and put \( X = \bigcup_{n \in \mathbb{N}} X_n \cup \{(0, 0)\} \). Define \( T : X \to X \) such that \( T|_{X_n} = T_n \) and \( (0, 0) \) is a fixed point. Then \( (X, T) \) is a TDS and \( h(T) = b \).

It is clear that there is no ergodic measure with maximal entropy for \( (X, T) \). Moreover, by definition and Proposition 2.3 \( \emptyset \neq E^f_p(X, T) \subseteq X \setminus \bigcup_{n \in \mathbb{N}} X_n \); then \( (0, 0) \) is the unique full entropy point. \( \Box \)

### 4. Entropy Function

In this section, as a tool for studying uniform entropy point appearing in the next section, we introduce the concept of entropy function and discuss its fundamental properties.

Let \( (X, T) \) be a TDS and \( d \) a metric on \( X \). For each \( \epsilon > 0 \) and \( x \in X \), define

\[
h_d(x, \epsilon) = \inf \{ r(d, T, \epsilon, K) : K \text{ is a closed neighborhood of } x \}.
\]
Obviously, \( h_d(x, \epsilon) \) increases as \( \epsilon \) decreases to zero. Put \( h_d(x) = \lim_{\epsilon \to 0^+} h_d(x, \epsilon) \leq h(T) \). By Lemma 2.1, it’s not hard to see that the value of \( h_d(x) \) depends only on the topology of \( X \). Thus in the sequel sometimes we will write \( h_d(x) \) as \( h(x) \).

**Definition 4.1.** Let \((X, T)\) be a TDS. The function \( h : X \to [0, h(T)] \), \( x \mapsto h(x) \) is said to be the entropy function of \((X, T)\).

Since \( r(d, T, \epsilon, K) \leq s(d, T, \epsilon, K) \leq r(d, T, \frac{\epsilon}{2}, K) \), we have

\[
h(x) = \lim_{\epsilon \to 0^+} \inf \{s(d, T, \epsilon, K) : K \text{ is a closed neighborhood of } x\}.
\]

Then using the language of entropy function, Theorem 5.7 tells us that

**Theorem 4.2.** Let \((X, T)\) be a TDS, \( h \) its entropy function and \( x \in X \). Then

\[
h(x) \geq \sup \{h_\mu(T) : \mu \in \mathcal{M}(X, T), \ x \in \text{Supp}(\mu)\}.
\]

In particular, if \((X, T)\) is minimal, then \( h \equiv h(T) \) is a constant function.

The following is the lift-up property of entropy function.

**Proposition 4.3.** Let \( \pi : (X, T) \to (Y, S) \) be a factor map between TDSs. If \( h^X \) and \( h^Y \) are the entropy functions of \((X, T)\) and \((Y, S)\), respectively, then

1. For each \( y_1 \in Y \), \( \sup_{x \in \pi^{-1}(y_1)} h^X(x) \geq h^Y(y_1) \).

2. Moreover, if \( \pi \) is open, then \( h^X(x) \geq h^Y(y_2) \) for all \( y_2 \in Y \) and \( x \in \pi^{-1}(y_2) \).

**Proof.** Say \( d^X \) and \( d^Y \) are metrics on TDSs \((X, T)\) and \((Y, S)\), respectively. Let \( \epsilon > 0 \); then by the Claim of Proposition 2.3, there exists \( \epsilon' > 0 \) such that \( r(d^Y, S, \epsilon, \pi(J)) \leq r(d^X, T, \epsilon', J) \) if \( J \subseteq X \). In particular, \( r(d^Y, S, \epsilon, K) \leq r(d^X, T, \epsilon', \pi^{-1}(K)) \) if \( K \subseteq Y \).

1. \( \forall n \in \mathbb{N} \), let \( K_n \) be a closed neighborhood of \( y_1 \) with diameter at most \( \frac{1}{n} \). By Lemma 2.1 there exists a closed \( B_n \subseteq \pi^{-1}(K_n) \) with diameter at most \( \frac{1}{n} \) such that

\[
r(d^X, T, \epsilon', B_n) = r(d^X, T, \epsilon', \pi^{-1}(K_n)) \geq r(d^Y, S, \epsilon, K_n) \geq h^Y_{\pi}(y_1, \epsilon).
\]

Let \( x_1 \) be a limit point of the sequence of closed subsets \( \{B_n : n \in \mathbb{N}\} \). Obviously, \( \pi(x_1) = y_1 \) and \( h^X_{d^X}(x_1, \epsilon') > h^Y_{\pi}(y_1, \epsilon) \). This means \( \sup_{x \in \pi^{-1}(y_1)} h^X(x) > h^Y_{\pi}(y_1, \epsilon) \). Then the conclusion follows by letting \( \epsilon \to 0^+ \).

2. Let \( x_2 \in \pi^{-1}(y_2) \): fixed. \( \forall n \in \mathbb{N} \), let \( K_n \) be a closed neighborhood of \( x_2 \) with diameter at most \( \frac{1}{n} \) such that the diameter of \( \pi(K_n) \) is less than \( \frac{1}{n} \). As \( \pi \) is open, \( \pi(K_n) \) is a closed neighborhood of \( y_2 \) and

\[
r(d^X, T, \epsilon', K_n) \geq r(d^Y, S, \epsilon, \pi(K_n)) \geq h^Y_{\pi}(y_2, \epsilon).
\]

Then \( h^X(x_2) > h^X_{d^X}(x_2, \epsilon') > h^Y_{\pi}(y_2, \epsilon) \) and so \( h^X(x_2) \geq h^Y(y_2) \). \( \square \)

Let \( f \) be an extended real-valued function defined on a compact metric space \( Z \). \( f \) is called upper semi-continuous (u.s.c., for short) if for each \( r \in \mathbb{R} \) the subset \( f^{-1}([-\infty, r)) \) is open, equivalently, \( \limsup_{z \to z'} f(z') \leq f(z) \) for each \( z \in Z \). Obviously, each u.s.c. function is Borel measurable. As immediate consequences of the definition, we have that the infimum of any family of u.s.c. functions is u.s.c., and both the sum and supremum of finitely many u.s.c. functions are u.s.c.
Proposition 4.4. Let \((X,T)\) be a TDS, \(d\) a metric on \(X\) and \(h\) its entropy function. Then

1. \(h\) is \(T\)-invariant.
2. For each \(\epsilon > 0\), \(h_d(\bullet, \epsilon)\) is u.s.c. on \(X\) and so \(h\) is Borel measurable.
3. If \(K \subseteq X\) is closed, then \(\sup_{x \in K} h(x) \geq h(T, K)\). In particular, \(\sup_{x \in X} h(x) \geq h(T)\).

Proof. 1. As \(T : (X,T) \to (X,T)\) and \(T^{-1} : (X,T) \to (X,T)\) are isomorphisms between TDSs, applying Proposition 4.3 to \(T\) and \(T^{-1}\) we obtain the conclusion.

2. Let \(\epsilon > 0\) be given. For each \(r \in \mathbb{R}\), if \(h_d(x_0, \epsilon) < r\), then \(r(d, T, \epsilon, K) < r\) for some open neighborhood \(K\) of \(x_0\), which implies that \(h_d(x, \epsilon) < r\) for each \(x \in K\), that is, the function \(h_d(\bullet, \epsilon)\) is u.s.c. on \(X\). Moreover, \(h\), as the limit function of a sequence of u.s.c. functions \(\{h_d(\bullet, \frac{1}{n})\}\), is Borel measurable on \(X\).

3. It suffices to consider the case of \(h(T, K) > 0\). Let \(\epsilon > 0\) be fixed. Cover \(K\) by finitely many closed balls \(B^1_1, \ldots, B^1_i\) with diameter at most 1. By Lemma 2.1 there is \(j_1\) with \(r(d, T, \epsilon, K) = r(d, T, \epsilon, B^1_{j_1} \cap K)\). Cover \(B^1_{j_1}\) by finitely many closed balls \(B^2_1, \ldots, B^2_{j_2}\) of \(B^1_{j_1}\) with diameter at most \(\frac{1}{2}\). By the same reasoning, there is \(j_2\) with \(r(d, T, \epsilon, K) = r(d, T, \epsilon, B^2_{j_2} \cap K)\). By induction, for each \(n \geq 2\), there is a closed ball \(B^n_{j_n}\) of \(B^n_{j_{n-1}}\) with diameter at most \(\frac{1}{n}\) satisfying \(r(d, T, \epsilon, K) = r(d, T, \epsilon, B^n_{j_n} \cap K)\).

Set \(\{x_0\} = \bigcap_{n \in \mathbb{N}} B^n_{j_n}\); then \(x_0 \in K\), as \(K\) is a closed subset. Let \(K'\) be any closed neighborhood of \(x_0\). Then for each sufficiently large \(n \in \mathbb{N}\), \(B^n_{j_n} \cap K \subseteq K'\) and so

\[ r(d, T, \epsilon, K') \geq r(d, T, \epsilon, B^n_{j_n} \cap K) = r(d, T, \epsilon, K), \]

which implies \(h(x_0) \geq h_d(x_0, \epsilon) \geq r(d, T, \epsilon, K)\). This means \(\sup_{x \in K} h(x) \geq r(d, T, \epsilon, K)\).

Then the conclusion follows by letting \(\epsilon \to 0^+\).

Then we have

Theorem 4.5. Let \((X,T)\) be a TDS and \(h\) its entropy function. Then

1. For each \(\mu \in \mathcal{M}^e(X,T)\), there is some \(c\) with \(h(T) \geq c \geq h(\mu)\) such that \(h(x) = c\) for \(\mu\)-a.e. \(x \in X\).
2. For each \(\mu \in \mathcal{M}(X,T)\), \(\int_X h(x) d\mu(x) \geq h(\mu(T))\).

Proof. 1. Let \(\mu \in \mathcal{M}^e(X,T)\). Since \(h\) is \(T\)-invariant and \(\sup_{x \in X} h(x) = h(T)\) (by Proposition 4.4), there exists some constant \(c\) with \(h(T) \geq c\) such that \(h(x) = c\) for \(\mu\)-a.e. \(x \in X\). Moreover, following from Theorem 4.2 one has \(c \geq h(\mu(T))\).

2. Say \(\mu = \int_{\Omega} \mu_\omega d\eta(\omega)\) is the ergodic decomposition. As \(h\) is a non-negative Borel measurable function on \(X\) (by Proposition 4.4), we have

\[
\int_X h(x) d\mu(x) = \int_{\Omega} \left\{ \int_X h(x) d\mu_\omega(x) \right\} d\eta(\omega).
\]

Now applying part 1 to 4.1 we obtain

\[
\int_X h(x) d\mu(x) \geq \int_{\Omega} h_{\mu_\omega}(T) d\eta(\omega) = h(\mu(T))\] (by Theorem 8.4 of [21]).

This completes the proof. \(\square\)
Remark 4.6. In [8], the authors considered a local version of the characterization of entropy, and obtained a theorem on local entropy, which can be viewed as a topological version of the well-known Shannon-MacMillan-Breiman Theorem (see for example [12]), whereas, it is just an almost everywhere definition for any given invariant measure over $(X, T)$. Precisely, if $\mu \in \mathcal{M}(X, T)$, then for $\mu$-a.e. $x \in X$

\begin{equation}
\lim_{\epsilon \to 0^+} \liminf_{n \to +\infty} -\frac{1}{n} \log \mu(B_n(x, \epsilon)) = \lim_{\epsilon \to 0^+} \limsup_{n \to +\infty} -\frac{1}{n} \log \mu(B_n(x, \epsilon)),
\end{equation}

which is denoted by $h_\mu(x)$, where $B_n(x, \epsilon)$ denotes the open $d_n$-ball of $X$ with center $x$ and radius $\epsilon$. Moreover, $h_\mu(x)$ is $T$-invariant and $\int_X h_\mu(x) dm(x) = h_\mu(T)$. In particular, if $\mu \in \mathcal{M}^e(X, T)$, then $h_\mu(x) = h_\mu(T)$ for $\mu$-a.e. $x \in X$. Now using Theorem 4.5 we have that if $\mu \in \mathcal{M}^e(X, T)$, then $h_\mu(x) = h_\mu(T) \leq h(x)$ for $\mu$-a.e. $x \in X$.

5. Uniform entropy point and uniform full entropy point

Starting from the definitions of uniform entropy point and uniform full entropy point, we discuss their basic properties and characterize them using entropy function introduced in the previous section. Applying Theorem 3.7 we know that the support of an ergodic measure with positive entropy is contained in the set of uniform entropy points. A consequence of these results is that for any TDS there exists a countable closed subset whose Bowen entropy is equal to the entropy of the original system.

Definition 5.1. Let $(X, T)$ be a TDS and $h$ its entropy function.

1. We say $x \in X$ is a uniform entropy point if $h(x) > 0$. Denote by $E_{up}(X, T)$ the set of all uniform entropy points.
2. We say $x \in X$ is a uniform full entropy point if $h(x) = h(T) > 0$. Denote by $E_{up}^f(X, T)$ the set of all uniform full entropy points.

These notions are related to the notions of entropy point and full entropy point in the following way.

Proposition 5.2. Let $(X, T)$ be a TDS. Then

1. $E_{up}^f(X, T) \subseteq E_{up}(X, T) \cap E_{up}^T(X, T)$, $E_{up}(X, T) \subseteq E_{up}^T(X, T)$.
2. If $K \subseteq X$ is a closed subset with $h(T, K) > 0$, then $K \cap E_{up}(X, T) \neq \emptyset$. In particular, $E_{up}(X, T) \neq \emptyset$ when $h(T) > 0$.
3. $E_{up}(X, T)$ and $E_{up}^f(X, T)$ are both $T$-invariant.
4. $E_{up}(X, T) \subseteq X$ is an $F_\sigma$ subset, and $E_{up}^f(X, T) \subseteq X$ is an $F_{\sigma\delta}$ subset.

Proof. Part 1 follows directly from the definitions. Parts 2 and 3 are the easy consequences of Proposition 4.3. Now we prove part 4.

Without loss of generality we assume $h(T) > 0$. Let $d$ be a metric on $X$. Then

$$E_{up}(X, T) = \bigcup_{m \in \mathbb{N}} \bigcup_{n \in \mathbb{N}} \{x \in X : h_d(x, \frac{1}{n}) \geq \frac{1}{m}\}.$$ 

If $h(T) < +\infty, E_{up}^f(X, T) = \bigcap_{m \in \mathbb{N}} \bigcup_{n \in \mathbb{N}} \{x \in X : h_d(x, \frac{1}{n}) \geq h(T) - \frac{1}{m}\}.$

If $h(T) = +\infty, E_{up}^f(X, T) = \bigcap_{m \in \mathbb{N}} \bigcup_{n \in \mathbb{N}} \{x \in X : h_d(x, \frac{1}{n}) \geq m\}.$
Corollary 5.4. Note that for each $\epsilon > 0$, the function $h_d(\bullet, \epsilon)$ is u.s.c. on $X$. Thus, it follows that $E_{up}(X, T) \subseteq X$ is an $F_\sigma$ subset, and $E_{up}^f(X, T) \subseteq X$ is an $F_{\sigma\delta}$ subset. \hfill \Box

In general, for a TDS $(X, T)$ with positive entropy, we can’t assert that $E_{up}(X, T)$ is closed, or $E_{up}^f(X, T)$ is closed or $E_{up}^f(X, T) \neq \emptyset$, as the following example shows.

Example 5.3. We have the following examples:

1. For a given $0, \mathbf{E}$

   \begin{proof}
   1. For a given $b > 0$ (including $b = \infty$) there exists a TDS $(X, T)$ such that $h(T) = b$, $E_{up}(X, T) \subseteq X$ is not closed and $E_{up}^f(X, T) = \emptyset$.
   2. For any given $b > 0$ (including $b = \infty$) there exists a TDS $(X, T)$ such that $h(T) = b$ and $E_{up}^f(X, T) \subseteq X$ is not closed.
   \begin{proof}
   \begin{enumerate}
   \item For a given $b > 0$ (including $b = \infty$), let $(X, T)$ and $\{(X_n, T_n)\}$ be the systems constructed in Example 3.9. Then $\forall n \in \mathbb{N}$, $E_{up}(X, T) \supseteq E_{up}(X_n, T_n) \neq \emptyset$ (by Proposition 5.2), which implies $(0, 0)$ is contained in the closure of $E_{up}(X, T)$. Now by definition it is easy to see that $h(0, 0) = 0$. Moreover, $(0, 0) \notin E_{up}(X, T)$ and $E_{up}^f(X, T) = \emptyset$, where $h$ is the entropy function of $(X, T)$.
   \item For a given $b > 0$ (including $b = \infty$), let $(Y, S)$ be a TDS with a maximal ergodic measure $\mu$ with $h_\mu(S) = h(S) = b$. In the construction of Example 3.9 let $X_n = Y$ and $T_n = S$ for each $n \in \mathbb{N}$. Then $\forall n \in \mathbb{N}$, $h(T) = b$ and $E_{up}^f(X, T) \supseteq X_n$, and hence $(0, 0)$ is in the closure of $E_{up}^f(X, T)$. Similarly we have $(0, 0) \notin E_{up}^f(X, T)$. \hfill \Box
   \end{enumerate}
\end{proof}

As a direct application of Theorem 4.2 we have

Corollary 5.4. Let $(X, T)$ be a TDS with positive entropy. Then

1. If $\mu \in \mathcal{M}^e(X, T)$ satisfies $h_\mu(T) > 0$, then $\text{Supp}(\mu) \subseteq E_{up}(X, T)$.
2. If $\mu \in \mathcal{M}^e(X, T)$ satisfies $h_\mu(T) = h(T) > 0$, then $\text{Supp}(\mu) \subseteq E_{up}^f(X, T)$.
3. If $(X, T)$ is minimal, then $E_{up}(X, T) = E_{up}^f(X, T) = X$.
4. $h(T, E_{up}(X, T)) = h(T)$.

Remark 5.5. Note that we let $(X, T)$ be an expansive TDS (that is, there exists $\delta > 0$ such that $\sup_{n \in \mathbb{Z}}d(T^n x_1, T^n x_2) > \delta$ whenever $x_1 \neq x_2$, where $d$ is a metric on $X$). If $(X, T)$ has positive entropy, then it admits an ergodic measure with maximal entropy, so $E_{up}^f(X, T) \neq \emptyset$ (by Corollary 5.4). The same holds for any asymptotically $h$-expansive TDS. As in [17] it was proved that each asymptotically $h$-expansive TDS admits a good extension to a symbolic TDS which is expansive. Moreover, it follows from the definition that for a full shift on finite symbols, each point is a uniform full entropy point.

For a factor map $\pi : (X, T) \to (Y, S)$ between TDSs, generally it doesn’t hold that $\pi(E_{up}(X, T)) \supseteq E_{up}(Y, S)$. Nevertheless we have

Proposition 5.6. Let $\pi : (X, T) \to (Y, S)$ be a factor map between TDSs. Then

1. $\pi(E_{up}(X, T)) \supseteq E_{up}(Y, S)$.
2. Moreover, if the factor map $\pi$ is open, then we have
   \begin{enumerate}
   \item $\pi^{-1}(E_{up}(Y, S)) \subseteq E_{up}(X, T)$.
   \item $\pi^{-1}(E_{up}^f(Y, S)) \subseteq E_{up}^f(X, T)$ when $h(T) = h(S) > 0$.
   \end{enumerate}

Proof. Say $h^X$ and $h^Y$ are the entropy functions of $(X, T)$ and $(Y, S)$, respectively.
Let $y_1 \in E_{up}(Y,S)$: $h^Y(y_1) > 0$, fixed. By Proposition 4.3, there exists $x_1 \in \pi^{-1}(y_1)$ with $h^X(x_1) > 0$ (equivalently, $x_1 \in E_{up}(X,T)$). That is, $\pi(E_{up}(X,T)) \supseteq E_{up}(Y,S)$.

2. Since the proof is similar, we only show (2), the latter.

Let $x_2 \in X$ with $y_2 = \pi(x_2) \in E_{up}^f(Y,S)$ (equivalently, $h^Y(y_2) = h(S) > 0$): fixed. Since the factor map $\pi$ is open and $h(T) = h(S) > 0$, by Proposition 4.3 we have

$$h(T) \geq h^X(x_2) \geq h^Y(y_2) = h(S) = h(T) > 0 \implies h^X(x_2) = h(T) > 0,$$

equivalently, $x_2 \in E_{up}^f(X,T)$. That is, $\pi^{-1}(E_{up}^f(Y,S)) \subseteq E_{up}^f(X,T)$. \hfill $\square$

In the remainder of this section, we study the entropy function using dynamical behavior of points in the system and apply these results to $E_{up}(X,T)$ and $E_{up}^f(X,T)$.

**Theorem 5.7.** Let $(X,T)$ be a TDS and $h$ its entropy function.

1: Suppose that $K$ is a countable closed subset of $X$ with a unique limit point $x_0$. Then $h(x_0) \geq h(T,K)$.

2: Suppose $x_0 \in X$. Then there exists a countable closed subset $K \subseteq X$ such that $x_0 \in K$ is its unique limit point in $X$ and $h(T,K) = h(x_0)$.

**Proof.** Say $d$ is a metric on TDS $(X,T)$.

1. Let $\epsilon > 0$ fixed. By the assumption of $K$, for any closed neighborhood $W$ of $x_0$, $K \setminus W$ is finite which implies $r(d,T,\epsilon,W) \geq r(d,T,\epsilon,K)$. Then $h(x_0) \geq h_d(x_0,\epsilon) \geq r(d,T,\epsilon,K)$. The conclusion follows by letting $\epsilon \to 0+$.

2. Since the proof is similar, we only present a proof for the case when $h(x_0) < +\infty$.

Set $K_n = \{x \in X : d(x,x_0) \leq \frac{1}{n} \} \ (\forall n \in \mathbb{N})$. $\forall m \in \mathbb{N}$, choose $\epsilon_m > 0$ such that

$$h(x_0) - \frac{1}{m} < \inf_{n \in \mathbb{N}} s(d,T,\epsilon_m,K_n) = \inf_{n \in \mathbb{N}} \limsup_{k \to +\infty} \frac{\log s_k(d,T,\epsilon_m,K_n)}{k}.$$ 

Then there exists a strictly increasing sequence $\{k_{n,m}\}_{n \in \mathbb{N}} \subseteq \mathbb{N}$ such that for all $n \in \mathbb{N}$, $s_{k_{n,m}}(d,T,\epsilon_m,K_n) \geq e^{k_{n,m}(h(x_0) - \frac{1}{m})}$. Say $E_{n,m} \subseteq K_n$ is a $(k_{n,m},\epsilon_m)$ separated subset of $K_n$ with respect to $T$ with the largest cardinality $s_{k_{n,m}}(d,T,\epsilon_m,K_n)$.

Put $K = \bigcup_{m \geq 1} \bigcup_{n \geq m} E_{n,m} \cup \{x_0\}$. We prove that $K$ is just the subset we need. If $V$ is a neighborhood of $x_0$, then $K_{n_0} \subseteq V$ for some $n_0 \in \mathbb{N}$. Moreover

$$K \setminus V \subseteq K \setminus K_{n_0} \subseteq \bigcup_{m=1}^{n_0-1} \bigcup_{n=m}^{n_0-1} E_{n,m}.$$ 

In particular, $K \setminus V$ is finite and so no other points except $x_0$ can be a limit point of $K$ in $X$. Thus $x_0 \in K$ is the unique limit point of $K$ in $X$.

Now we show $h(T,K) = h(x_0)$. Let $m \in \mathbb{N}$ fixed. When $n \geq m$, $E_{n,m} \subseteq K$ is $(k_{n,m},\epsilon_m)$ separated with respect to $T$, so

$$s_{k_{n,m}}(d,T,\epsilon_m,K) \geq |E_{n,m}| = s_{k_{n,m}}(d,T,\epsilon_m,K_n) \geq e^{k_{n,m}(h(x_0) - \frac{1}{m})}.$$ 


Thus

\[ h(T, K) \geq s(d, T, \epsilon_m, K) = \limsup_{k \to +\infty} \frac{\log s_k(d, T, \epsilon_m, K)}{k} \]

\[ \geq \limsup_{n \to +\infty} \frac{\log s_{kn,m}(d, T, \epsilon_m, K)}{k_{n,m}} \]

\[ \geq \limsup_{n \to +\infty} \frac{\log e^{h_{kn,m}(h(x_0) - \frac{1}{m})}}{k_{n,m}} = h(x_0) - \frac{1}{m}. \]

Since (5.1) holds for all \( m \in \mathbb{N} \), letting \( m \to +\infty \) we have \( h(T, K) \geq h(x_0) \). Moreover, \( h(T, K) = h(x_0) \) (using part 1). This completes the proof. \( \square \)

An immediately consequence of the above theorem is

**Corollary 5.8.** Let \((X, T)\) be a TDS with \( x_0 \in X \). Then

1: \( x_0 \in E_{up}(X, T) \) iff there exists a countable closed subset \( K \subseteq X \) such that \( h(T, K) > 0 \) and \( x_0 \in K \) is its unique limit point in \( X \).

2: \( x_0 \in E'_{up}(X, T) \) iff there exists a countable closed subset \( K \subseteq X \) such that \( h(T, K) = h(T) > 0 \) and \( x_0 \in K \) is its unique limit point in \( X \).

Now, using Proposition 4.4 and Theorem 5.7 for a general TDS we could obtain the following unexpected result:

**Theorem 5.9.** Let \((X, T)\) be a TDS. Then there exists a countable closed subset \( K \subseteq X \) such that \( h(T, K) = h(T) \). Moreover, \( K \) can be chosen such that the set of limit points of \( K \) has at most one limit point, and \( K \) has a unique limit point iff there is \( x \in X \) with \( h(x) = h(T) \).

**Proof.** Let \( d \) be a metric on \( X \) and \( h \) its entropy function. For each \( x \in X \) and any \( \epsilon > 0 \), set \( B_x(\epsilon) = \{ x' \in X : d(x, x') < \epsilon \} \).

As \( X \) is compact, by Proposition 4.4 there exists \( \{ x_n \}_{n \in \mathbb{N}} \subseteq X \) such that

\[ \lim_{n \to +\infty} x_n = x_0 \in X \quad \text{and} \quad \lim_{n \to +\infty} h(x_n) = h(T). \]

Let \( \{ r_n \}_{n \in \mathbb{N}} \) be any given sequence of positive real numbers with \( r_n \to 0 \) as \( n \to \infty \). Using Theorem 5.7 for each \( n \in \mathbb{N} \) we can select a countable closed subset \( K_n \) such that \( h(T, K_n) = h(x_n) \) and \( x_n \) is its unique limit point in \( X \). In particular, \( K_n \setminus B_{x_n}(r_n) \) is a finite subset, so without loss of generality we assume \( K_n \subseteq B_{x_n}(r_n) \).

Set \( K = \{ x_0 \} \cup \bigcup_{n \in \mathbb{N}} K_n \). Then \( K \) is a countable closed subset of \( X \) and the set of limit points of \( K \) in \( X \) is just \( \{ x_0 \} \cup \{ x_n : n \in \mathbb{N} \} \), as \( x_n \to x_0 \) and \( r_n \to 0 \) when \( n \to \infty \). Obviously, \( h(T, K) \geq h(T, K_n) = h(x_n) \) (\( \forall n \in \mathbb{N} \)), so \( h(T, K) = h(T) \) (by (5.2)). That is, \( K \) is just the subset we need. \( \square \)

**Remark 5.10.** Let \((X, T)\) be a TDS with positive entropy. We can’t require the subset \( K \) in Theorem 5.9 to be \( T \)-invariant, since the topological entropy of any homeomorphism on a compact countable space is zero. Meanwhile, Example 5.3 implies that we can’t require \( K \) to have only one limit point.

Now let \( \pi : (X, T) \to (Y, S) \) be a factor map such that \( \pi^{-1}(y) \) is countable for each \( y \in Y \). Is it possible that \( h(T) > h(S) \)? The answer is negative, since if \( h(T) > h(S) \), then there is \( y \in Y \) such that \( \pi^{-1}(y) \) contains an uncountable scrambled set; see [22].
Now we give two interesting examples stated in Example 5.11. Let \((X, T)\) be a TDS. By Corollary 5.13, one has

\[
E_{up}(X, T) \supseteq \bigcup \{\text{Supp}(\mu) : \mu \in \mathcal{M}(X, T), h_\mu(T) > 0\},
\]

\[
E^1_{up}(X, T) \supseteq \bigcup \{\text{Supp}(\mu) : \mu \in \mathcal{M}(X, T), h_\mu(T) = h(T) > 0\}.
\]

The first example in Example 5.11 shows that the converse of the above inclusions need not hold. In fact, for this example \(E^1_{up}(X, T) \setminus \text{Supp}(X, T) \neq \emptyset\), where \(\text{Supp}(X, T)\) is the union of the supports of all invariant measures. Since \(E^1_p(X, T)\) is closed and \(T\)-invariant, we may consider \(E_p(E^1_p(X, T), T)\). The same example tells us that \(E_p(X, T)\) may contain isolated points and so \(E_p(E^1_p(X, T), T) \subseteq E_p(X, T)\). Moreover, we have a TDS \((X, T)\) with \(E_p(X, T) = X\) and \(\text{Supp}(X, T) \neq X\).

**Example 5.11.** We have the following examples:

1. There exists a TDS \((X, T)\) such that \(E^1_{up}(X, T) \setminus \text{Supp}(X, T) \neq \emptyset\) and \(E_p(X, T)\) contains isolated points, which implies \(E_p(E^1_p(X, T), T) \subsetneq E_p(X, T)\).
2. There exists a TDS \((X, T)\) such that \(E_p(X, T) = X\) and \(\text{Supp}(X, T) \neq X\).

**Proof.**

1. Let \(\{x^i\}_{i \in \mathbb{Z}_+}\) be a closed subset of \(\{1, 2\}^\mathbb{Z}\) such that \(\lim_{i \to \infty} x^i = x^0 = (\cdots, 1, 1, \cdots)\) and \(h(\sigma, \{x^i\}_{i \in \mathbb{Z}_+}) = \log 2\) (by Remark 5.5 and Corollary 5.8, such a subset exists). For each \(i \in \mathbb{Z}_+\) let \(y^i = (\cdots, 0; x^i(1), x^i(2), \cdots)\) and \(\overline{U} = (\cdots, 0; 0, \cdots)\). Set

\[
X = \{1, 2\}^\mathbb{Z} \cup \{\overline{U}\} \cup \{\sigma^n(y^i) : n \in \mathbb{Z}, i \in \mathbb{Z}_+\}.
\]

Clearly, \(X \subseteq \{0, 1, 2\}^\mathbb{Z}\) is closed and invariant under the shift \(\sigma\). It’s not hard to show that \(E_p(X, \sigma) = E^1_{up}(X, \sigma) = \{1, 2\}^\mathbb{Z} \cup \{\overline{U}\} \cup \{\sigma^n y^0 : n \in \mathbb{Z}\}\), whereas \(\text{Supp}(X, \sigma) = \{1, 2\}^\mathbb{Z} \cup \{\overline{U}\} \subsetneq X\). At the same time, it is easy to see that \(E_p(E^1_p(X, \sigma), \sigma) = \{1, 2\}^\mathbb{Z} \subseteq E_p(X, \sigma)\) and \(\sigma^n y^0\) is an isolated point of \(E_p(X, \sigma)\) for each \(n \in \mathbb{Z}\).

2. Let \(X \subseteq \{0, 1, 2\}^\mathbb{Z}\) with \((x_i)_{i=-\infty}^{\infty} \in X\) if \((x_i)_{i=-\infty}^{\infty} \in \{1, 2\}^\mathbb{Z}\) or \((x_i)_{i=-\infty}^{\infty} = \overline{0}\) or there exists \(j \in \mathbb{Z}\) such that \(x_k = 0\) for \(k \leq j\) and \(x_k \in \{1, 2\}\) for \(k > j\). Clearly, \(X \subseteq \{0, 1, 2\}^\mathbb{Z}\) is closed and invariant under the shift \(\sigma\). It’s not hard to show that \(E^1_{up}(X, \sigma) = X\), whereas \(\text{Supp}(X, \sigma) = \{1, 2\}^\mathbb{Z} \cup \{\overline{0}\} \subseteq X\). \(\square\)

To end the section we give two remarks which state that some results obtained in the previous sections hold for more general settings.

**Remark 5.12.** Let \(Z\) be a compact metric space and \(R : Z \to Z\) a continuous map. Similarly, following Bowen’s definition we can also introduce separated and spanning subsets and define the topological entropy of \((Z, R)\) (we use the same notations with TDS). Moreover, along the line of sections 4 and 5, we can prove a result analogous to Theorem 5.13 (we skip the proof, since it is just a repetition). Precisely, if \((Z, R)\) has positive topological entropy, then: (1) there exists a countable closed subset \(K_1 \subseteq Z\) such that \(h(R, K_1) > 0\) and \(K_1\) contains only one limit point; (2) there exists a countable closed subset \(K_2 \subseteq Z\) such that \(h(R, K_2) = h(R) > 0\).

**Remark 5.13.** Let \((X, T)\) be a TDS and \(E\) a closed subset of \(X\). For each \(\epsilon > 0\) and \(x \in E\) define \(h(x, \epsilon, E) = \inf\{r(d(T, x, K) : K is a closed neighborhood of \(x\) in \(E\).\)
Let \( h(x, E) = \lim_{\epsilon \to 0^+} h(x, \epsilon, E) \). Then using the same methods we could show

1: \( h(x, \epsilon, E) \) is u.s.c. and \( \sup_{x \in E} h(x, E) = h(T, E) \).

2: If \( E' \) is a countable closed subset of \( E \) with a unique limit point \( x \), then \( h(T, E') \leq h(x, E) \).

3: For each \( x \in E \) there is a countable closed subset \( E_x \) of \( E \) with a unique limit point \( x \) such that \( h(T, E_x) = h(x, E) \).

4: There is a countable closed subset \( E' \subseteq E \) with \( h(T, E') = h(T, E) \). Moreover, \( E' \) can be chosen such that the set of limit points of \( E' \) has at most one limit point, and \( E' \) has a unique limit point iff there is \( x \in E \) with \( h(x, E) = h(T, E) \).

6. C-entropy point in topological and measure-theoretical settings

Different from the previous sections, in this section we introduce the notions of C-entropy point both in topological and measure-theoretical settings along the line of entropy pair (\([2, 6]\)), tuple (\([15]\)), sequence and set (\([9]\)). We show that each C-entropy point is an entropy point, and the set of C-entropy points is a union of entropy pair (\([2]\), \([5]\)), tuple (\([15]\)), sequence and set (\([9]\)). We show that each C-entropy point is an entropy point, and the set of C-entropy points is a union of entropy pair (\([2]\), \([5]\)), tuple (\([15]\)), sequence and set (\([9]\)).

**Definition 6.1.** Let \( (X, T) \) be a TDS and \( \mu \in \mathcal{M}(X, T) \).

1. We say \( x \in X \) is a C-entropy point if there exists \( x' \in X \) such that \( (x, x') \in E_2(X, T) \). Denote by \( E_1(X, T) \) the set of all C-entropy points.

2. We say \( x \in X \) is a C-entropy point for \( \mu \) if there exists \( x' \in X \) such that \( (x, x') \in E_2^\mu(X, T) \). Denote by \( E_1^\mu(X, T) \) the set of all C-entropy points for \( \mu \).

It is clear that both \( E_1(X, T) \) and \( E_1^\mu(X, T) \) are \( T \)-invariant (as both \( E_2(X, T) \) and \( E_2^\mu(X, T) \) are \( T \times T \)-invariant), \( E_1(X, T) \neq \emptyset \) iff \( h(T) > 0 \) and \( E_1^\mu(X, T) \neq \emptyset \) iff \( h_\mu(T) > 0 \). Since \( E_1(X, T) = p_2(E_2(X, T)) \) (resp. \( E_1^\mu(X, T) = p_2(E_2^\mu(X, T)) \)), we have

**Proposition 6.2.** Let \( (X, T) \) be a TDS. Then

1. \( \forall \mu \in \mathcal{M}(X, T), \ E_1^\mu(X, T) \subseteq E_1(X, T) \subseteq E_\mu(X, T) \).

2. There exists \( \mu_0 \in \mathcal{M}(X, T) \) such that \( E_1^{\mu_0}(X, T) = E_1(X, T) \).

3. \( E_1(X, T) \subseteq X \) is an \( F_\sigma \) subset.

4. \( \forall \mu \in \mathcal{M}(X, T), \ E_1^\mu(X, T) \subseteq X \) is an \( F_\sigma \) subset.

**Proof.** Parts 1 and 2 follow directly from Proposition [3.1] and Theorem [3.3]. By part 2, part 3 follows from part 4. Now we are going to prove part 4.

Say \( d \) is a metric on \( X \). Since

\[
E_2^\mu(X, T) = \text{Supp}(\lambda_2(\mu)) \setminus \Delta_2(X) = \bigcup_{n \geq 1} \text{Supp}(\lambda_2(\mu)) \setminus \{ (x_1, x_2) : d(x_1, x_2) < \frac{1}{n} \},
\]

where \( \text{Supp}(\lambda_2(\mu)) \setminus \{ (x_1, x_2) : d(x_1, x_2) < \frac{1}{n} \} \subseteq X^{(2)} \) is closed (\( \forall n \in \mathbb{N} \)), \( E_1^\mu(X, T) = p_2(E_2^\mu(X, T)) \) is the union of a countably many closed subsets. This ends the proof. \( \square \)
As a direct corollary of Proposition 6.3, one has

**Proposition 6.3.** Let \((X, T)\) be a TDS and \(\mu \in \mathcal{M}(X, T)\). Say \(\mu = \int_{\Omega} \mu_\omega \, d\eta(\omega)\) is the ergodic decomposition of \(\mu\). Then

1. \(E_1^{\omega}(X,T) \subseteq E_1^\mu(X,T)\) for \(\eta\text{-a.e. } \omega \in \Omega\).
2. If \(x \in E_1^\mu(X,T)\), then \(\eta(\{\omega \in \Omega \cap E_1^{\omega}(X,T) \neq \emptyset\}) > 0\) for any measurable neighborhood \(V\) of \(x\). Thus for an appropriate choice of \(\Omega\) we have

\[
\bigcup \{E_1^{\omega}(X,T) : \omega \in \Omega\} = E_1^\mu(X,T).
\]

Now we investigate the topological entropy of \(E_1(X,T)\) and \(E_1^\mu(X,T)\).

**Theorem 6.4.** Let \((X,T)\) be a TDS and \(\mu \in \mathcal{M}(X,T)\) satisfy \(h_\mu(T) > 0\). Then

1. If \(\mu \in \mathcal{M}^c(X,T)\), then \(\text{Supp}(\mu) = E_1^\mu(X,T)\).
2. \(h(T,E_1^\mu(X,T)) \geq h_\mu(T)\).

**Proof.**
1. As \(\text{Supp}(\lambda_2(\mu)) \subseteq \text{Supp}(\mu) \times \text{Supp}(\mu)\), one has

\[
E_1^\mu(X,T) \subseteq p_2(\text{Supp}(\lambda_2(\mu))) \quad \text{(by Proposition 3.1) \subseteq Supp}(\mu).
\]

To show \(\text{Supp}(\mu) \subseteq E_1^\mu(X,T)\), we follow the same discussion as in Theorem 6.3. Let \(\mu = \int_y \mu_\eta(\eta)\) be the disintegration of \(\mu\) over its Pinsker factor. Then for \(\nu\text{-a.e. } y \in Y\), \(\text{Supp}(\mu_\eta) \subseteq E_1^\mu(X,T)\) and so \(\text{Supp}(\mu) \subseteq E_1^\mu(X,T)\). That is, \(\text{Supp}(\mu) = E_1^\mu(X,T)\).

2. It’s not hard to check that \(h(T,K) = h(T,K)\) for each \(K \subseteq X\). Now for all \(\mu \in \mathcal{M}^c(X,T)\) the conclusion follows from part 1. In general, by Proposition 6.3 \(\Omega\) can be chosen appropriately such that \(E_1^\mu(X,T) \subseteq E_1^\mu(X,T)\) \((\forall \omega \in \Omega)\), where \(\mu = \int_\Omega \mu_\omega \, d\eta(\omega)\) is the ergodic decomposition of \(\mu\). Then

\[
h(T,E_1^\mu(X,T)) \geq h(T,E_1^\mu(X,T)) \geq h_\mu(T).
\]

As \(h_\mu(T) = \int_\Omega h_\mu(\omega) \, d\eta(\omega)\) (Theorem 8.4 in [21]), the right hand side in the inequality is not less than \(h_\mu(T)\), that is, \(h(T,E_1^\mu(X,T)) \geq h_\mu(T)\). The proof is completed.

**Theorem 6.5.** Let \((X,T)\) be a TDS. Then

1. \(E_1(X,T) = \bigcup \{\text{Supp}(\mu) : \mu \in \mathcal{M}^c(X,T), h_\mu(T) > 0\}\).
2. \(h(T,E_1(X,T)) = h(T)\).

**Proof.**
1. The direction “\(\supset\)" is clear (using Theorem 6.4). For the direction “\(\subseteq\"", by Proposition 6.3 there exists \(\mu_0 \in \mathcal{M}(X,T)\) such that \(E_1(X,T) = E_1^{\mu_0}(X,T)\).

Obviously, \(E_1^{\mu_0}(X,T)\) is contained in \(\bigcup \{\text{Supp}(\mu) : \mu \in \mathcal{M}^c(X,T)\text{ and } h_\mu(T) > 0\}\) (following from Proposition 6.3 (2) and Theorem 6.4 (1)). This proves the equality.

2. It follows from Theorem 6.4 by applying (6.1).

Let \((X,T)\) be a TDS and \(\mu \in \mathcal{M}(X,T)\) with \(h_\mu(T) > 0\). Say \(\mu = \int_\Omega \mu_\omega \, d\eta(\omega)\) is the ergodic decomposition. Then \(\Omega_0 = \{\omega \in \Omega : h_\mu(\omega(T) > 0\} \subseteq \Omega\) is measurable and \(\eta(\Omega_0) > 0\). In this case, set \(\mu^\varepsilon = \frac{\eta(\Omega_0)}{\eta(\Omega)} \int_{\Omega_0} \mu_\omega \, d\eta(\omega)\); for example, \(\mu^\varepsilon = \mu\) if \(\mu \in \mathcal{M}^c(X,T)\). Then \(\mu = \mu^\varepsilon + \mu^\rho\), where \(\mu^\varepsilon = \frac{1}{\eta(\Omega)} \int_\Omega \mu_\omega \, d\eta(\omega)\) when \(\eta(\Omega_0) < 1\) and \(\mu^\rho = \mu\) when \(\eta(\Omega_0) = 1\). Note that \(\mu^\varepsilon, \mu^\rho \in \mathcal{M}(X,T)\) are both determined completely by \(\mu\). Now following similar discussions as in Theorem 6.4 it’s not hard to obtain \(E_1^\mu(X,T) = \text{Supp}(\mu)^\varepsilon = \text{Supp}(\mu)^\rho\).
Let \( H \) be equipped with the Hausdorff topology. Then combining Proposition 6.6 with the results in [9] one has

Proposition 6.7. Let \( (X, T) \) be a TDS. Then
1: \( x \in E_1^{\mu}(X, T) \) iff for each neighborhood \( V \) of \( x \) in \( X \) one has \( (V \times V) \cap E_2^\mu(X, T) \neq \emptyset. \)
2: \( x \in E_1(X, T) \) iff for each neighborhood \( V \) of \( x \) in \( X \) one has \( (V \times V) \cap E_2(X, T) \neq \emptyset. \)

Now let \( 2^X = \{K \subseteq X : K \text{ is closed and non-empty} \} \) be equipped with the Hausdorff topology. Then combining Proposition 6.6 with the results in [9] one has

Proposition 6.8. Let \( (X, T) \) be a TDS. Then
1: For each \( \mu \in M(X, T) \) with \( h_\mu(T) > 0 \), \( \{K \in 2^X : K \text{ is an entropy set for } \mu\} \cup \{\{x\} : \exists i \in E_1^{\mu}(X, T)\} \) is a closed non-empty subset of \( 2^X. \)
2: If \( (X, T) \) has positive entropy, then \( \{K \in 2^X : K \text{ is an entropy set}\} \cup \{\{x\} : x \in E_1(X, T)\} \) is a closed non-empty subset of \( 2^X. \)

Moreover, using the lift-up property of an entropy pair ([2], [5]), we have the lift-up property of a C-entropy point in both settings. Recall that if \( \pi : (X, T) \to (Y, S) \) is a factor map between TDSs, then

(1) \( \forall(y_i)_1^2 \in E_2(Y, S), \text{ there exists } (x_i)_1^2 \in E_2(X, T) \text{ such that } \pi(x_i) = y_i, i = 1, 2. \)
(2) \( \forall \mu \in M(X, T), \forall(y_i)_1^2 \in E_2^{\pi^\mu}(Y, S), \text{ there exists } (x_i)_1^2 \in E_2^\mu(X, T) \text{ such that } \pi(x_i) = y_i, i = 1, 2. \)

An immediate consequence is

Proposition 6.9. Let \( \pi : (X, T) \to (Y, S) \) be a factor map between TDSs. Then
1: \( \forall y \in E_1(Y, S), \text{ there exists } x \in E_1(X, T) \text{ such that } \pi(x) = y. \)
2: \( \forall \mu \in M(X, T), \forall y \in E_1^{\pi^\mu}(Y, S), \text{ there exists } x \in E_1^\mu(X, T) \text{ such that } \pi(x) = y. \)

To end the paper, we give two results about the structure of the set of C-entropy points.

It is natural to ask for a TDS, whose point will not be a C-entropy point. We have the following partial answer for a minimal TDS. To state the result we need some notations. Let \( (X, T) \) be a TDS and \( x_0 \in X. \) The proximal relation is defined by

\[ P = \{(x_1, x_2) \in X^2 : \exists n_i \not\to +\infty \text{ and } x \in X \text{ such that } (T^{n_i}x_1, T^{n_i}x_2) \to (x, x)\}. \]

We call \( x_0 \) a distal point of \( (X, T) \) if \( \{x' \in X : (x_0, x') \in P\} = \{x_0\}. \) Denote by \( D(X, T) \) the set of all distal points of the system. We have

Theorem 6.10. Let \( (X, T) \) be a minimal TDS. Assume that \( E_1(X, T) \neq X. \) Then \( X \setminus E_1(X, T) \) is a dense \( G_\delta \) subset of \( X \) and \( D(X, T) \subseteq X \setminus E_1(X, T). \)

Proof. By Proposition 6.2 it is obvious that \( X \setminus E_1(X, T) \) forms a \( G_\delta \) subset of \( X, \) moreover, it is dense in \( X, \) as \( (X, T) \) is minimal and \( X \setminus E_1(X, T) \) is a T-invariant non-empty subset. Now we aim to show \( D(X, T) \subseteq X \setminus E_1(X, T). \)
Assume the contrary that there exists \( x_1 \in D(X,T) \) with \( x_1 \notin X \setminus E_1(X,T) \). This means \( x_1 \in E_1(X,T) \), and so there exists \( x_2 \in X \) such that \( (x_1, x_2) \in E_2(X,T) \).

Let \( W = \{(T^m x_1, T^m x_2) : m \in \mathbb{Z}_+\} \). Then \( W \subseteq E_2(X,T) \cup \Delta_2(X) \), since 
\[ \Delta_2(X) \subseteq X \] is closed and \( T \times T \)-invariant, and \( (x_1, x_2) \in E_2(X,T) \). Moreover, as \( x_1 \) is a distal point, we have \( W \cap \Delta_2(X) = \emptyset \). Thus, \( W \subseteq E_2(X,T) \).

As \( (X,T) \) is minimal, and \( W \) is closed and \( T \times T \)-invariant, we have \( p_1(W) = X \). This implies that \( E_1(X,T) = p_1(E_2(X,T)) = X \), a contradiction, as we assume \( E_1(X,T) \neq X \). This finishes the proof. \( \square \)

Call a TDS point distal if there is a distal point. It is well-known that for a minimal point distal TDS \((X,T)\), \( D(X,T) \) is a residual subset. Assume now that \((X,T)\) is a minimal TDS with positive entropy and \((Y,S)\) is a non-trivial distal TDS, and \( \pi : (X,T) \to (Y,S) \) is almost one to one (for the existence of such an extension see [13]). It is not hard to show that \( \{x \in X : \pi^{-1}(\pi(x)) = \{x\}\} = D(X,T) \) and \( D(X,T) \subseteq X \setminus E_1(X,T) \). This is just the situation described in Theorem 6.9.

Moreover, in [11] Glasner constructed an example \((X,T)\) which is minimal point distal and \( E_2(X,T) \cap D(X,T) \times D(X,T) \neq \emptyset \) (in fact, this example is a compact group extension of a TDS which is an almost one to one extension of a Kronecker system), in particular, \( E_1(X,T) \cap D(X,T) \neq \emptyset \). Then applying Theorem 6.9 we know that for this example we have \( E_1(X,T) = X \). For systems with this property, by Theorem 6.5 they admit invariant measures with full support.

We also have the following observation. Recall that a TDS \((X,T)\) has uniformly positive entropy (u.p.e., for short) if \( E_2(X,T) = X^{(2)} \setminus \Delta_2(X) \), and it has completely positive entropy (c.p.e., for short) if any non-trivial factor of \((X,T)\) has positive entropy (see [4]). So the above example of Glasner is a minimal TDS with \( E_1(X,T) = X \) which hasn’t c.p.e. Examples with the properties can also be obtained in the following way.

Let \((Y,S)\) be any non-trivial u.p.e. TDS and \((Z,\Theta)\) any non-trivial minimal TDS with zero entropy. Set \((X,T) = (Y \times Z, S \times \Theta)\). Then Proposition 3.1 of [3] tells us that \( E_2(X,T) \cup \Delta_2(X) = \{(y_1, z, (y_2, z)) : y_1, y_2 \in Y, z \in Z\} \), and \((Z,\Theta)\) is the maximal zero entropy factor of \((X,T)\). Thus \((X,T)\) hasn’t c.p.e. and \( E_1(X,T) = X \). Note that \((Y,S)\) and \((Z,\Theta)\) are disjoint (by Proposition 6 of [2]), and so \((X,T)\) is minimal if \((Y,S)\) is minimal.

To finish the paper we ask the following questions. Our first question (asked by the referee) is

**Question 6.10.** Do there exist transitive non-minimal TDSs with properties stated in Example 3.9 and Example 5.3?

We have proved that for a TDS \((X,T), E_1(X,T) \subseteq E_p(X,T) \). It is clear that if \((X,T)\) has only finitely many ergodic measures, then \( E_1(X,T) \subseteq E_{up}(X,T) \) (using Corollary 5.4). However, it is not hard to construct an example \((X,T)\) by modifying Example 5.3 for which \( E_1(X,T) \subseteq E_{up}(X,T) \) does not hold. Thus, our second question is

**Question 6.11.** Does \( E_1(X,T) \subseteq E_{up}(X,T) \) hold for any TDS \((X,T)\) ?
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