STABILIZATION OF OSCILLATORS SUBJECT TO DRY FRICTION: FINITE TIME CONVERGENCE VERSUS EXPONENTIAL DECAY RESULTS
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ABSTRACT. We investigate the dynamics of an oscillator subject to dry friction via the following differential inclusion:

\[(S) \quad \ddot{x}(t) + \partial \Phi(\dot{x}(t)) + \nabla f(x(t)) \ni 0, \quad t \geq 0,\]

where \(f : \mathbb{R}^n \to \mathbb{R}\) is a smooth potential and \(\Phi : \mathbb{R}^n \to \mathbb{R}\) is a convex function. The friction is modelized by the subdifferential term \(-\partial \Phi(\dot{x})\). When \(0 \in \text{int}(\partial \Phi(0))\) (dry friction condition), it was shown by Adly, Attouch, and Cabot (2006) that the unique solution to \((S)\) converges in a finite time toward an equilibrium state \(x_\infty\) provided that \(-\nabla f(x_\infty) \in \text{int}(\partial \Phi(0))\). In this paper, we study the delicate case where the vector \(-\nabla f(x_\infty)\) belongs to the boundary of the set \(\partial \Phi(0)\). We prove that either the solution converges in a finite time or the speed of convergence is exponential. When \(\Phi = a|.| + b|.|^2/2, a > 0, b \geq 0\), we obtain the existence of a critical coefficient \(b_c > 0\) below which every solution stabilizes in a finite time. It is also shown that the geometry of the set \(\partial \Phi(0)\) plays a central role in the analysis.

1. Introduction

Consider a one-dimensional oscillator moving under the action of a recalling force. When the oscillator is subject to a constant Coulomb friction, it is well-known that the dynamics stops definitively after a finite time. This type of result can be found in many monographs relative to differential equations (cf. for example [13]). Many authors have investigated the stabilization of a coupled system of oscillators subject to Coulomb friction. Among them, Díaz and Millot [11] have studied a model in which each particle is connected to its neighbors by harmonic springs and the friction force is assumed to be of Coulomb type. The same dynamical system can also be derived from the spatial discretization of a vibrating string equation subject to solid friction. This is precisely the approach of Bamberger and Cabannes [5] who have proved that the equilibrium is reached after a finite time in the case of pure solid friction. The situation is more delicate in the presence of viscous friction. In this case, Díaz and Millot [11] point out a dichotomy phenomenon based on the relative importance of the viscous friction. When the viscous...
component is above some given threshold, the oscillators may not stabilize in a finite time.

Since the works of Moreau [15, 16, 14], it is well-known that convex analysis provides a satisfactory mathematical framework for the problems of contact in unilateral mechanics. In many situations involving dry contact, the friction force is modeled by a subdifferential operator (see for instance [2, 18]). These considerations lead us to study the motion of an oscillator satisfying the following second-order in time differential inclusion

\[(S) \quad \ddot{x}(t) + \partial \Phi(\dot{x}(t)) + \nabla f(x(t)) \ni 0, \quad t \geq 0,\]

where \(\Phi : \mathbb{R}^n \to \mathbb{R}\) is a convex function and \(f : \mathbb{R}^n \to \mathbb{R}\) is a smooth function. In this model, the external forces derive from the potential \(f\). The possibly nonlinear term \(\nabla f\) is aimed at covering the case of nonlinear oscillators. The formulation of the friction via the term \(-\partial \Phi(\dot{x})\) allows us to generate a large variety of friction models. For example, the function \(\Phi = \|\cdot\|_p\) corresponds to a Coulomb friction, while \(\Phi = \|\cdot\|^2\) gives a viscous one and the associated “Heavy Ball with Friction” system; cf. [4]. Notice also that the function \(\Phi = \|\cdot\|^p\) \((p \in [1, 2])\) generates an intermediate situation, which has been studied by Amann-Díaz [3] and Díaz-Liñán [10] under the terminology of “strong friction”. The dynamical system \((S)\) provides us with a unifying framework, and most of the equations considered in [5, 11] can be viewed as particular cases of \((S)\). In our paper, we assume that the friction is dry, which is expressed by the condition \(0 \in \text{int}(\partial \Phi(0))\). Under this assumption, it is shown in [1] that the unique solution to \((S)\) converges to some equilibrium \(x_\infty \in \mathbb{R}^n\) satisfying \(-\nabla f(x_\infty) \in \partial \Phi(0)\). When moreover the vector \(-\nabla f(x_\infty)\) belongs to the interior of the set \(\partial \Phi(0)\), the authors prove that the dynamics stop definitively after a finite time. Counterexamples to finite time convergence exist when the vector \(-\nabla f(x_\infty)\) belongs to the boundary of \(\partial \Phi(0)\). The purpose of this paper is to analyse this delicate case and to evaluate the speed of convergence when finite time stabilization fails.

We show that the dynamics associated to \((S)\) may lead to two structurally different asymptotic behaviors, depending on the geometry of the set \(\partial \Phi(0)\). When the set \(\partial \Phi(0)\) is smooth (in a sense that will be described next), the velocity \(\dot{x}(t)\) admits a limit direction (when \(t \to +\infty\)), which is normal to the set \(\partial \Phi(0)\). On the other hand, when the set \(\partial \Phi(0)\) is a convex polyhedron, the velocity vector \(\dot{x}\) is shown to be normal to the set \(\partial \Phi(0)\) after a finite time.

Another major point of the article lies in the estimation of the convergence rate. We prove that either the solution converges in a finite time or the speed of convergence is exponential. Our results are slightly more precise when the set \(\partial \Phi(0)\) is smooth. We establish in this unique case that, if the excess of the set \(\partial \Phi(x)\) over the set \(\partial \Phi(0)\) tends to 0 sufficiently fast when \(x \to 0\), then every solution to \((S)\) stabilizes in a finite time. When \(\Phi = a \|\cdot\| + b \|\cdot\|^2/2, a > 0, b \geq 0\), we obtain the existence of a critical coefficient \(b_c > 0\) below which every solution stops definitively after a finite time.

Such results in finite dimension open interesting perspectives concerning similar results for mechanical and physical systems with infinite degrees of freedom. Among them, let us quote the problem of the vibrating string subject to solid friction or even the damped wave equation with a dry friction term. In the case of the vibrating
string, Cabannes [8, 9] has obtained some partial results on finite time stabilization corresponding to particular initial data. However the general case of arbitrary initial data is still open.

The paper is organized as follows. In section 2 we derive the differential inclusion (S) from its mechanical origin and we recall the result of finite time stabilization obtained in [1]. In sections 3 and 4, we show that the geometry of the set ∂Φ(0) plays a central role in the asymptotic behaviour of (S). Section 3 deals with the case of a smooth set ∂Φ(0). In this framework, we prove exponential decay results and we derive sufficient conditions ensuring finite time convergence. Section 4 is concerned with the asymptotic analysis of (S) when the set ∂Φ(0) is a convex polyhedron.

2. Preliminaries and general results

Let us first describe the notations that we use throughout the paper. The linear space $\mathbb{R}^n$ is endowed with its canonical euclidean structure $(\cdot, \cdot)$ and the corresponding norm $|\cdot|$. Let $\mathbb{B}$ (resp. $\mathbb{S}$) be the unit euclidean ball of $\mathbb{R}^n$ (resp. the unit euclidean sphere) centered at 0. Given a subset $A \subset \mathbb{R}^n$, we denote by $d(., A)$ the distance function to the set $A$: $d(x, A) = \inf_{y \in A} |x - y|$ for every $x \in \mathbb{R}^n$. Given another subset $B \subset \mathbb{R}^n$, we define the excess $e(A, B)$ of $A$ over $B$ by $e(A, B) = \sup_{x \in A} d(x, B)$. Throughout the paper, we also use the standard notations of convex analysis. Given a convex function $\Phi : \mathbb{R}^n \to \mathbb{R}$, the set $\partial \Phi(x)$ and the function $\Phi'(x, .)$ are respectively the subdifferential set at $x \in \mathbb{R}^n$ and the directional derivative at $x$. The subdifferential of the absolute value function $|\cdot| : \mathbb{R} \to \mathbb{R}$ is the set-valued sign function, denoted by $\text{sgn}$: $\text{sgn}(x) = 1$ if $x > 0$, $\text{sgn}(x) = -1$ if $x < 0$ and $\text{sgn}(0) = [-1, 1]$. For a convex subset $C \subset \mathbb{R}^n$, we denote by $NC$ the normal cone operator and by $\sigma_C$ the support function of $C$. We refer the reader to [19] for the definitions and basic properties relative to these notions.

2.1. Mechanical origin. The study of the vibrations of a string moving in a plane and subject to dry friction amounts to the determination of a function $u : \mathbb{R} \times \mathbb{R}_+ \to \mathbb{R}$ satisfying the following differential inclusion:

$$
\frac{\partial^2 u}{\partial t^2} - \frac{\partial^2 u}{\partial x^2} \in -a \text{sgn} \left( \frac{\partial u}{\partial t} \right) - g \left( \frac{\partial u}{\partial t} \right),
$$

where $a > 0$, $\text{sgn} : \mathbb{R} \to \mathbb{R}$ is the set-valued sign function and $g : \mathbb{R} \to \mathbb{R}$ is a Lipschitz continuous function such that $r g(r) \geq 0$ for every $r \in \mathbb{R}$. The right member of (2.1) represents the friction term, which is the combination of a Coulomb friction and of another type of friction such as the one due the viscosity of a surrounding fluid. The reader is referred to [7, 12, 17] for general features about the Coulomb model. By using a finite differencing scheme, the spatial discretization of (2.1) leads to

$$
\frac{d^2 u_i}{dt^2} - \frac{u_{i+1} - 2u_i + u_{i-1}}{h^2} \in -a \text{sgn} \left( \frac{du_i}{dt} \right) - g \left( \frac{du_i}{dt} \right),
$$

with $i = 1, 2, \ldots, n$ and $h = 1/(n + 1)$. The previous inclusion can be rewritten as a vectorial problem by setting $U(t) := (u_1(t), \ldots, u_n(t))^T$. For that purpose, let us define the function $\text{Sgn} : \mathbb{R}^n \to \mathbb{R}^n$ by $\text{Sgn}(u_1, \ldots, u_n) := (\text{sgn}(u_1), \ldots, \text{sgn}(u_n))^T$ and the function $G : \mathbb{R}^n \to \mathbb{R}^n$ by $G(u_1, \ldots, u_n) := (g(u_1), \ldots, g(u_n))^T$. We also
define the symmetric positive definite matrix \(A \in \mathcal{M}_n(\mathbb{R})\) by
\[
A := \frac{1}{h^2} \begin{pmatrix}
2 & -1 & 0 & \cdots & 0 \\
-1 & 2 & -1 & 0 & \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & 0 & -1 & 2 & -1 \\
0 & \cdots & 0 & -1 & 2
\end{pmatrix}.
\] (2.3)

With these notations, inclusion (2.2) is equivalent to
\[
\ddot{U}(t) + a \text{Sgn}(\dot{U}(t)) + G(\dot{U}(t)) + AU(t) \ni 0, \quad t \geq 0.
\] (2.4)

The set-valued function \(\text{Sgn}\) is the subdifferential of the norm function \(x \mapsto \sum_{i=1}^{n} |x_i|\). If the function \(g\) defined above is nondecreasing, it is the first derivative of a convex function. Under these conditions, the term \(a \text{Sgn} + G\) is the subdifferential of some convex function \(\Phi : \mathbb{R}^n \to \mathbb{R}\). Due to the symmetry of the matrix \(A\), the linear term \(AU\) equals the gradient of the function \(f : \mathbb{R}^n \to \mathbb{R}\) defined by \(f := \frac{1}{2} \langle AU, U \rangle\).

These considerations lead us to rewrite inclusion (2.4) as
\[
\ddot{U}(t) + \partial \Phi(\dot{U}(t)) + \nabla f(U(t)) \ni 0, \quad t \geq 0.
\]

The modelling of friction by a subdifferential operator is classical in unilateral mechanics; see for instance [2, 18]. The fact that the friction has a dry component is expressed by the condition \(0 \in \text{int}(\partial \Phi(0))\), as explained in [1]. For more details on the dynamics of a vibrating string subject to dry friction, the reader is referred to references [5, 8, 9].

2.2. General results. Fundamental examples. Consider the functions \(\Phi : \mathbb{R}^n \to \mathbb{R}\) and \(f : \mathbb{R}^n \to \mathbb{R}\) satisfying respectively the following assumptions:

\((\mathcal{H}_\Phi - i)\) \(\Phi\) is convex.
\((\mathcal{H}_\Phi - ii)\) \(0 \in \text{int}(\partial \Phi(0))\).
\((\mathcal{H}_f - i)\) \(f\) is of class \(C^1\) and \(\nabla f\) is Lipschitz continuous on the bounded sets of \(\mathbb{R}^n\).
\((\mathcal{H}_f - ii)\) \(f\) is bounded from below.

To be more concise, we denote by \((\mathcal{H})\) the set of hypotheses consisting of \((\mathcal{H}_\Phi - i, ii)\) and \((\mathcal{H}_f - i, ii)\). The mechanical considerations of the previous paragraph lead us to study the following second-order (in time) differential inclusion:
\[
\ddot{x}(t) + \partial \Phi(\dot{x}(t)) + \nabla f(x(t)) \ni 0, \quad t \geq 0.
\] (S)

The next statement gathers the main general features about the dynamical system (S). For every closed convex set \(C \subset \mathbb{R}^n\), we denote by \(C^0\) the unique element of minimal norm of \(C\).

**Theorem 2.1.** Assume that hypotheses \((\mathcal{H})\) hold.

(i) For every \((x_0, \dot{x}_0) \in \mathbb{R}^n \times \mathbb{R}^n\), there exists a unique solution \(x : [0, +\infty[ \to \mathbb{R}^n\) of (S) in the following sense:

(a) \(x \in C^1([0, +\infty[, \mathbb{R}^n)\) and \(\dot{x} \in \text{Lip}([0, T], \mathbb{R}^n)\) for every \(T > 0\).
(b) (S) is satisfied for almost every \(t \in [0, +\infty[\).
(c) \(x(0) = x_0\) and \(\dot{x}(0) = \dot{x}_0\).
Let Example 2.2. particularizing the set $C \in$ such that $0$ satisfies $(\partial | |)$.

Example 2.3. Let $\mathbb{B}_L = \{ x \in \mathbb{R}^n, \langle L x, x \rangle \leq 1 \}$ and the associated norm $|.|_L$ given by $|x|_L = \sqrt{\langle L x, x \rangle}$. It is easy to check that, for every $x \in \mathbb{R}^n$, $\sigma_{\mathbb{B}_L}(x) = \sqrt{\langle L^{-1} x, x \rangle} = |x|_{L^{-1}}$. An immediate computation shows that $\sigma_{\mathbb{B}_L}$ is differentiable on $\mathbb{R}^n \setminus \{0\}$ and that:

$$\forall x \in \mathbb{R}^n \setminus \{0\}, \quad \nabla \sigma_{\mathbb{B}_L}(x) = \frac{L^{-1} x}{\sqrt{\langle L^{-1} x, x \rangle}}.$$ 

The subdifferential set of $\sigma_{\mathbb{B}_L}$ at 0 equals $\partial \sigma_{\mathbb{B}_L}(0) = \mathbb{B}_L$.

Example 2.3. Let $C := \mathbb{B}_p = \{ x \in \mathbb{R}^n, \sum_{i=1}^n |x_i|^p \leq 1 \}$ for some $p \in ]1, \infty[$. Let $q$ be the conjugate exponent of $p$ defined by $1/p + 1/q = 1$. It is well-known that for all $x \in \mathbb{R}^n$, $\sigma_C(x) = |x|_q = \left( \sum_{i=1}^n |x_i|^q \right)^{1/q}$. An easy computation shows that $\partial |.|_q$ is given by:

$$\partial |.|_q(x) = \begin{cases} 
\frac{1}{|x|_q^{1/p}} \left( |x_1|^{q-1} \text{sgn}(x_1), \ldots, |x_n|^{q-1} \text{sgn}(x_n) \right) & \text{if } x \neq 0, \\
\mathbb{B}_p & \text{if } x = 0.
\end{cases}$$

Example 2.4. Let $C := \mathbb{B}_\infty = \{ x \in \mathbb{R}^n, \max_{i=1}^n |x_i| \leq 1 \}$. We classically have for all $x \in \mathbb{R}^n$, $\sigma_C(x) = |x|_1 = \sum_{i=1}^n |x_i|$, and it is then immediate that $\partial |.|_1(x) = (\text{sgn}(x_1), \ldots, \text{sgn}(x_n))$. In particular, we have $\partial |.|_1(0) = \mathbb{B}_\infty$.

Proof. We refer the reader to [1, Theorem 2.1] for a detailed proof of (i). Item (iii) is proved in [1, Propositions 3.1 and 3.2]. Assertion (v) results from [1, Theorem 3.1]. Let us now prove (ii). Remark that the dynamical system $(S)$ can be rewritten as a first-order in time inclusion. Indeed, by setting $y(t) = \dot{x}(t)$ and $g(t) = -\nabla f(x(t))$, the system $(S)$ can be equivalently rewritten as the following nonautonomous inclusion:

$$(2.5) \quad \dot{y}(t) + \partial \Phi(y(t)) \ni g(t).$$

Since the function $g$ is Lipschitz continuous on $\mathbb{R}_+$, hence absolutely continuous, it suffices to apply [6, Proposition 3.3] to find the selection property (ii). Let us finally prove (iv). Let $M > 0$ be a Lipschitz constant of the map $\nabla f$ over the bounded set $\{ x(t), t \geq 0 \}$; the constant $M$ is finite in view of $(H_t - i)$. It is immediate that we check that $|\dot{y}(t)| \leq M |\dot{x}(t)|$ for almost every $t \geq 0$. In view of (iii), it ensues that $\dot{y} \in L^1([0, +\infty[, \mathbb{R}^n)$. By applying [6, Theorem 3.10] to the system (2.5), we immediately deduce that $\lim_{t \to +\infty, \tau \in \Gamma} \dot{y}(t) = 0$, whence (iv). \hfill $\Box$

Given a subset $C \subset \mathbb{R}^n$, it is immediate to check that the function $\Phi := \sigma_C$ satisfies $(H_{\Phi} - i, ii)$ if and only if the set $C$ is closed, convex, bounded and such that $0 \in \text{int}(C)$. This remark gives rise to the following examples, obtained by particularizing the set $C$.

Example 2.2. Let $L \in M_n(\mathbb{R})$ be a symmetric positive definite matrix. Define the set $C := \mathbb{B}_L = \{ x \in \mathbb{R}^n, \langle L x, x \rangle \leq 1 \}$ and the associated norm $|.|_L$ given by $|x|_L = \sqrt{\langle L x, x \rangle}$. It is easy to check that, for every $x \in \mathbb{R}^n$, $\sigma_{\mathbb{B}_L}(x) = \sqrt{\langle L^{-1} x, x \rangle} = |x|_{L^{-1}}$. An immediate computation shows that $\sigma_{\mathbb{B}_L}$ is differentiable on $\mathbb{R}^n \setminus \{0\}$ and that:

$$\forall x \in \mathbb{R}^n \setminus \{0\}, \quad \nabla \sigma_{\mathbb{B}_L}(x) = \frac{L^{-1} x}{\sqrt{\langle L^{-1} x, x \rangle}}.$$
Example 2.5. Let \( C := B_1 = \{ x \in \mathbb{R}^n, \sum_{i=1}^{n} |x_i| \leq 1 \} \). It is classical that for all \( x \in \mathbb{R}^n \), \( \sigma_C(x) = |x|_{\infty} = \max_{1 \leq i \leq n} |x_i| \) and since \( |.|_{\infty} \) is the supremum of a finite collection of convex functions, the usual rule of subdifferentiation yields:

\[
\partial |.|_{\infty}(x) = \begin{cases} \operatorname{conv} \{ \operatorname{sgn}(x_i)e_i, i \in I_x \} & \text{if } x \neq 0, \\
\mathbb{B}_1 & \text{if } x = 0
\end{cases}
\]

where \( (e_1, ..., e_n) \) is the canonical basis of \( \mathbb{R}^n \) and \( I_x = \{ i \in \{1, ..., n\}, |x_i| = |x|_{\infty} \} \) is the set of active indices.

The previous examples will serve us as a guideline throughout the paper.

2.3. Finite time stabilization and counterexamples. The most remarkable feature of the dry friction condition \( 0 \in \operatorname{int}(\partial \Phi(0)) \) is the finite time stabilization of the associate dynamics. A first result in this direction is given by the following statement, where the limit \( x_{\infty} \) is assumed to satisfy some interior condition.

Proposition 2.6. Under hypotheses \((\mathcal{H})\), let \( x \) be the unique solution of the differential inclusion \((S)\) and let us denote by \( x_{\infty} := \lim_{t \to +\infty} x(t) \) its limit when \( t \to +\infty \). If \( -\nabla f(x_{\infty}) \in \operatorname{int}(\partial \Phi(0)) \), then there exists \( t_0 \geq 0 \) such that \( x(t) = x_{\infty} \) for every \( t \geq t_0 \).

The reader is referred to [1, Theorem 3.2] for the proof of this result. When condition \( -\nabla f(x_{\infty}) \in \operatorname{int}(\partial \Phi(0)) \) does not hold, the trajectory \( x \) may not converge in a finite time, as shown by the following examples.

Example 2.7. Take \( n = 1, \Phi := |.| + |.|^2 \) (so that \( \partial \Phi(0) = [-1, 1] \)) and \( f := |.|^2/2 \). The differential inclusion \((S)\) then reduces to:

\[(S) \quad \ddot{x}(t) + \operatorname{sgn}(\dot{x}(t)) + 2\dot{x}(t) + x(t) \geq 0.
\]

Let us choose as initial conditions \( x(0) = 2 \) and \( \dot{x}(0) = -1 \). We let the reader check that the unique solution to \((S)\) is given by \( x(t) = 1 + e^{-t} \), \( t \geq 0 \). The trajectory tends toward the value \( x_{\infty} = 1 \), which satisfies \( -f'(x_{\infty}) = -1 \in \partial(\Phi(0)) \). However the convergence does not hold in a finite time.

Example 2.8. Take \( n = 1, \Phi := |.| \) and \( f := -|.|^2/2 \). The underlying differential inclusion is:

\[(S) \quad \ddot{x}(t) + \operatorname{sgn}(\dot{x}(t)) - x(t) \geq 0.
\]

We let the reader check that the unique solution to \((S)\) satisfying \( (x(0), \dot{x}(0)) = (0, 1) \) is given by \( x(t) = 1 - e^{-t} \), \( t \geq 0 \). The trajectory \( x \) exponentially tends toward \( x_{\infty} = 1 \).

In the previous two examples, the rate of convergence toward \( x_{\infty} \) is exponential. We now give an example in which the convergence is polynomial.

Example 2.9. Take \( n = 1, \Phi := |.| + 2/3 |.|^{3/2} + 4/5 |.|^{5/2} \) and \( f := |.|^2/2 \). This gives rise to the following differential inclusion:

\[(S) \quad \ddot{x}(t) + \operatorname{sgn}(\dot{x}(t)) \left( 1 + |\dot{x}(t)|^{1/2} + 2 |\dot{x}(t)|^{3/2} \right) + x(t) \geq 0.
\]

Consider the inclusion \((S)\) on \([1, +\infty[\) and take as initial conditions \( (x(1), \dot{x}(1)) = (2, -1) \). It is immediate to check that the unique solution to the Cauchy problem is equal to \( x(t) = 1 + 1/t, t \geq 1 \).
The purpose of the paper is to study the asymptotic properties of (S) when the vector \(-\nabla f(x_\infty)\) belongs to the boundary of the set \(\partial \Phi(0)\). We will show that, in a rather large setting the convergence rate is (at least) exponential. We will also determine sufficient conditions on \(\Phi\) and \(f\) ensuring the finite time stabilization of (S).

2.4. Structure of the zeroes of the map \(\dot{x}\). Let us now study the topological structure of the set \(D = \{ t \in \mathbb{R}_+, \quad |\dot{x}(t)| = 0 \}\).

**Proposition 2.10.** Under the hypotheses (H), let \(x\) be the unique solution to the dynamical system (S) and let us set \(D := \{ t \in \mathbb{R}_+, \quad |\dot{x}(t)| = 0 \}\). Then, either the set \(D\) equals the interval \([t_0, +\infty[\) for some \(t_0 \geq 0\) or the set \(D\) is discrete and countable (hence of zero measure).

**Proof.** Assume that \(D\) is not equal to any interval \([t_0, +\infty[\) with \(t_0 \geq 0\). Consider any \(t_1 > 0\) satisfying \(|\dot{x}(t_1)| = 0\) (if such an element does not exist, the conclusion is trivial) and let us prove that it is an isolated point of \(D\). Let us first remark that we necessarily have \(-\nabla f(x(t_1)) \notin \partial \Phi(0)\). Indeed, if \(-\nabla f(x(t_1)) \in \partial \Phi(0)\), then the constant function equal to \(x(t_1)\) on \([t_1, +\infty[\) is a solution to (S), and from the uniqueness result we derive that \(x(t) = x(t_1)\) for every \(t \geq t_1\), a contradiction.

Since \(-\nabla f(x(t_1)) \notin \partial \Phi(0)\), it is possible to strictly separate the convex compact set \(\{0\}\) from the closed convex set \(\partial \Phi(0) + \nabla f(x(t_1))\). More precisely, there exist \(p \in \mathbb{R}^n\) and \(m \in \mathbb{R}_+^*\) such that:

\[
\forall \xi \in \partial \Phi(0), \quad \langle \xi + \nabla f(x(t_1)), p \rangle > m.
\]

By using the graph-closedness property of the operator \(\partial \Phi\) and the continuity of \(\nabla f\), one can easily show that there exists \(\varepsilon > 0\) such that

\[
\forall t \in ]t_1 - \varepsilon, t_1 + \varepsilon[, \quad \forall \xi \in \partial \Phi(\dot{x}(t)), \quad \langle \xi + \nabla f(x(t)), p \rangle > m.
\]

In view of (S), we deduce that, for almost every \(t \in ]t_1 - \varepsilon, t_1 + \varepsilon[, \langle \dot{x}(t), p \rangle < -m\). Let us integrate this inequality on \([t_1, t]\) to obtain:

\[
\forall t \in ]t_1 - \varepsilon, t_1 + \varepsilon[, \quad |\langle \dot{x}(t), p \rangle| > m |t - t_1|.
\]

Therefore, we have \(|\dot{x}(t)| \neq 0\) for every \(t \in ]t_1 - \varepsilon, t_1 + \varepsilon[\) and hence \(D \cap ]t_1 - \varepsilon, t_1 + \varepsilon[ = \{t_1\}\), i.e. \(t_1\) is isolated in \(D\). Since this is true for every \(t_1 \in D\), the set \(D\) is discrete.

On the other hand, the set \(D\) is clearly closed in view of the continuity of the map \(t \mapsto |\dot{x}(t)|\). We infer that every bounded subset of \(D\) is finite. We conclude that the set \(D\) is countable as a countable union of finite sets. \(\square\)

3. Analysis of the boundary case (I): \(\partial \Phi(0)\) smooth

Let us recall that a convex set \(C \subset \mathbb{R}^n\) is said to be smooth at a point \(\bar{x} \in C\) if \(N_C(\bar{x})\) is reduced to a half-line. The set \(C\) is said to be smooth if it is smooth at every point of its boundary.

3.1. Analysis of the mode of convergence. The next result shows that if the set \(\partial \Phi(0)\) is smooth, then either the solution \(x\) to (S) converges in a finite time or the direction of the velocity vector \(\dot{x}(t)\) tends to be normal to the boundary of \(\partial \Phi(0)\) when \(t \to +\infty\). Let us recall that \(\Gamma\) is the subset of \(\mathbb{R}_+\) on which the map \(\dot{x}\) is derivable and the inclusion (S) is satisfied. On the other hand, we denote by \(D\) the set of the zeroes of the map \(t \mapsto |\dot{x}(t)|\).
Proposition 3.1. Under hypotheses (H), let $x$ be the unique solution of the differential inclusion (S) and let us denote by $x_\infty := \lim_{t \to +\infty} x(t)$ its limit when $t \to +\infty$. Assume that the set $\partial \Phi(0)$ is smooth at the point $-\nabla f(x_\infty)$ and consider the unique vector $u \in \mathbb{R}^n$ defined by $|u| = 1$ and $N_{\partial \Phi(0)}(-\nabla f(x_\infty)) = \mathbb{R}_+ u$. Then, either the solution $x$ converges in a finite time or we have

$$\lim_{t\to +\infty, t \notin D} \frac{\dot{x}(t)}{|\dot{x}(t)|} = u, \quad (3.1)$$

$$x(t) = x_\infty - \left( \int_t^{+\infty} |\dot{x}(s)| \, ds \right) u + o \left( \int_t^{+\infty} |\dot{x}(s)| \, ds \right), \quad (3.2)$$

As a consequence, we have the equivalence $|x(t) - x_\infty| \sim \int_t^{+\infty} |\dot{x}(s)| \, ds$ when $t \to +\infty$ and we deduce that either $x(t) = x_\infty$ for $t$ large enough or $|x(t) - x_\infty| > 0$ for $t$ large enough.

Proof. Assume that the trajectory $x$ does not converge in a finite time. We deduce from Proposition 2.10 that the set $D$ is discrete. Let $d \in \mathbb{R}^n$ be a limit point of $\{\dot{x}(t)/|\dot{x}(t)|, \ t \in \mathbb{R}_+ \setminus D\}$: there exists a sequence $(t_n) \subset \mathbb{R}_+ \setminus D$ tending to $+\infty$ such that $\lim_{n \to +\infty} \dot{x}(t_n)/|\dot{x}(t_n)| = d$. From the continuity of the map $\dot{x}$, we can assume without loss of generality that $(t_n) \subset \Gamma \setminus D$ and hence

$$-\dot{x}(t_n) - \nabla f(x(t_n)) \in \partial \Phi(\dot{x}(t_n)).$$

Let $\xi \in \mathbb{R}^n$ be an element of $\partial \Phi(0)$; from the monotonicity of $\partial \Phi$, we have

$$\left\langle -\dot{x}(t_n) - \nabla f(x(t_n)) - \xi, \frac{\dot{x}(t_n)}{|\dot{x}(t_n)|} \right\rangle \geq 0.$$

Take the limit in the previous inequality when $n \to +\infty$. In view of Theorem 2.1 (iv), we have $\lim_{n \to +\infty} \dot{x}(t_n) = 0$ so that we find $\langle \nabla f(x_\infty) + \xi, d \rangle \leq 0$. Since the last inequality holds true for every $\xi \in \partial \Phi(0)$, we deduce that $d \in N_{\partial \Phi(0)}(-\nabla f(x_\infty)) = \mathbb{R}_+ u$. On the other hand, we have $\dot{x}(t)/|\dot{x}(t)| \in S$ and we infer that $d \in S \cap \mathbb{R}_+ u = \{u\}$. As a consequence, the vector $u$ is the unique limit point of the bounded map $t \mapsto \dot{x}(t)/|\dot{x}(t)|$, and we conclude that equality (3.1) holds. Notice that this equality can be equivalently rewritten as $\dot{x}(t) = |\dot{x}(t)| u + o(|\dot{x}(t)|)$ when $t \to +\infty$. Integrating the last equality on $[t, +\infty]$ and taking into account the fact that $|\dot{x}| \in L^1(0, +\infty)$, we obtain (3.2). The other assertions are immediate consequences of (3.2). \hfill \square

3.2. Estimation of the convergence rate. In the sequel of the paper, the convexity (or even the strong convexity) of $f$ will play a crucial role in the asymptotic analysis of (S), as suggested by the examples of section 2.3. Let us recall that the smooth function $f : \mathbb{R}^n \to \mathbb{R}$ is said to be strongly convex if there exists $M > 0$ such that

$$\forall x, y \in \mathbb{R}^n, \quad \langle \nabla f(x) - \nabla f(y), x - y \rangle \geq M |x - y|^2. \quad (3.3)$$

It is easy to show that the previous formulation is equivalent to the following one:

$$\forall x, y \in \mathbb{R}^n, \quad f(x) \geq f(y) + \langle \nabla f(y), x - y \rangle + M/2 |x - y|^2.$$

The next result shows that either the solutions to (S) converge in a finite time or the convergence rate is exponential.
Theorem 3.2. Under hypotheses (H), suppose that there exist \( \eta > 0 \) and \( \alpha \geq 0 \) such that

\[
|x| \leq \eta \implies e \left( \partial \Phi(x), \partial \Phi(0) \right) \leq \alpha |x|.
\]

Assume moreover that the function \( f \) satisfies the strong convexity assumption (3.3). Let \( x \) be the unique solution of the differential inclusion (S), and let us denote by \( x_\infty := \lim_{t \to +\infty} x(t) \) its limit when \( t \to +\infty \). If the set \( \partial \Phi(0) \) is smooth at the point \(-\nabla f(x_\infty)\), then one of the following cases holds:

(i) There exists \( t_0 \geq 0 \) such that \( x(t) = x_\infty \) for every \( t \geq t_0 \).

(ii) There exist \( t_1 \geq 0, A, B > 0 \) and \( \gamma_1, \gamma_2 > 0 \) such that for every \( t \geq t_1 \),

\[
|x(t) - x_\infty| \geq A e^{-\gamma_1 t} \quad \text{and} \quad \int_t^{t+\infty} |x(s) - x_\infty| ds \leq B e^{-\gamma_2 t}.
\]

Any positive exponent \( \gamma_1 > \alpha \) (resp. \( \gamma_2 < M/\alpha \)) satisfies the previous estimate. If moreover \( \alpha < \sqrt{M} \), then case (i) necessarily occurs.

Proof. Let us assume that case (i) does not hold, i.e. the solution \( x \) does not converge toward \( x_\infty \) in a finite time. For every \( t \in \Gamma \), we have \(-\ddot{x}(t) - \nabla f(x(t)) \in \partial \Phi(\dot{x}(t))\). Let us define \( \xi(t) \) as the unique element of \( \partial \Phi(0) \) such that

\[
d\left( -\ddot{x}(t) - \nabla f(x(t)), \partial \Phi(0) \right) = |\xi(t) + \ddot{x}(t) + \nabla f(x(t))|. \]

Since the set \( \partial \Phi(0) \) is smooth at the point \(-\nabla f(x_\infty)\), there exists \( u \in \mathbb{R}^n \) such that \( |u| = 1 \) and \( N_{\partial \Phi(0)} (-\nabla f(x_\infty)) = \mathbb{R}^n + u \). Let us write that

\[
\langle \ddot{x}(t), u \rangle = \langle \xi(t) + \ddot{x}(t) + \nabla f(x(t)), u \rangle - \langle \xi(t) + \nabla f(x_\infty), u \rangle + \langle \nabla f(x(t)) - \nabla f(x_\infty), -u \rangle,
\]

and let us evaluate each term of the right member. From the definition of \( \xi(t) \) we have for every \( t \in \Gamma \):

\[
|\xi(t) + \ddot{x}(t) + \nabla f(x(t))| \leq \sup_{y \in \partial \Phi(\dot{x}(t))} d(y, \partial \Phi(0)) = e \left( \partial \Phi(\dot{x}(t)), \partial \Phi(0) \right).
\]

Since \( \lim_{t \to +\infty} \dot{x}(t) = 0 \), there exists \( t_0 \geq 0 \) such that \( |\dot{x}(t)| \leq \eta \) for every \( t \geq t_0 \). Hence we deduce from assumption (3.4) and the previous inequality that

\[
\forall t \in [t_0, +\infty[ \cap \Gamma, \quad |\xi(t) + \ddot{x}(t) + \nabla f(x(t))| \leq \alpha |\dot{x}(t)|.
\]

On the other hand, since \( u \in N_{\partial \Phi(0)} (-\nabla f(x_\infty)) \) and \( \xi(t) \in \partial \Phi(0) \), we infer

\[
\langle u, \xi(t) + \nabla f(x_\infty) \rangle \leq 0.
\]

From Proposition 3.1, we have \( x(t) - x_\infty = -|x(t) - x_\infty| u + o(|x(t) - x_\infty|) \) and \( |x(t) - x_\infty| > 0 \) for \( t \) large enough. We deduce that

\[
\langle \nabla f(x(t)) - \nabla f(x_\infty), -u \rangle = \left\langle \nabla f(x(t)) - \nabla f(x_\infty), \frac{x(t) - x_\infty}{|x(t) - x_\infty|} + o(1) \right\rangle.
\]

Since \( \nabla f \) is Lipschitz continuous in the neighborhood of \( x_\infty \), we have

\[
\langle \nabla f(x(t)) - \nabla f(x_\infty), o(1) \rangle = o(|x(t) - x_\infty|) \quad \text{when} \quad t \to +\infty.
\]

Hence, in view of (3.3) and (3.9), we infer that

\[
\langle \nabla f(x(t)) - \nabla f(x_\infty), -u \rangle \geq M |x(t) - x_\infty| + o(|x(t) - x_\infty|).
\]
Let us set $F(t) := \int_t^{+\infty} |\dot{x}(s)| \, ds$; from Proposition 3.1, we have the equivalence $|x(t) - x_\infty| \sim F(t)$ when $t \to +\infty$. As a consequence, the previous inequality can be rewritten as:

$$\langle \nabla f(x(t)) - \nabla f(x_\infty), -u \rangle \geq M F(t) + o(F(t)). \quad (3.10)$$

In view of (3.6), we deduce from (3.7), (3.8) and (3.10) that

$$\langle \dot{x}(t), u \rangle \geq -\alpha |\dot{x}(t)| + M F(t) + o(F(t)). \quad (3.11)$$

It ensues that $\int_0^{+\infty} F(s) \, ds < +\infty$ so that we can define the function $G : \mathbb{R}_+ \to \mathbb{R}$ by $G(t) = \int_t^{+\infty} F(s) \, ds$. Now integrate inequality (3.11) on $[t, +\infty[$ to find:

$$-\langle \dot{x}(t), u \rangle \geq -\alpha F(t) + M G(t) + o(G(t)).$$

From equality (3.1) of Proposition 3.1, we infer that

$$|\dot{x}(t)| + o(|\dot{x}(t)|) + M G(t) + o(G(t)) \leq \alpha F(t).$$

As a consequence, for every $\varepsilon \in [0, 1]$, there exist $t_1 \geq t_0$ such that for every $t \geq t_1$

$$(1 - \varepsilon) |\dot{x}(t)| \leq \alpha F(t) \quad \text{and} \quad (1 - \varepsilon) MG(t) \leq \alpha F(t).$$

If $\alpha = 0$, we deduce from the first inequality that $|\dot{x}(t)| = 0$ for every $t \geq t_1$. Now assume that $\alpha > 0$. Setting $\gamma_1 = \alpha/(1 - \varepsilon)$ and $\gamma_2 = (1 - \varepsilon) M/\alpha$, the previous two inequalities can be rewritten as

$$\dot{F}(t) + \gamma_1 F(t) \geq 0 \quad \text{and} \quad \dot{G}(t) + \gamma_2 G(t) \leq 0.$$

An elementary integration of these inequalities on $[t_1, t]$ yields respectively:

$$F(t) \geq F(t_1) e^{-\gamma_1 (t-t_1)} \quad \text{and} \quad G(t) \leq G(t_1) e^{-\gamma_2 (t-t_1)}.$$}

The conclusion follows from the equivalence $|x(t) - x_\infty| \sim \int_t^{+\infty} |\dot{x}(s)| \, ds$ when $t \to +\infty$.

Let us now prove the last assertion of the theorem. Let us argue by contradiction and assume that case (ii) holds. An immediate integration of the first inequality of (3.5) on $[t, +\infty[$ shows that $\int_t^{+\infty} |x(s) - x_\infty| \, ds \geq A/\gamma_1 e^{-\gamma_1 t}$, for every $t \geq t_1$.

In view of the second inequality of (3.5), the exponents must satisfy $\gamma_2 \leq \gamma_1$. Since this is true for every $\gamma_1 > \alpha$ and $\gamma_2 < M/\alpha$, we conclude that $M \leq \alpha^2$, which contradicts the assumption. \qed

Let us now briefly comment on the assumptions of Theorem 3.2. If condition (3.4) is not fulfilled, then the convergence rate may not be exponential; see for instance Example 2.9 where it is polynomial. In the same direction, Example 2.8 shows that without convexity assumption on $f$, the trajectory $x$ may not converge in a finite time, even if $\alpha = 0$. In the next corollary, we focus on the particular case where $\Phi := \sigma_C + \Psi$ for some convex set $C \subset \mathbb{R}^n$ and some smooth convex function $\Psi : \mathbb{R}^n \to \mathbb{R}$.

**Corollary 3.3.** Let $C$ be a closed convex subset of $\mathbb{R}^n$ which is bounded and such that $0 \in \text{int}(C)$. Consider a convex function $\Psi : \mathbb{R}^n \to \mathbb{R}$ of class $C^1$ such that there exist $\eta > 0$ and $\alpha \geq 0$ satisfying

$$|x| \leq \eta \implies |
abla \Psi(x)| \leq \alpha |x|.$$ 

Assume that the function $\Phi : \mathbb{R}^n \to \mathbb{R}$ is defined by $\Phi := \sigma_C + \Psi$. Suppose moreover that the function $f : \mathbb{R}^n \to \mathbb{R}$ verifies $(\mathcal{H}_f - i, ii)$ and the strong convexity
Millot [11, Theorem 2].

The key property that will be exploited next is the following one: let $\bar{x}$ be a convex polyhedron and $\bar{x}$.

**Corollary 3.3.** If the set $C$ is smooth at the point $-\nabla f(x_{\infty})$, then the solution $x$ of $(S)$ satisfies the same conclusions as in Theorem 3.2.

**Proof.** Let us compute the excess $e\left(\partial \Phi(x), \partial \Phi(0)\right)$. It is immediate to check that $\partial \sigma_C(0) = C$ and $\partial \sigma_C(x) \subset C$ for every $x \in \mathbb{R}^n$. Hence,

$$
e(\partial \Phi(x), \partial \Phi(0)) \leq e\left(\nabla \Psi(x) + C, C\right) = \sup_{y \in C} d(\nabla \Psi(x) + y, C) \leq \sup_{y \in C} |\nabla \Psi(x) + y - y| = |\nabla \Psi(x)| \leq \alpha |x|.$$

It now suffices to apply Theorem 3.2.

If the set $C$ is smooth at every point of its boundary, the conclusions of the previous corollary automatically hold without condition on $x_{\infty}$. This is for example the case when $C = B_L$ (see Example 2.2) or $C = B_p$ for some $p \in [1, +\infty]$ (see Example 2.3).

Let us now focus our attention on the case where the set $\Phi(0)$ is a convex polyhedron. The key property that will be exploited next is the following one: let $C \subset \mathbb{R}^n$ be a convex polyhedron and $\bar{x} \in C$. Then, there exists a neighbourhood $V$ of $\bar{x}$ such that

$$\forall x \in V, \quad N_C(x) \subset N_C(\bar{x}).$$

This property will play a crucial role in the asymptotic analysis of $(S)$.

**4. Analysis of the boundary case (II): $\partial \Phi(0)$ convex polyhedron**

We now focus our attention on the case where the set $\partial \Phi(0)$ is a convex polyhedron. The key property that will be exploited next is the following one: let $C \subset \mathbb{R}^n$ be a convex polyhedron and $\bar{x} \in C$. Then, there exists a neighbourhood $V$ of $\bar{x}$ such that

$$\forall x \in V, \quad N_C(x) \subset N_C(\bar{x}).$$

This property will play a crucial role in the asymptotic analysis of $(S)$.

**4.1. Analysis of the mode of convergence.** Denoting by $x$ the unique solution to $(S)$, the next result shows that the velocity vector $\dot{x}(t)$ is normal to the boundary of $\partial \Phi(0)$ for $t$ large enough. We need the following technical assumption:

$$\lim_{x \to 0} e\left(\partial \Phi(x), \partial [\Phi(0)\cdot](x)\right) = 0,$$
where \(e(A, B)\) denotes the excess of the set \(A\) over the set \(B\). It is immediate to check that assumption (4.2) holds when \(\Phi = \sigma\) and some convex function \(\Psi : \mathbb{R}^n \to \mathbb{R}\) such that \(\partial \Psi(0) = \{0\}\).

**Proposition 4.1.** Under the hypotheses (H), assume that \(\partial \Phi(0)\) is a convex polyhedron and that (4.2) holds. Let \(x\) be the unique solution to the dynamical system (S) and let us set \(x_\infty := \lim_{t \to +\infty} x(t)\). Then there exists \(t_0 \geq 0\) such that

\[
\forall t \geq t_0, \quad \dot{x}(t) \in N_{\partial \Phi(0)}(-\nabla f(x_\infty)).
\]

**Proof.** From the definition of \(\xi\) we have: \(\dot{x}(t) = \nabla f(x(t))\). Let us define \(\xi(t)\) as the unique element of \(\partial[\Phi(0)](\dot{x}(t))\) such that

\[
d(\dot{x}(t) - \nabla f(x(t)), \partial[\Phi(0)](\dot{x}(t))) = |\xi(t) + \dot{x}(t) + \nabla f(x(t))|.
\]

From the definition of \(\xi(t)\) we have for every \(t \in \Gamma\):

\[
|\xi(t) + \dot{x}(t) + \nabla f(x(t))| \leq \sup_{y \in \partial \Phi(\dot{x}(t))} d(y, \partial[\Phi(0)](\dot{x}(t)))
= e(\partial \Phi(\dot{x}(t)), \partial[\Phi(0)](\dot{x}(t))).
\]

Since \(\lim_{x \to 0} e(\partial \Phi(x), \partial[\Phi(0)](x)) = 0\) and \(\lim_{t \to +\infty} \dot{x}(t) = 0\), we deduce from the previous inequality that \(\lim_{t \to +\infty, t \in \Gamma} \xi(t) + \dot{x}(t) + \nabla f(x(t)) = 0\). Recalling that \(\lim_{t \to +\infty, t \in \Gamma} \dot{x}(t) = 0\) (cf. Theorem 2.1 (iv)) and that \(\lim_{t \to +\infty} \nabla f(x(t)) = \nabla f(x_\infty)\), we infer that \(\lim_{t \to +\infty, t \in \Gamma} \xi(t) = \nabla f(x_\infty)\). Let us apply property (4.1) with \(C := \partial \Phi(0)\) and \(\bar{x} := -\nabla f(x_\infty) \in \partial \Phi(0)\). Since \(\lim_{t \to +\infty, t \in \Gamma} \xi(t) = -\nabla f(x_\infty)\), there exists \(t_0 \geq 0\) such that \(\xi(t) \in V\) for almost every \(t \geq t_0\). Recalling that \(\partial[\Phi(0)] = (N_{\partial \Phi(0)})^{-1}\), it ensues that

\[
\dot{x}(t) \in N_{\partial \Phi(0)}(\xi(t)) \subset N_{\partial \Phi(0)}(-\nabla f(x_\infty)) \quad \text{a.e. on } [t_0, +\infty[.
\]

The continuity of \(\dot{x}\) clearly shows that the previous inclusion holds for every \(t \geq t_0\), which ends the proof. \(\square\)

**4.2. Minorization by an exponential decay rate.** Let us recall that the energy-like function \(E\) defined by \(E(t) := \frac{1}{2} |\dot{x}(t)|^2 + f(x(t))\) is decreasing along the trajectories of (S) and that for almost every \(t \in \mathbb{R}_+\),

\[
\dot{E}(t) \leq \Phi(0) - \Phi(\dot{x}(t)) \leq 0
\]

(see [1] for more details). Let us define the function \(H\) by

\[
H(t) = E(t) - f(x_\infty) - \langle \nabla f(x_\infty), x(t) - x_\infty \rangle.
\]

The function \(H\) is nonincreasing; indeed, from (4.3) we have:

\[
\dot{H}(t) \leq \Phi(0) - \Phi(\dot{x}(t)) - \langle \nabla f(x_\infty), \dot{x}(t) \rangle.
\]

Since \(-\nabla f(x_\infty) \in \partial \Phi(0)\), the subdifferential inequality gives

\[
-\langle \nabla f(x_\infty), \dot{x}(t) \rangle \leq \Phi(\dot{x}(t)) - \Phi(0) \quad \text{and the announced result follows. The Lyapunov function } H \text{ will play an essential role throughout this section. The next result asserts that either the solutions to (S) converge in a finite time or the convergence rate is minorized by some negative exponential.}
Theorem 4.2. Under hypotheses (H), assume that $\partial \Phi(0)$ is a convex polyhedron and that (4.2) holds. Suppose moreover that there exist $\eta > 0$ and $\alpha \geq 0$ such that

$$|x| \leq \eta \implies e\left(\partial \Phi(x), \partial \Phi(0)\right) \leq \alpha |x|.$$  

The function $f$ is assumed to be convex. Let $x$ be the unique solution of the differential inclusion (S) and let us denote by $x_\infty := \lim_{t \to +\infty} x(t)$ its limit when $t \to +\infty$.

Then, one of the following cases holds:

(i) There exists $t_0 \geq 0$ such that $x(t) = x_\infty$ for every $t \geq t_0$.

(ii) There exist $t_1 \geq 0$ and $A > 0$ such that

$$\forall t \geq t_1, \quad \int_{t}^{+\infty} |\dot{x}(s)|^2 ds \geq A e^{-\alpha t}.$$  

If moreover $\alpha = 0$, then case (i) necessarily holds, i.e. the solution $x$ of (S) is stabilized in a finite time.

Proof. Consider the function $H$ defined above; we have for every $t \in \Gamma$,

$$\dot{H}(t) = \langle \dot{x}(t), \dot{x}(t) + \nabla f(x(t)) - \nabla f(x_\infty) \rangle.$$  

For every $t \in \Gamma$, we have $-\dot{x}(t) - \nabla f(x(t)) \in \partial \Phi(\dot{x}(t))$. Let us define $\xi(t)$ as the unique element of $\partial \Phi(0)$ such that

$$d\left(-\dot{x}(t) - \nabla f(x(t)), \partial \Phi(0)\right) = |\xi(t) + \dot{x}(t) + \nabla f(x(t))|.$$  

It is then clear that, for every $t \in \Gamma$,

$$|\xi(t) + \dot{x}(t) + \nabla f(x(t))| \leq \sup_{y \in \partial \Phi(\dot{x}(t))} d(y, \partial \Phi(0)) = e\left(\partial \Phi(\dot{x}(t)), \partial \Phi(0)\right).$$  

Since $\lim_{t \to +\infty} \dot{x}(t) = 0$, there exists $t_0 \geq 0$ such that $|\dot{x}(t)| \leq \eta$ for every $t \geq t_0$. Hence we deduce from assumption (4.5) and the previous inequality that

$$\forall t \in [t_0, +\infty[, \quad |\xi(t) + \dot{x}(t) + \nabla f(x(t))| \leq \alpha |\dot{x}(t)|.$$  

Since the set $\partial \Phi(0)$ is a convex polyhedron, we infer from Proposition 4.1 the existence of $t_1 \geq t_0$ such that for every $t \geq t_1$, we have $\dot{x}(t) \in N_{\partial \Phi(0)}(-\nabla f(x_\infty))$.

Since $\xi(t) \in \partial \Phi(0)$, it ensues that

$$\langle \dot{x}(t), \xi(t) + \nabla f(x_\infty) \rangle \leq 0.$$  

In view of (4.6), (4.7) and (4.8), we conclude that

$$\forall t \in [t_1, +\infty[ \cap \Gamma, \quad \dot{H}(t) \geq -\alpha |\dot{x}(t)|^2.$$  

Let us integrate the previous inequality on $[t, +\infty[$ to obtain:

$$\frac{1}{2} |\dot{x}(t)|^2 + f(x(t)) - f(x_\infty) - \langle \nabla f(x_\infty), x(t) - x_\infty \rangle \leq \alpha \int_{t}^{+\infty} |\dot{x}(s)|^2 ds.$$  

From the convexity inequality $f(x) \geq f(x_\infty) + \langle \nabla f(x_\infty), x - x_\infty \rangle$, we deduce that

$$\forall t \geq t_1, \quad |\dot{x}(t)|^2 \leq 2 \alpha \int_{t}^{+\infty} |\dot{x}(s)|^2 ds.$$  

An immediate integration on $[t_1, t]$ shows that

$$\forall t \geq t_1, \quad \int_{t}^{+\infty} |\dot{x}(s)|^2 ds \geq \left(\int_{t_1}^{+\infty} |\dot{x}(s)|^2 ds\right) e^{-2 \alpha(t-t_1)}.$$
If \( \int_{t_1}^{+\infty} |\dot{x}(s)|^2 \, ds = 0 \), then clearly \( |\dot{x}(t)| = 0 \) for every \( t \geq t_1 \). If \( \int_{t_1}^{+\infty} |\dot{x}(s)|^2 \, ds > 0 \), the expected formula is obtained by setting \( A := \left( \int_{t_1}^{+\infty} |\dot{x}(s)|^2 \, ds \right) e^{2 \alpha t_1} \).

Now assume that \( \alpha = 0 \). Let us argue by contradiction and assume that case (ii) holds, i.e. there exists \( A > 0 \) such that \( \int_{t}^{+\infty} |\dot{x}(s)|^2 \, ds \geq A \) for \( t \) large enough. This clearly contradicts the fact that \( \lim_{t \to +\infty} \int_{t}^{+\infty} |\dot{x}(s)|^2 \, ds = 0 \), and we conclude that \( x(t) = x_\infty \) for \( t \) large enough.

In the next corollary, we particularize the setting of Theorem 4.2 to the case \( \Phi := \sigma_C + \Psi \), for some convex set \( C \subset \mathbb{R}^n \) and some smooth convex function \( \Psi : \mathbb{R}^n \to \mathbb{R} \).

**Corollary 4.3.** Let \( C \) be a closed convex polyhedron of \( \mathbb{R}^n \) which is bounded and such that \( 0 \in \text{int}(C) \). Consider a convex function \( \Psi : \mathbb{R}^n \to \mathbb{R} \) of class \( C^1 \) such that there exist \( \eta > 0 \) and \( \alpha \geq 0 \) satisfying

\[
|x| \leq \eta \implies |\nabla \Psi(x)| \leq \alpha |x|.
\]

Assume that the function \( \Phi : \mathbb{R}^n \to \mathbb{R} \) is defined by \( \Phi := \sigma_C + \Psi \). Suppose moreover that the function \( f : \mathbb{R}^n \to \mathbb{R} \) is convex and verifies \( (H_f,i,ii) \). Then the solution \( x \) to \((S)\) satisfies the same conclusions as in Theorem 4.2.

**Proof.** Immediate from the previous theorem. See also the proof of Corollary 3.3.

The balls \( B_1 \) and \( B_\infty \) (cf. Examples 2.4 and 2.5) provide us with two standard examples of sets \( C \) satisfying the assumptions of Corollary 4.3.

Assume now that the function \( \Psi \) equals zero, i.e. the friction has no viscous component. It is then immediate from Corollary 4.3 that every solution to \((S)\) stops after a finite time. Therefore the result of finite time stabilization obtained in [5] appears as a consequence of Corollary 4.3. By comparison with Corollary 3.4, one can wonder if there exists a critical coefficient \( b_c \) such that \( b \in [0,b_c[ \) implies the finite time convergence of the trajectory. This question, which is implicitly contained in [11], is still an open problem.

4.3. **Majorization by an exponential decay rate.** In the previous paragraph, we have shown that either the solutions to \((S)\) converge in a finite time or the convergence rate is minorized by some negative exponential. Conversely, we are going to prove that under adequate conditions the convergence rate is majorized by some negative exponential. The key assumption of the next theorem is the existence of a symmetric positive definite matrix \( L \in \mathcal{M}_n(\mathbb{R}) \) such that

\[
e^\left( \partial \Phi(x), \partial [\Phi'(0; :)](x) + L x \right) = O(|x|^2) \quad \text{when } x \to 0.
\]

This condition is clearly stronger than (4.2). Suppose that the function \( \Phi \) equals \( \Phi := \sigma_C + \Psi \) for some convex set \( C \subset \mathbb{R}^n \) and some convex function \( \Psi : \mathbb{R}^n \to \mathbb{R} \) of class \( C^3 \) such that \( \nabla \Psi(0) = 0 \). In this case, equality (4.9) is satisfied with \( L := \nabla^2 \Psi(0) \). This can be easily obtained from a second-order Taylor expansion of the function \( \nabla \Psi \) in the neighborhood of 0.

**Theorem 4.4.** Under the hypotheses \((H)\), suppose that the set \( \partial \Phi(0) \) is a convex polyhedron and that there exists a symmetric positive definite matrix \( L \in \mathcal{M}_n(\mathbb{R}) \).
satisfying (4.9). Assume that the function $f$ is strongly convex, i.e. there exists $M > 0$ such that
\begin{equation}
\forall x, y \in \mathbb{R}^n, \quad f(x) \geq f(y) + \langle \nabla f(y), x - y \rangle + M/2 \|x - y\|^2.
\end{equation}
Let $x$ be the unique solution of the differential inclusion (S) and let us denote by $x_\infty := \lim_{t \to +\infty} x(t)$ its limit when $t \to +\infty$. Then there exist $C, \gamma > 0$ and $t_0 \geq 0$ such that
\[ \forall t \geq t_0, \quad |\dot{x}(t)| \leq C e^{-\gamma t}. \]
Denoting by $\lambda_1$ (resp. $\lambda_n$) the smallest (resp. largest) eigenvalue of the matrix $L$, any positive exponent $\gamma$ such that $\gamma < \min\{\lambda_1/6, (\sqrt{\lambda_2^2 + 4M} - \lambda_n)/8\}$ satisfies the previous estimate.

Proof. For every $t \in \Gamma$, we have $-\dot{x}(t) - \nabla f(x(t)) \in \partial \Phi(\dot{x}(t))$. Let us define $\xi(t)$ as the unique element of the set $\partial \Phi'(0; \cdot)(\dot{x}(t)) + L \dot{x}(t)$ such that
\[ d\left( -\dot{x}(t) - \nabla f(x(t)), \partial \Phi'(0; \cdot)(\dot{x}(t)) + L \dot{x}(t) \right) = |\xi(t) + \dot{x}(t) + \nabla f(x(t))|. \]
In view of assumption (4.9) we have, for every $t \in \Gamma$,
\begin{equation}
|\xi(t) + \dot{x}(t) + \nabla f(x(t))| \leq e\left( \partial \Phi(\dot{x}(t)), \partial \Phi'(0; \cdot)(\dot{x}(t)) + L \dot{x}(t) \right) = O(|\dot{x}(t)|^2).
\end{equation}
Let us define the auxiliary function $F$ by:
\[ F(t) := \langle \dot{x}(t), x(t) - x_\infty \rangle + \frac{1}{2}(L(x(t) - x_\infty), x(t) - x_\infty). \]
An elementary computation shows that for every $t \in \Gamma$
\begin{equation}
\dot{F}(t) = |\dot{x}(t)|^2 + \langle \dot{x}(t) + L \dot{x}(t), x(t) - x_\infty \rangle
\end{equation}
\[ = |\dot{x}(t)|^2 + \langle \dot{x}(t) + \xi(t) + \nabla f(x(t)), x(t) - x_\infty \rangle
\]
\[ - \langle \xi(t) - L \dot{x}(t) + \nabla f(x_\infty), x(t) - x_\infty \rangle
\]
\[ - \langle \nabla f(x(t)), x(t) - x_\infty \rangle + \langle \nabla f(x_\infty), x(t) - x_\infty \rangle. \]
Let us fix some $\eta \in ]0, \lambda_1[$. Since $\lim_{t \to +\infty} x(t) = x_\infty$, we obtain in view of inequality (4.11) that there exists $t_1 \geq 0$ such that, for every $t \in [t_1, +\infty[ \cap \Gamma$,\n\begin{equation}
|\langle \dot{x}(t) + \xi(t) + \nabla f(x(t)), x(t) - x_\infty \rangle| \leq \eta |\dot{x}(t)|^2.
\end{equation}
From the definition of $\xi(t)$, we have for every $t \in \Gamma$
\begin{equation}
\xi(t) - L \dot{x}(t) \in \partial \Phi'(0; \cdot)(\dot{x}(t)) \subset \partial \Phi(0).
\end{equation}
Since the set $\partial \Phi(0)$ is a convex polyhedron, we infer from Proposition 4.1 the existence of $t_2 \geq t_1$ such that $\dot{x}(t) \in N_{\partial \Phi(0)}(-\nabla f(x_\infty))$ for every $t \geq t_2$. An immediate integration on $[t, +\infty[$ shows that $x(t) - x_\infty \in -N_{\partial \Phi(0)}(-\nabla f(x_\infty))$ for every $t \geq t_2$. In view of (4.14), this implies that, for every $t \in [t_2, +\infty[ \cap \Gamma$,
\begin{equation}
\langle \xi(t) - L \dot{x}(t) + \nabla f(x_\infty), x(t) - x_\infty \rangle \geq 0.
\end{equation}
On the other hand, the convexity of $f$ gives
\begin{equation}
\langle \nabla f(x(t)), x(t) - x_\infty \rangle \geq f(x(t)) - f(x_\infty).
\end{equation}
By combining (4.12), (4.13), (4.15) and (4.16), we find
\[ \forall t \in [t_2, +\infty[ \cap \Gamma, \quad \dot{F}(t) \leq (1+\eta) |\dot{x}(t)|^2 - [f(x(t)) - f(x_\infty) - \langle \nabla f(x_\infty), x(t) - x_\infty \rangle]. \]
By introducing the function $H$ defined by (4.4), the previous inequality can be rewritten as

$$\forall t \in [t_2, +\infty[ \cap \Gamma, \quad \dot{F}(t) + H(t) \leq (3/2 + \eta) |\dot{x}(t)|^2. \quad (4.17)$$

Let us now differentiate the function $H$; we find for every $t \in \Gamma$

$$\dot{H}(t) = \langle \dot{x}(t), \dot{x}(t) \rangle + \langle \nabla f(x(t)), \dot{x}(t) \rangle - \langle \nabla f(x_\infty), \dot{x}(t) \rangle$$

$$= \langle \dot{x}(t) + \nabla f(x(t)) + \xi(t), \dot{x}(t) \rangle + \langle -\nabla f(x_\infty) - \xi(t) + L \dot{x}(t), \dot{x}(t) \rangle - \langle L \dot{x}(t), \dot{x}(t) \rangle. \quad (4.18)$$

In view of (4.11), we have

$$|\langle \dot{x}(t) + \nabla f(x(t)) + \xi(t), \dot{x}(t) \rangle| = O \left( |\dot{x}(t)|^3 \right) \quad \text{when } t \to +\infty. \quad (4.19)$$

From the definition of $\xi(t)$, we have $\dot{x}(t) \in N_{\partial \Phi(0)}(\xi(t) - L \dot{x}(t))$ for every $t \in \Gamma$. Since $-\nabla f(x_\infty) \in \partial \Phi(0)$, we infer that

$$-\langle -\nabla f(x_\infty) - \xi(t) + L \dot{x}(t), \dot{x}(t) \rangle \leq 0. \quad (4.20)$$

From (4.18), (4.19) and (4.20), we conclude that

$$\dot{H}(t) \leq -\langle L \dot{x}(t), \dot{x}(t) \rangle + O \left( |\dot{x}(t)|^3 \right).$$

Hence there exists $t_3 \geq t_2$ such that for every $t \in [t_3, +\infty[ \cap \Gamma$,

$$\dot{H}(t) \leq -(\lambda_1 - \eta) |\dot{x}(t)|^2. \quad (4.21)$$

Let us multiply (4.17) by $A_\eta := (\lambda_1 - \eta)/(3/2 + \eta)$ and add to (4.21); we obtain

$$\dot{H}(t) + A_\eta \dot{F}(t) + A_\eta H(t) \leq 0. \quad (4.22)$$

Our purpose now is to deduce from (4.22) a differential equation involving a single function. This is made possible owing to the following relations between the functions $F$ and $H$:

$$\forall t \geq 0, \quad F(t) \geq -H(t)/\lambda_1 \quad \text{and} \quad H(t) \geq B F(t), \quad (4.23)$$

where $B$ is a positive real that we are going to determine. We classically have, for all $\theta > 0$,

$$|\langle \dot{x}(t), x(t) - x_\infty \rangle| \leq \frac{2|\dot{x}(t)|^2}{2\theta} + \frac{\theta + \lambda_1}{2} |x(t) - x_\infty|^2,$$

and hence

$$-\frac{|\dot{x}(t)|^2}{2\theta} + \frac{\theta + \lambda_1}{2} |x(t) - x_\infty|^2 \leq F(t) \leq \frac{|\dot{x}(t)|^2}{2\theta} + \frac{\theta + \lambda_n}{2} |x(t) - x_\infty|^2. \quad (4.24)$$

Taking $\theta = \lambda_1$ in the first inequality of (4.24), we obtain $F(t) \geq -|\dot{x}(t)|^2/(2\lambda_1) \geq -H(t)/\lambda_1$, which is the first inequality of (4.23). On the other hand, from the strong convexity assumption (4.10), we have

$$H(t) \geq \frac{1}{2} |\dot{x}(t)|^2 + \frac{M}{2} |x(t) - x_\infty|^2. \quad (4.25)$$

Setting $\tau(\theta) := \min\{\theta, M/(\theta + \lambda_n)\}$, we deduce from the second inequality of (4.24) and (4.25) that

$$H(t) \geq \tau(\theta) F(t). \quad (4.26)$$

We let the reader check that the function $\tau : \mathbb{R}_+ \to \mathbb{R}$ achieves its maximum at $B := (\sqrt{\lambda_n^2 + 4M} - \lambda_n)/2$ and that $\tau(B) = B$. Taking $\theta = B$ in inequality (4.26),
we obtain the second inequality of (4.23). We deduce from (4.22) and the second inequality of (4.23) that
\begin{equation}
\dot{H}(t) + A_\eta \bar{F}(t) + A_\eta B F(t) \leq 0.
\end{equation}

Let us multiply (4.22) by $B$ and (4.27) by $A_\eta$; adding the two inequalities and setting $G(t) := H(t) + A_\eta F(t)$, this yields:
\begin{equation}
\forall t \in [t_3, +\infty[ \cap \Gamma, \quad (A_\eta + B) \dot{G}(t) + A_\eta B G(t) \leq 0.
\end{equation}

An elementary integration on $[t_3, t]$ gives:
\begin{equation}
\forall t \in [t_3, +\infty[, \quad G(t) \leq G(t_3) e^{-\frac{A_\eta B}{A_\eta + B} (t-t_3)}.
\end{equation}

From the first inequality of (4.23), we have $G(t) \geq H(t) - A_\eta / \lambda_1 H(t)$ and since $A_\eta \leq 2 \lambda_1 / 3$, we finally obtain $G(t) \geq H(t)/3$. Setting $C := 3 G(t_3) e^{\frac{A_\eta B}{A_\eta + B} t_3}$, we deduce in view of (4.28) that
\begin{equation}
\forall t \in [t_3, +\infty[, \quad H(t) \leq C e^{-\frac{A_\eta B}{A_\eta + B} t}.
\end{equation}

Since $\frac{1}{2} |\dot{x}(t)|^2 \leq H(t)$, we conclude that
\begin{equation}
\forall t \in [t_3, +\infty[, \quad |\dot{x}(t)| \leq \sqrt{2 C e^{-\frac{A_\eta B}{A_\eta + B} t}}.
\end{equation}

Now consider some exponent $\gamma > 0$ such that $\gamma < \min\{\lambda_1/6, B/4\}$. Remark that
\[
\lim_{\eta \to 0} \frac{A_\eta B}{A_\eta + B} = \frac{2 \lambda_1}{3} + B \geq \frac{1}{2} \min \left\{ \frac{2 \lambda_1}{3}, B \right\} > 2 \gamma.
\]

By choosing $\eta$ small enough so as to have $A_\eta B/(A_\eta + B) \geq 2 \gamma$, inequality (4.29) gives $|\dot{x}(t)| \leq \sqrt{2 C e^{-\gamma t}}$ for every $t \geq t_3$.

Let us notice that the key condition (4.9) of Theorem 4.4 entails condition (4.5) of Theorem 4.2. This remark gives rise to the following corollary.

**Corollary 4.5.** Under the assumptions of Theorem 4.4, one of the following cases holds:
\begin{enumerate}
\item[(i)] There exists $t_0 \geq 0$ such that $x(t) = x_{\infty}$ for every $t \geq t_0$.
\item[(ii)] There exist $t_1 \geq 0$ and $C_1$, $C_2$, $\gamma_1$, $\gamma_2 > 0$ such that
\begin{equation}
\forall t \geq t_1, \quad |\dot{x}(t)| \leq C_1 e^{-\gamma_1 t} \quad \text{and} \quad \int_{t}^{+\infty} |\dot{x}(s)|^2 \, ds \geq C_2 e^{-\gamma_2 t}.
\end{equation}
\end{enumerate}

Any positive exponent $\gamma_1$ (resp. $\gamma_2$) such that $\gamma_1 < \min\{\lambda_1/6, (\sqrt{\lambda_n^2 + 4 M} - \lambda_n)/8\}$ (resp. $\gamma_2 > 2 \lambda_n$) satisfies the previous estimate.

**Proof.** The first inequality of (4.30) immediately results from Theorem 4.4. Since $\partial[\Phi'(0; .)](x) \subset \partial \Phi(0)$ for every $x \in \mathbb{R}^n$, we have
\begin{equation}
e(\partial \Phi(x), \partial \Phi(0)) \leq e \left( \partial \Phi(x), \partial[\Phi'(0; .)](x) \right).
\end{equation}

For every $y \in \partial \Phi(x)$, we have $d\left(y, \partial[\Phi'(0; .)](x)\right) \leq |Lx| + d\left(y, \partial[\Phi'(0; .)](x)\right) + Lx$, and taking the supremum when $y \in \partial \Phi(x)$, we infer that
\begin{equation}
e \left( \partial \Phi(x), \partial[\Phi'(0; .)](x) \right) \leq |Lx| + e \left( \partial \Phi(x), \partial[\Phi'(0; .)](x) + Lx \right).
\end{equation}
In view of condition (4.9), inequalities (4.31), (4.32) and the fact that $|Lx| \leq \lambda_n |x|$ for every $x \in \mathbb{R}^n$, we conclude that
\[ e(\partial \Phi(x), \partial \Phi(0)) \leq \lambda_n |x| + O(|x|^2). \]

Hence condition (4.5) of Theorem 4.2 is satisfied with $\alpha := \lambda_n + \varepsilon/2$ for any $\varepsilon > 0$. We deduce that either the solution $x$ of $(S)$ converges in a finite time or
\[ \int_{t_0}^{+\infty} |\dot{x}(s)|^2 \, ds \geq C_2 e^{-\left(2 \lambda_n + \varepsilon\right) t} \]
for some positive $C_2$ and $t$ large enough. \qed
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