FINITENESS OF COUSIN COHOMOLOGIES

TAKESI KAWASAKI

Abstract. The notion of the Cousin complex of a module was given by Sharp in 1969. It wasn’t known whether its cohomologies are finitely generated until recently. In 2001, Dibaei and Tousi showed that the Cousin cohomologies of a finitely generated $A$-module $M$ are finitely generated if the base ring $A$ is local, has a dualizing complex, $M$ satisfies Serre’s $(S_2)$-condition and is equidimensional. In the present article, the author improves their result. He shows that the Cousin cohomologies of $M$ are finitely generated if $A$ is universally catenary, all the formal fibers of all the localizations of $A$ are Cohen-Macaulay, the Cohen-Macaulay locus of each finitely generated $A$-algebra is open and all the localizations of $M$ are equidimensional. As a consequence of this, he gives a necessary and sufficient condition for a Noetherian ring to have an arithmetic Macaulayfication.

1. Introduction

Let $A$ be a Noetherian ring. The notion of Cousin complex of an $A$-module was introduced by Sharp [22] as an analogue of Hartshorne [11]. Sharp used the vanishing of its cohomologies for investigating the Cohen-Macaulay property and Serre’s $(S_n)$-condition on modules [21]. The aim of the present article is to study non-zero Cousin cohomologies. The main theorem of this article is the following.

Theorem 1.1. Let $A$ be a Noetherian ring and $M$ a finitely generated $A$-module. Then all the cohomology modules of the Cousin complex of $M$ are finitely generated and only finitely many of them are non-zero if

(C1) $A$ is universally catenary;
(C2) all the formal fibers of all the localizations of $A$ are Cohen-Macaulay;
(C3) the Cohen-Macaulay locus of each finitely generated $A$-algebra is open;
(QU) $\dim M_p = \text{ht } p/q + \dim M_q$ for any pair of prime ideals $p \supset q$ in the support of $M$.

As consequences of Theorem 1.1, we obtain two applications.

Theorem 1.2. Let $A$ be a Noetherian ring of positive dimension. Then the following statements are equivalent:

1) $A$ has an arithmetic Macaulayfication; that is, there is an ideal $b$ of positive height such that the Rees algebra of $b$ is Cohen-Macaulay.
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(2) $A$ satisfies (C1)–(C3) and
(U) $A$ has no embedded primes and
$$\text{ht } p = \text{ht } p/q + \text{ht } q$$
for any pair of prime ideals $p \supset q$ in Spec $A$.

**Theorem 1.3.** A Noetherian ring is a homomorphic image of a Cohen-Macaulay ring if and only if it satisfies (C1)–(C3) and has a codimension function. In particular, an excellent ring is a homomorphic image of a Cohen-Macaulay excellent ring if it has a codimension function.

Although the author [15] established these results for local rings without the use of the Cousin complex, we can prove them for non-local rings by using Theorem 1.1.

Next we consider the assumptions of Theorem 1.1. They are necessary in a sense.

**Theorem 1.4.** Let $A$ be a Noetherian catenary ring. Then the following statements are equivalent:

1. $A$ satisfies (C1)–(C3);
2. for any finitely generated $A$-module $M$ satisfying (QU), all the cohomology modules of the Cousin complex of $M$ are finitely generated and only finitely many of them are non-zero.

We now describe the structure of this article. In the local case, the Cousin complex is closely related to the highest local cohomology module and hence to the canonical module. To show Theorem 1.1, we need to discuss the highest local cohomology. To do this, we give a new notion, called a p-standard sequence, in Sections 2 and 3. It is a generalization of the notion of unconditioned strong $d$-sequence. Next we consider the Koszul cohomologies of the highest local cohomology. In Section 5, we prove Theorem 1.1 for local rings. In 2001, Dibaei and Tousi [5] showed that all the Cousin cohomologies of a finitely generated $A$-module $M$ are finitely generated if $A$ is local, has a dualizing complex, and $M$ is equidimensional and satisfies Serre’s $(S_2)$-condition. However some of their assumptions are redundant. We refine their result. In Section 6, we prove Theorem 1.1 for general rings. Since Theorem 1.1 is proved for local rings, it is enough to establish an analogue of [6, Satz 1]. The key to the proof is the support of the Cousin cohomology. We show that it is small enough by using results in Sections 2–4. We find a similar phenomenon to [8, Theorem 1]. Theorems 1.2–1.4 are proved in Section 8. We need long calculations to prove Theorem 1.2. They are only variants of Theorem 3.6, Corollaries 3.7 and 3.8 of [15]. We separate them from the proof of Theorem 1.2 and give them in Section 7.

2. THE DEFINITION AND BASIC PROPERTIES OF P-STANDARD SEQUENCES

Let $A$ be a commutative ring and $M$ an $A$-module.

**Definition 2.1.** A sequence $x_1, \ldots, x_d$ in $A$ is said to be a $d$-sequence on $M$ if
$$(x_1, \ldots, x_{i-1})M: x_i x_j = (x_1, \ldots, x_{i-1})M: x_j$$
whenever $1 \leq i \leq j \leq d$. The sequence $x_1, \ldots, x_d$ is said to be a strong $d$-sequence on $M$ if $x_1^{n_1}, \ldots, x_d^{n_d}$ is a $d$-sequence on $M$ for any positive integers $n_1, \ldots, n_d$. The sequence $x_1, \ldots, x_d$ is said to be an unconditioned strong $d$-sequence on $M$ if it is a strong $d$-sequence on $M$ in any order.
The notion of a $d$-sequence was given by Huneke [12] and that of an unconditioned strong $d$-sequence was given by Goto and Yamagishi [9].

An unconditioned strong $d$-sequence has many good properties, but its definition is so strong that we cannot use it for our purpose. We want to give a weaker notion than that of an unconditioned strong $d$-sequence.

Note that a sequence $x_1, \ldots, x_d$ is an unconditioned strong $d$-sequence if and only if
\[ (x_1^\lambda | \lambda \in \Lambda)M : x_i^{n_i} = (x_1^\lambda | \lambda \in \Lambda)M : x_j^{n_j} \]
for any positive integers $n_1, \ldots, n_d$, any subset $\Lambda \subseteq \{1, \ldots, d\}$ and $i, j \in \{1, \ldots, d\} \setminus \Lambda$.

**Definition 2.2.** A sequence $x_1, \ldots, x_d$ in $A$ is said to be an unconditioned p-sequence on $M$ if
\[ (x_1^\lambda | \lambda \in \Lambda)M : x_i^{n_i} = (x_1^\lambda | \lambda \in \Lambda)M : x_i \]
for any positive integers $n_1, \ldots, n_d$, any subset $\Lambda \subseteq \{1, \ldots, d\}$ and $i \in \{1, \ldots, d\} \setminus \Lambda$.

Let $0 \leq s < d$ be an integer. The sequence $x_1, \ldots, x_d$ is said to be a p-standard sequence on $M$ of type $s$ if
\[ (x_1^\lambda | \lambda \in \Lambda)M : x_i^{n_i} x_j^{n_j} = (x_1^\lambda | \lambda \in \Lambda)M : x_j^{n_j} \]
for any positive integers $n_1, \ldots, n_d$, any subset $\Lambda \subseteq \{1, \ldots, d\}$ and $i, j \in \{1, \ldots, d\} \setminus \Lambda$ such that $i \leq j$ or $s < j$. If $x_1, \ldots, x_d$ is a p-standard sequence on $M$ of type $s$ for some $0 \leq s < d$, then we simply call it a p-standard sequence on $M$.

N. T. Cuong [3, p. 481] gave the notion of an unconditioned p-sequence. Naturally a p-standard sequence is an unconditioned p-sequence. Furthermore a sequence is an unconditioned strong $d$-sequence if and only if it is a p-standard sequence of type 0.

The following propositions were first shown by Goto and Yamagishi for unconditioned strong $d$-sequences.

**Proposition 2.3.** Let $x_1, \ldots, x_d$ be an unconditioned p-sequence on $M$, $n_1, \ldots, n_d$ positive integers, $\Lambda \subseteq \{1, \ldots, d\}$ a subset and $i \in \{1, \ldots, d\} \setminus \Lambda$. Then
\[ (x_1^\lambda | \lambda \in \Lambda)M : x_i^{n_i} = \sum_{\Lambda' \subset \Lambda} \left( \prod_{\lambda \in \Lambda'} x_1^{n_{\lambda-1}} \right) [ (x_1^\lambda | \lambda \in \Lambda)M : x_i]. \]

Here we put $(x_1^\lambda | \lambda \in \Lambda) = (0)$ and $\prod_{\lambda \in \Lambda} x_1^{n_{\lambda-1}} = 1$ if $\Lambda = \emptyset$.

**Proof.** See [9, Lemma 2.2] or [14, Theorem A.1]. Although those results are stated for an unconditioned $d$-sequence, the argument works for an unconditioned p-sequence. 

**Proposition 2.4.** Let $x_1, \ldots, x_d$ be a p-standard sequence on $M$ and $n_1, \ldots, n_d, m_1, \ldots, m_d$ positive integers. Then
\[ (x_1^{n_1} \cdots x_d^{n_d})M : x_1^{m_1} \cdots x_d^{m_d} = \sum_{i=1}^{d} (x_1^{n_1} \cdots x_{i-1}^{n_{i-1}} x_{i+1}^{n_{i+1}} \cdots x_d^{n_d})M : x_i + (x_1^{m_1} \cdots x_d^{m_d})M. \]
Proof. We apply the proof of [9, Theorem 2.3] to the reversed sequence \(x_d, \ldots, x_2, x_1\).

We work by induction on \(d\). If \(a \in x_1^{n_1+m_1}M : x_1^{m_1}\), then \(x_1^{m_1}a = x_1^{n_1+m_1}b\) where \(b \in M\). Therefore
\[
a - x_1^{m_1}b \in \frac{0}{M} : x_1^{m_1} = \frac{0}{M} : x_1.
\]
Thus \(x_1^{n_1+m_1}M : x_1^{m_1} \subset \frac{0}{M} : x_1 + x_1^{n_1}M\). The opposite inclusion is obvious.

Assume that \(d > 1\) and make the obvious inductive assumption. Let
\[
a \in (x_1^{n_1+m_1}, \ldots, x_d^{n_d+m_d})M : x_1^{m_1} \cdots x_d^{m_d}
\]
and \(x_1^{m_1} \cdots x_d^{m_d}a = x_1^{n_1+m_1}b + c\) where \(b \in M\) and \(c \in (x_2^{n_2+m_2}, \ldots, x_d^{n_d+m_d})M\).
Then
\[
x_2^{m_2} \cdots x_d^{m_d}a - x_1^{n_1}b \in (x_2^{n_2+m_2}, \ldots, x_d^{n_d+m_d})M : x_1^{m_1}
\]
\[
= x_2^{n_2+m_2-1} \cdots x_d^{n_d+m_d-1}[(x_2, \ldots, x_d)M : x_1] + \sum_{\lambda \subseteq \{2, \ldots, d\}} \left( \prod_{\lambda \in \Lambda} x_{\lambda}^{n_{\lambda}+m_{\lambda}-1} \right) [(x_{\lambda} : \lambda \in \Lambda)M : x_1]
\]
by Proposition 2.3 because \(x_1, \ldots, x_d\) is an unconditioned \(p\)-sequence. If \(j \in \{2, \ldots, d\} \setminus \Lambda\), then
\[
(x_{\lambda} : \lambda \in \Lambda)M : x_1 \subset (x_{\lambda} : \lambda \in \Lambda)M : x_1x_j = (x_{\lambda} : \lambda \in \Lambda)M : x_j.
\]
Hence
\[
x_2 \cdots x_d[(x_{\lambda} : \lambda \in \Lambda)M : x_1] \subset (x_{\lambda}^2 : \lambda \in \Lambda)M
\]
if \(\Lambda \subseteq \{2, \ldots, d\}\). Therefore
\[
x_2^{m_2+1} \cdots x_d^{m_d+1}a - x_1^{n_1}x_2 \cdots x_db \in x_2^{n_2+m_2} \cdots x_d^{n_d+m_d}[(x_2, \ldots, x_d)M : x_1]
\]
\[
+ (x_2^{n_2+m_2+1}, \ldots, x_d^{n_d+m_d+1})M
\]
and hence
\[
a \in x_2^{n_2-1} \cdots x_d^{n_d-1}[(x_2, \ldots, x_d)M : x_1]
\]
\[
+ (x_1^{n_1}, x_2^{n_2+m_2+1}, \ldots, x_d^{n_d+m_d+1})M : x_2^{m_2+1} \cdots x_d^{m_d+1}.
\]
Since \(x_2, \ldots, x_d\) is a \(p\)-standard sequence on \(M/x_1^{n_1}M\), we obtain from the inductive hypothesis
\[
a \in x_2^{n_2-1} \cdots x_d^{n_d-1}[(x_2, \ldots, x_d)M : x_1]
\]
\[
+ \sum_{i=2}^d (x_1^{n_1}, x_2^{n_2}, \ldots, x_{i-1}^{n_{i-1}}, x_i^{n_i+1}, \ldots, x_d^{n_d})M : x_i
\]
\[
+ (x_1^{n_1}, \ldots, x_d^{n_d})M
\]
\[
\subset \sum_{i=1}^d (x_1^{n_1}, \ldots, x_{i-1}^{n_{i-1}}, x_i^{n_i+1}, \ldots, x_d^{n_d})M : x_i + (x_1^{n_1}, \ldots, x_d^{n_d})M.
\]
The opposite inclusion is obvious. \(\Box\)
The next proposition is a part of [9, Theorem 3.9]. Let \( \mathbf{x} = x_1, \ldots, x_d \) be a sequence in \( A \). The local cohomology modules of \( M \) with respect to \( \mathbf{x} \) are the direct limits of Koszul cohomology modules; that is,

\[
H^p_x(M) = \text{inj lim}_m H^p(x^m; M).
\]

Since \( K^\bullet(\mathbf{x}; M) = K^\bullet(x_1, \ldots, x_k; A) \otimes K^\bullet(x_{k+1}, \ldots, x_d; M) \), there is a spectral sequence

\[
E_2^{pq} = H^p_{x_1, \ldots, x_k} H^q_{x_{k+1}, \ldots, x_d}(M) \Rightarrow H^{p+q}(x; M).
\]

In particular, \( H^d_x(M) \cong H^k_{x_1, \ldots, x_k} H^{d-k}_{x_{k+1}, \ldots, x_d}(M) \). If \( A \) is Noetherian, then \( H^p_x(M) \) is equal to the local cohomology module of \( M \) with respect to the ideal \( (x_1, \ldots, x_d) \).

**Proposition 2.5.** Let \( \mathbf{x} = x_1, \ldots, x_d \) be a strong \( d \)-sequence on \( M \). Then

\[
H^p_x(M) = \text{inj lim}_m \frac{(x_1^m, \ldots, x_p^m)M : x_{p+1}}{(x_1^m, \ldots, x_p^m)M}
\]

for \( p < d \).

**Proof.** We work by induction on \( d \). If \( d = 1 \), then the claim is clear because \( 0 :_M x_1^m = 0 :_M x_1 \) for all \( m > 0 \).

Assume that \( d > 1 \) and make the obvious inductive assumption. Since there is a spectral sequence

\[
E_2^{pq} = H^p_{x_d} H^q_{x_1, \ldots, x_{d-1}}(M) \Rightarrow H^{p+q}(x; M),
\]

we have an exact sequence

\[
0 \rightarrow H^1_{x_d} H^p_{x_1, \ldots, x_{d-1}}(M) \rightarrow H^p_x(M) \rightarrow H^0_{x_d} H^p_{x_1, \ldots, x_{d-1}}(M) \rightarrow 0.
\]

On the other hand, we also have an exact sequence

\[
0 \rightarrow H^0_{x_d} H^p_{x_1, \ldots, x_{d-1}}(M) \rightarrow H^p_{x_1, \ldots, x_{d-1}}(M) \rightarrow
\]

\[
[H^p_{x_1, \ldots, x_{d-1}}(M)]_{x_d} \rightarrow H^1_{x_d} H^p_{x_1, \ldots, x_{d-1}}(M) \rightarrow 0.
\]

If \( p < d - 1 \), then \( x_d H^p_{x_1, \ldots, x_{d-1}}(M) = 0 \) because of the inductive assumption and Remark (2) in [12, p. 252]. Therefore \( H^p_{x_1, \ldots, x_{d-1}}(M) = 0 \) and hence

\[
H^p_x(M) = H^p_{x_d} H^0_{x_1, \ldots, x_{d-1}}(M)
\]

\[
= H^p_{x_1, \ldots, x_{d-1}}(M)
\]

\[
= \text{inj lim}_m \frac{(x_1^m, \ldots, x_p^m)M : x_{p+1}}{(x_1^m, \ldots, x_p^m)M}.
\]

Since, in particular, \( x_d H^{d-2}_{x_1, \ldots, x_{d-1}}(M) = 0 \), it follows that \( H^1_{x_d} H^{d-2}_{x_1, \ldots, x_{d-1}}(M) = 0 \). Therefore

\[
H^{d-1}_x(M) = H^0_{x_d} H^{d-1}_{x_1, \ldots, x_{d-1}}(M)
\]

\[
= H^0_{x_d} \left( \text{inj lim}_m M/(x_1^m, \ldots, x_d^m)M \right)
\]

\[
= \text{inj lim}_m H^0_{x_d} \left( M/(x_1^m, \ldots, x_{d-1}^m)M \right)
\]

\[
= \text{inj lim}_m \frac{(x_1^m, \ldots, x_d^m)M : x_d}{(x_1^m, \ldots, x_{d-1}^m)M}.
\]

\[ \square \]
3. THE EXISTENCE OF P-STANDARD SEQUENCES

In this section, we demonstrate the ubiquity of p-standard sequences. Assume that \( A \) is a Noetherian local ring with maximal ideal \( \mathfrak{m} \) and \( M \) a finitely generated \( A \)-module of dimension \( d > 0 \).

For a finitely generated \( A \)-module \( N \), the ideal \( a(N) \) is defined to be
\[
a(N) = \prod_{0 \leq p < \dim N} \text{ann} \; H^p_m(N).
\]

**Definition 3.1.** Let \( 0 \leq s < d \) be an integer. A system of parameters \( x_1, \ldots, x_d \) for \( M \) is called a \( p \)-standard system of parameters for \( M \) of type \( s \) if
\[x_{s+1}, \ldots, x_d \in a(M)\]
and
\[x_i \in a(M/(x_{i+1}, \ldots, x_d)M)\]
for \( i \leq s \). If \( s = d - 1 \), then it is simply called a \( p \)-standard system of parameters for \( M \).

A system of parameters \( x_1, \ldots, x_d \) for \( M \) is called a standard system of parameters if it satisfies the following equivalent conditions:

- the difference
\[
(3.1.1) \quad \ell(M/(x_1^{n_1}, \ldots, x_d^{n_d})M) - e(x_1^{n_1}, \ldots, x_d^{n_d}; M)
\]
is independent of the choice of positive integers \( n_1, \ldots, n_d \);
- for any \( p, q \geq 0 \) with \( p + q < d \),
\[
(x_{q+1}, \ldots, x_d)H^p_m(M/(x_1, \ldots, x_q)M) = 0;
\]
- \( x_1, \ldots, x_d \) is an unconditioned strong \( d \)-sequence.

In this case, \( H^p_m(M) \) is finitely generated for \( p < d \). See [20] or [25].

N. T. Cuong considered the difference (3.1.1). He showed [2] that (3.1.1) is a polynomial in \( n_1, \ldots, n_d \) if and only if \( x_1, \ldots, x_d \) is an unconditioned \( p \)-sequence on \( M \). Next he studied the existence of such a system of parameters. He showed [3, p. 482] that there is a \( p \)-standard system of parameters for \( M \) if \( A \) has a dualizing complex and that a \( p \)-standard system of parameters is an unconditioned \( p \)-sequence. We want to show that a \( p \)-standard system of parameters is not only an unconditioned \( p \)-sequence but also a \( p \)-standard sequence.

**Lemma 3.2** ([19, Theorem 3]). If \( x_1, \ldots, x_d \) is a system of parameters for \( M \), then
\[
(x_1, \ldots, x_{i-1})M : x_i \subset (x_1, \ldots, x_{i-1})M : a(M)
\]
for any \( 1 \leq i \leq d \).

**Theorem 3.3.** A \( p \)-standard system of parameters for \( M \) of type \( s \) is a \( p \)-standard sequence on \( M \) of type \( s \).

**Proof.** Let \( x_1, \ldots, x_d \) be a \( p \)-standard system of parameters for \( M \) of type \( s \). We show the equation
\[
(3.3.1) \quad (x_\lambda^{n_\lambda} | \lambda \in \Lambda)M : x_1^{n_1}x_j^{n_j} = (x_\lambda^{n_\lambda} | \lambda \in \Lambda)M : x_j^{n_j}
\]
for any \( n_1, \ldots, n_d > 0 \), \( \Lambda \subset \{1, \ldots, d\} \) and \( i, j \in \{1, \ldots, d\} \setminus \Lambda \) such that \( i \leq j \) or \( j > s \).
If \( j > s \), then both sides of (3.3.1) are equal to
\[
(x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M : a(M)
\]
because of Lemma 3.2.

Assume that \( i \leq j \leq s \) and let \( p \) be the number of elements in \( \{ \lambda \in \Lambda | \lambda > j, n_\lambda > 1 \} \). We work by induction on \( p \).

If \( p = 0 \), then we work by descending induction on the number \( q \) of elements in \( \{ \lambda \in \Lambda | \lambda > j \} \). If \( q = d - j \), that is, \( j + 1, \ldots, d \in \Lambda \), then the application of Lemma 3.2 to \( M/(x_{j+1}, \ldots, x_d)M \) shows that both sides of (3.3.1) are equal to
\[
(x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M : a(M/(x_{j+1}, \ldots, x_d)M).
\]
If \( q < d - j \), then there exists \( k > j \) such that \( k + 1, \ldots, d \in \Lambda \) and \( k \notin \Lambda \). If \( a \in (x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M : x_i^{n_i}x_j^{n_j} \), then
\[
a \in [x_kM + (x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M : x_i^{n_i}x_j^{n_j}]
= [x_kM + (x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M : x_i^{n_i}]x_j^{n_j}
\]
because of the inductive assumption. Therefore
\[
x_j^{n_j}a \in (x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M : x_i^{n_i} \cap (x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M + x_kM
= (x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M + (x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M : x_i^{n_i} \cap x_kM
= (x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M + x_k[(x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M : x_i^{n_i}x_k].
\]
It follows from Lemma 3.2 that
\[
(x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M : x_i^{n_i}x_k = (x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M : x_k.
\]
Indeed, both sides are equal to
\[
(x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M : a(M) \quad \text{if } k > s
\]
or
\[
(x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M : a(M/(x_{k+1}, \ldots, x_d)M) \quad \text{if } k \leq s.
\]
Thus \( x_j^{n_j}a \in (x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M \). Therefore, the proof is completed if \( p = 0 \).

Assume that \( p > 0 \) and make the obvious inductive assumption. We divide (3.3.1) into two parts:

\[\text{(3.3.2)}\]
\[
(x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M : x_i^{n_i} \subset (x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M : x_j,
\]

\[\text{(3.3.3)}\]
\[
(x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M : x_j^{n_j+1} \subset (x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M : x_j.
\]

Let \( k \in \Lambda \) such that \( k > j \), \( n_k > 1 \) and let \( \Lambda' = \Lambda \setminus \{k\} \). If \( a \in (x_{\lambda}^{n_\lambda} | \lambda \in \Lambda)M : x_i^{n_i} \), then we put \( x_i^{n_i}a = x_i^{n_k}b + c \) where \( b \in M, c \in (x_{\lambda}^{n_\lambda} | \lambda \in \Lambda')M \). The inductive assumption implies that
\[
b \in [x_i^{n_k}M + (x_{\lambda}^{n_\lambda} | \lambda \in \Lambda')M] : x_i^{n_k}
= [x_i^{n_k}M + (x_{\lambda}^{n_\lambda} | \lambda \in \Lambda')M] : x_k.
\]
If we put \( x_kb = x_i^{n_k}a' + c' \) where \( a' \in M, c' \in (x_{\lambda}^{n_\lambda} | \lambda \in \Lambda')M \), then
\[
a' \in [(x_{\lambda}^{n_\lambda} | \lambda \in \Lambda')M + x_kM] : x_i^{n_k}
\]
and
\[
a - x_k^{n_k-1}a' \in (x_{\lambda}^{n_\lambda} | \lambda \in \Lambda')M : x_i^{n_i}.
\]
Thus
\[
a \in x_k^{n_k-1}[(x_{\lambda}^{n_\lambda} | \lambda \in \Lambda')M + x_kM] : x_i^{n_k}] + (x_{\lambda}^{n_\lambda} | \lambda \in \Lambda')M : x_i^{n_i}.
\]
By using the inductive assumption twice, we find that
\[ a \in x_k^n \left[ (x_\lambda^n \mid \lambda \in \Lambda')M + x_k M \right] x_j + (x_\lambda^n \mid \lambda \in \Lambda')M : x_i x_j \]
\[ \subset x_k^n -1 \left[ (x_\lambda^n \mid \lambda \in \Lambda')M + x_k M \right] x_j + (x_\lambda^n \mid \lambda \in \Lambda')M : x_j \]
\[ \subset (x_\lambda^n \mid \lambda \in \Lambda')M : x_j. \]

Thus we obtain (3.3.2).

In the same way as above, we have
\[ (x_\lambda^n \mid \lambda \in \Lambda')M : x_{ij}^{n+1} \subset x_k^n -1 \left[ (x_\lambda^n \mid \lambda \in \Lambda')M + x_k M \right] x_{ij}^{n+1} \]
\[ + (x_\lambda^n \mid \lambda \in \Lambda')M : x_{ij}^{n+1}. \]

By using the inductive assumption again, we obtain (3.3.3). \( \square \)

The converse holds in a sense.

**Proposition 3.4.** Let \( x_1, \ldots, x_d \) be a system of parameters for \( M \), \( 0 \leq s < d \), \( n_1 \geq 1, n_2 \geq 2, \ldots, n_s \geq s \) and \( n_{s+1}, \ldots, n_d \geq d \) integers. If \( x_1, \ldots, x_d \) is a \( p \)-standard sequence on \( M \) of type \( s \), then \( x_1^{n_1}, \ldots, x_d^{n_d} \) is a \( p \)-standard system of parameters for \( M \) of type \( s \).

**Proof.** We work by induction on \( d \). If \( d = 1 \), then \( H_0^0(M) = 0 :_M x_1 \) and hence \( x_1 \in \mathfrak{a}(M) \).

Assume that \( d > 1 \) and make the obvious inductive assumption. Since each \( p \)-standard sequence is a strong \( d \)-sequence, it follows from the proof of Proposition 2.5 that \( H_0^0(M) = H_0^p(x_1, \ldots, x_d(M) \) is annihilated by \( x_d \) if \( p < d - 1 \). Furthermore Proposition 2.5 itself implies \( x_d H_{m-1}^d(M) = 0 \). Therefore \( x_d^{n_d} \in \mathfrak{a}(M) \). If \( s < i < d \), then \( x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_d \) is also a \( p \)-standard sequence on \( M \) of type \( s \). Therefore \( x_1^{n_1}, \ldots, x_d^{n_d} \in \mathfrak{a}(M) \). Since \( x_1, \ldots, x_s \) is a \( p \)-standard sequence on \( M/(x_{s+1}^{n_{s+1}}, \ldots, x_d^{n_d})M \) of type \( s - 1 \), we obtain \( x_i^{n_i} \in \mathfrak{a}(M/(x_{s+1}^{n_{s+1}}, \ldots, x_d^{n_d})M) \) for \( i \leq s \) by use of the inductive assumption. \( \square \)

The assumptions of Theorem 1.1 assure us of the existence of a \( p \)-standard system of parameters.

**Theorem 3.5** ([15, Theorem 2.5]). Assume that \( A \) satisfies (C1), (C2) and that \( M \) satisfies (QU). Then there is a \( p \)-standard system of parameters for \( M \).

4. **The Highest Local Cohomology**

Let \( A \) be a commutative ring, \( M \) an \( A \)-module and \( x = x_1, \ldots, x_d \in A \). In this section, we consider the highest local cohomology module \( E = H_2^d(M) \).

First we prove the following proposition. It is the dual of a well-known result (see the proof of [7, Lemma 2.4]), but our situation is general. For the sake of completeness, we give a brief proof.

**Proposition 4.1.** The zeroth Koszul homology \( H_0(x; E) \) is zero. If \( d > 1 \), then \( H_1(x; E) \) is also zero.

**Proof.** Since \( x_1[0 :_M x_1] = 0 \) and \( x_1[M/x_1 M] = 0 \), we obtain an exact sequence
\[ H_{x}^{d-1}(M/x_1 M) \to H_{x}^{d}(M) \xrightarrow{x_1} H_{x}^{d}(M) \to 0. \]

That is, \( x_1 E = E \). Therefore \( H_0(x; E) = 0 \).
If \( d > 1 \), then \( H_{x_2,\ldots,x_d}^{d-1}(M/x_1 M) = H_{x}^{d-1}(M/x_1 M) \) and we can also show that 
\[
x_2[H_{x_2,\ldots,x_d}^{d-1}(M/x_1 M)] = H_{x_2,\ldots,x_d}^{d-1}(M/x_1 M).
\]
Therefore \( x_2[0:E x_1] = 0:E x_1 \) and hence \( H_1(x, x_2; E) = 0 \). The spectral sequence
\[
E^2_{pq} = H_p(x_3, \ldots, x_d; H_q(x_1, x_2; E)) \Rightarrow H_{p+q}(x; E)
\]
tells us that \( H_1(x; E) = 0 \).

Assume \( d > 2 \). We consider the vanishing of \( H_p(x; E) \) for \( 2 \leq p < d \).

**Theorem 4.2.** Let \( d \geq l \geq 3 \). We consider the following three conditions:

1. \( H_0^x H_{x_1,\ldots,x_d}^{d-p+1}(M) = 0 \) for \( 2 \leq p < l \);
2. \( H_{x_1,\ldots,x_l}^{d-l+2} H_{x_l,\ldots,x_d}^0(M) = 0 \) for \( 0 \leq k < l - 2 \);
3. \( H_p(x; E) = 0 \) for \( p < l \).

Then (1) implies (2) and (2) implies (3). If \( A \) is a Noetherian ring with Jacobson radical \( m \), \( M \) a finitely generated \( A \)-module and \( x_1, \ldots, x_d \in m \) a \( p \)-standard sequence on \( M \), then (3) implies (1).

**Proof.** (1)\( \Rightarrow \) (2): We show that
\[
H_{x_1,\ldots,x_d}^k H_{x_1,\ldots,x_d}^{d-l+2}(M) = 0 \quad \text{for} \quad k < l - p
\]
by descending induction on \( p \). If \( p = l - 1 \), then this claim follows from (1).

Assume that \( p < l - 1 \) and that the claim is true for larger values of \( p \). There is an exact sequence
\[
0 \rightarrow H_{x_1,\ldots,x_d}^1 H_{x_1,\ldots,x_d}^{d-l+2}(M) \rightarrow H_{x_1,\ldots,x_d}^k H_{x_1,\ldots,x_d}^{d-l+2}(M) \rightarrow H_{x_1,\ldots,x_d}^k H_{x_1,\ldots,x_d}^{d-l+2}(M) \rightarrow 0.
\]
If \( k < l - p - 1 \), then the inductive assumption implies that
\[
H_{x_1,\ldots,x_d}^k H_{x_1,\ldots,x_d}^{d-l+2}(M) = 0
\]
and
\[
H_{x_1,\ldots,x_d}^{k-1} H_{x_1,\ldots,x_d}^{d-l+2}(M) = 0.
\]
Therefore \( H_{x_1,\ldots,x_d}^k H_{x_1,\ldots,x_d}^{d-l+2}(M) = 0 \) in view of the exact sequence above.

Furthermore the same exact sequence also yields that
\[
H_{x_1,\ldots,x_d}^{l-p-1} H_{x_1,\ldots,x_d}^{d-l+2}(M) = H_{x_1,\ldots,x_d}^0 H_{x_1,\ldots,x_d}^{l-p-1} H_{x_1,\ldots,x_d}^{d-l+2}(M) = H_{x_1,\ldots,x_d}^0 H_{x_1,\ldots,x_d}^{d-p+1}(M) = 0.
\]

(2)\( \Rightarrow \) (3): Let \( C^\bullet \) be the Čech complex of \( H_{x_1,\ldots,x_d}^{d-l+2}(M) \) with respect to \( x_1, \ldots, x_{l-2} \), that is, the direct limit of Koszul complexes
\[
K^\bullet(x_1^m, \ldots, x_{l-2}^m; H_{x_1,\ldots,x_d}^{d-l+2}(M)).
\]
Then
\[
H^{l-2}(C^\bullet) = H_{x_1,\ldots,x_l-2}^{l-2} H_{x_1,\ldots,x_d}^{d-l+2}(M) = E
\]
and (2) tells us that
\[
(4.2.1) \quad 0 \rightarrow C^0 \rightarrow C^1 \rightarrow \cdots \rightarrow C^{l-2} \rightarrow E \rightarrow 0
\]
is exact. If \( p > 0 \), then
\[
C^p = \bigoplus_{1 \leq i_1 < \ldots < i_p \leq l - 2} [H^{d-1}_{x_{i_1}, \ldots, x_d}(M)]_{x_{i_1} \cdot \ldots \cdot x_{i_p}}
\]
and hence \( H_i(x; C^p) = 0 \) for all \( i \). Furthermore, Proposition 4.1 implies that \( H_i(x_{l-1}, \ldots, x_d; C^0) = 0 \) for \( i = 0, 1 \). The spectral sequence
\[
E^2_{pq} = H_p(x_1, \ldots, x_{l-2}; H_q(x_{l-1}, \ldots, x_d; C^0)) \Rightarrow H_{p+q}(x; C^0)
\]
shows that \( H_i(x; C^0) = 0 \) for \( i = 0, 1 \). By splitting (4.2.1) into short exact sequences and taking long exact sequences of Koszul cohomologies, we obtain \( H_i(x; E) = 0 \) for \( i < l \).

(3) \( \Rightarrow \) (1): Assume that \( A \) is Noetherian, \( M \) is finitely generated and \( x_1, \ldots, x_d \) is a \( p \)-standard sequence on \( M \) in the Jacobson radical of \( A \). Then
\[
H^0_{x_p-1}H^{d-p+1}_{x_p, \ldots, x_d}(M) = H^0_{x_p-1}(\text{inj lim}_m M/(x_p^m, \ldots, x_d^m)M)
\]
\[
= \text{inj lim}_m (x_p^m, \ldots, x_d^m)M : x_{p-1}
\]
because a \( p \)-standard sequence is an unconditioned \( p \)-sequence. Proposition 2.3 implies that
\[
(x_p^m, \ldots, x_d^m)M : x_{p-1} = \sum_{\Lambda \subseteq \{p, \ldots, d\}} \left( \prod_{\lambda \in \Lambda} x_{\lambda}^{-1} \right) [(x_{\lambda} : \lambda \in \Lambda)M : x_{p-1}].
\]
As in the proof of Proposition 2.4, we find that
\[
x_p \cdot \ldots \cdot x_d \left[ \sum_{\Lambda \subseteq \{p, \ldots, d\}} \left( \prod_{\lambda \in \Lambda} x_{\lambda}^{-1} \right) [(x_{\lambda} : \lambda \in \Lambda)M : x_{p-1}] \right] \subset (x_p^{m+1}, \ldots, x_d^{m+1})M.
\]
That is, the image of
\[
\sum_{\Lambda \subseteq \{p, \ldots, d\}} \left( \prod_{\lambda \in \Lambda} x_{\lambda}^{m-1} \right) [(x_{\lambda} : \lambda \in \Lambda)M : x_{p-1}]
\]
in
\[
(x_p^{m+1}, \ldots, x_d^{m+1})M : x_{p-1}/(x_p^{m+1}, \ldots, x_d^{m+1})M
\]
is zero. Therefore the natural homomorphism
\[
(x_p, \ldots, x_d)M : x_{p-1}/(x_p, \ldots, x_d)M \to \text{inj lim}_m (x_p^m, \ldots, x_d^m)M : x_{p-1}/(x_p^m, \ldots, x_d^m)M
\]
is an epimorphism. Thus \( H^0_{x_p-1}H^{d-p+1}_{x_p, \ldots, x_d}(M) \) is finitely generated.

We show that
\[
H^0_{x_p-1}H^{d-p+1}_{x_p, \ldots, x_d}(M) = 0
\]
and
\[
H_k(x; H^{d-p+1}_{x_p, \ldots, x_d}(M)) = 0 \quad \text{for } 0 \leq k < l - p + 1
\]
if \( 2 \leq p < l \). We work by induction on \( p \). Assume that \( 2 \leq p < l \) and
\[
H_k(x; H^{d-p+2}_{x_p-1, \ldots, x_d}(M)) = 0 \quad \text{for } 0 \leq k < l - p + 2.
\]
There is an exact sequence

\[ 0 \to H^0_{x_{p-1}} H^{d-p+1}_{x_{p},...,x_{d}}(M) \to H^{d-p+1}_{x_{p},...,x_{d}}(M) \to \]

\[ [H^{d-p+1}_{x_{p},...,x_{d}}(M)]_{x_{p-1}} \to H^{d-p+2}_{x_{p},...,x_{d}}(M) \to 0 \]

where we used the isomorphism \( H^1_{x_{p-1}} H^{d-p+1}_{x_{p},...,x_{d}}(M) \cong H^{d-p+2}_{x_{p},...,x_{d}}(M) \). Since \( d - p + 1 \geq 2 \), we obtain

\[ H_k(x; H^{d-p+1}_{x_{p},...,x_{d}}(M)) = 0 \quad \text{for} \quad k = 0, 1 \]

by using Proposition 4.1 and the spectral sequence

\[ E^2_{ij} = H_i(x_{1},...,x_{p-1}; H_j(x_{p},...,x_{d}; H^{d-p+1}_{x_{p},...,x_{d}}(M))) \Rightarrow H_{i+j}(x; H^{d-p+1}_{x_{p},...,x_{d}}(M)). \]

On the other hand,

\[ H_k(x; [H^{d-p+1}_{x_{p},...,x_{d}}(M)]_{x_{p-1}}) = 0 \quad \text{for all} \quad k. \]

Therefore \( H_0(x; H^0_{x_{p-1}} H^{d-p+1}_{x_{p},...,x_{d}}(M)) = 0 \). That is,

\[ H^0_{x_{p-1}} H^{d-p+1}_{x_{p},...,x_{d}}(M) = x[H^0_{x_{p-1}} H^{d-p+1}_{x_{p},...,x_{d}}(M)]. \]

We know that \( H^0_{x_{p-1}} H^{d-p+1}_{x_{p},...,x_{d}}(M) \) is finitely generated. Therefore it follows from Nakayama’s lemma that \( H^0_{x_{p-1}} H^{d-p+1}_{x_{p},...,x_{d}}(M) = 0 \). It then follows from the exact sequence above that

\[ H_k(x; H^{d-p+1}_{x_{p},...,x_{d}}(M)) = 0 \quad \text{for} \quad 0 \leq k < l - p + 1. \]

\[ \square \]

5. Cousin complexes

In this section we recall the result of Dibaei and Tousi.

Let \( A \) be a Noetherian ring and \( M \) a finitely generated \( A \)-module. For a prime ideal \( p \in \text{Supp} \ M \), the \( M \)-height of \( p \) is defined to be \( \text{ht}_M p = \dim M_p \). If \( b \subset A \) is an ideal such that \( M \neq bM \), then let \( \text{ht}_M b = \inf \{ \text{ht}_M p \mid p \in \text{Supp} \ M \cap V(b) \} \).

**Definition 5.1.** For an integer \( l \geq 0 \), let \( U^l(M) = \{ p \in \text{Supp} \ M \mid \text{ht}_M p \geq l \} \).

The Cousin complex \( M^\bullet \) of \( M \) is defined as follows. Let \( M^{-1} = 0 \) and \( d_M^{-2} : M^{-2} \to M^{-1} \) be the zero map. If \( p \geq 0 \) and \( d_M^{p-2} : M^{p-2} \to M^{p-1} \) is given, then we put

\[ M^p = \bigoplus_{p \in U^p(M) \setminus U^{p+1}(M)} (\text{coker} \ d_M^{p-2})_p. \]

If \( \xi \in M^{p-1} \) and its image in \( \text{coker} \ d_M^{p-2} \) is \( \tilde{\xi} \), then the component of \( d_M^{p-1}(\xi) \in M^p \) in \( (\text{coker} \ d_M^{p-2})_p \) is \( \tilde{\xi}/1 \).

**Definition 5.2.** A codimension function of \( A \) is an integer-valued function \( t \) on \( \text{Spec} A \) such that \( \text{ht} \ p / q = t(p) - t(q) \) whenever \( p \supset q \).

Assume that \( A \) has a fundamental dualizing complex \( D_A^\bullet [10] \). Then there is a codimension function \( t \) such that \( D^p_A = \bigoplus_{t(p) = p} E(A/p) \) where \( E(-) \) denotes the injective envelope. Let \( t_0 = \min \{ t(p) \mid p \in \text{Supp} \ M \} \). Then \( \text{Hom}(M, D^p_A) = 0 \) for \( p < t_0 \) and \( K_M = H^{t_0}(\text{Hom}(M, D_A^\bullet)) \neq 0 \). We call this the canonical module of \( M \). If \( A \) is local, then our definition of the canonical module coincides with the usual one.
The natural quasi-isomorphism $M \to \text{Hom}(M, D_A^{\bullet})$ induces a spectral sequence

$$E_2^{pq} = H^p(\text{Hom}(H^{-q}(\text{Hom}(M, D_A^{\bullet})), D_A^{\bullet})) \Rightarrow E^{p+q}$$

where $E_0 = M$ and $E^n = 0$ whenever $n \neq 0$. Since $\text{Hom}(M, D_A^{-q}) = 0$ if $-q < t_0$, we find that $E_2^{pq} = 0$ if $q > -t_0$. Since $H^{-q}(\text{Hom}(M, D_A^{\bullet}))$ is a subquotient of $\text{Hom}(M, \bigoplus_{p=0}^\infty E(A/p))$, the support of $H^{-q}(\text{Hom}(M, D_A^{\bullet}))$ is contained in $\{p \in \text{Supp}(M) \mid t(p) \geq -q\}$. Therefore $\text{Hom}(H^{-q}(\text{Hom}(M, D_A^{\bullet})), D_A^p) = 0$ if $p < -q$ and hence $E_2^{pq} = 0$ if $p + q < 0$.

The spectral sequence gives a filtration

$$M = F_{t_0} \supset F_{t_0+1} \supset \cdots$$

of $E_0 = M$ such that $F_n = 0$ for sufficiently large $n$ and $F^p/F^{p+1} \cong E_2^{p,-p}$ for all $p$. Let $h_M: M \to E_{t_0,-t_0}$ be the composition of the natural epimorphism $M = F_{t_0} \to E_{t_0,-t_0}$ and the inclusion $E_{t_0,-t_0} \to E_{t_0,t_0}$. The following lemma was given by Aoyama. (See the proof of Theorem 4.2 of [1]). For the sake of completeness, we give a brief proof.

**Lemma 5.3.** With the same notation as above, we have

1. $t(p) \geq t_0 + 1$ for any $p \in \text{Supp}(\text{ker} h_M)$;
2. $t(p) \geq t_0 + 2$ for any $p \in \text{Supp}(\text{coker} h_M)$.

**Proof.** (1): Let $p > t_0$. If $p \in \text{Supp} E_2^{p,-p}$, then $t(p) \geq p > t_0$ because $E_2^{p,-p}$ is a subquotient of $\text{Hom}(H_2^p(\text{Hom}(M, D_A^{\bullet})), D_A^p)$. Since $F_n = 0$ for sufficiently large $n$ and $E_2^{p,-p} \cong F^p/F^{p+1}$, we can prove that $t(p) \geq p$ if $p \in \text{Supp} F^p$ by descending induction on $p$. In particular, $t(p) \geq t_0 + 1$ if $p \in \text{Supp}(\text{ker} h_M) = \text{Supp} F^{t_0+1}$.

(2): If $r \geq 2$, then

$$0 \to E_{r+1}^{t_0,-t_0} \to E_{r}^{t_0,-t_0} \to E_{r}^{t_0+r,-t_0-r+1}$$

is exact and hence

$$0 \to E_{r+1}^{t_0,-t_0}/E_{r}^{t_0,-t_0} \to E_{r}^{t_0,-t_0}/E_{r}^{t_0,-t_0} \to E_{r}^{t_0+r,-t_0-r+1}$$

is also. If $p \in \text{Supp} E_{r}^{t_0+r,-t_0-r+1}$, then $t(p) \geq t_0 + r$ because $E_{r}^{t_0+r,-t_0-r+1}$ is a subquotient of $\text{Hom}(H_{r}^{t_0+r-1}(\text{Hom}(M, D_A^{\bullet})), D_A^{t_0+r})$. By descending induction on $r$, we obtain that $t(p) \geq t_0 + r$ if $p \in \text{Supp} E_{r}^{t_0,-t_0}/E_{r}^{t_0,-t_0}$. In particular, $t(p) \geq t_0 + 2$ if $p \in \text{Supp} E_2^{t_0,-t_0}/E_{r}^{t_0,-t_0} = \text{Supp}(\text{coker} h_M)$. \hfill \Box

The following theorem is a slight refinement of Theorem 3.2 of [5].

**Theorem 5.4.** Assume that $A$ has a dualizing complex $D_A^{\bullet}$ with codimension function $t$ and that $t$ has the constant value $t_0$ on all the minimal primes of $A$. Then the Cousin complex $M^{\bullet}$ of $M$ coincides with

$$(5.4.1) \quad 0 \to M \xrightarrow{\iota_M} \text{Hom}(K_M, D_A^{t_0}) \to \text{Hom}(K_M, D_A^{t_0+1}) \to \cdots$$

where $\iota: H^{t_0}(\text{Hom}(K_M, D_A^{\bullet})) \to \text{Hom}(K_M, D_A^{t_0})$ is the inclusion. In particular, all the cohomology modules of $M^{\bullet}$ are finitely generated.

**Proof.** It follows from the assumptions that $ht_M p = t(p) - t_0$ for all $p \in \text{Supp} M$ and $U^l(M) = \{p \in \text{Supp} M \mid t(p) \geq t_0 + l\}$ for all $l$.

We apply Proposition 2.1 of [4] to the complex (5.4.1). Let $X^{-1} = M$, $X^l = \text{Hom}(K_M, D_A^{t_0+l})$, $\epsilon^{-1} = \iota_M$ and $\epsilon^l: X^l \to X^{l+1}$ be the natural homomorphism induced by differentials of $D_A^{\bullet}$ for all $l \geq 0$.
Since $D^l_A = \bigoplus_{t(p) = t_0 + l} E(A/p)$, we obtain that

(a) $\text{Supp } X^l \subset U^l(M)$;
(b) the natural homomorphism $X^l \rightarrow \bigoplus_{p \in U^l(M) \setminus U^{l+1}(M)} (X^l)_p$ is an isomorphism

for all $l \geq 0$. See the proof of Theorem 1.4 of [5].

It follows from Lemma 5.3 that

$$\text{Supp } H^{-1}(X^\bullet) = \text{Supp}(\ker h_M) \subset U^1(M)$$

and

$$\text{Supp } H^0(X^\bullet) = \text{Supp}(\coker h_M) \subset U^2(M).$$

Since the canonical module $K_M$ satisfies $(S_2)$, we have

$$\text{Supp}(\coker e^{l-1}) \subset U^{l+1}(M)$$

and

$$\text{Supp } H^l(X^\bullet) \subset U^{l+2}(M)$$

for all $l > 0$. See the proof of Theorem 1.4 of [5]. If $p \in U^0(M) \setminus U^1(M)$, then

$$(e^{-1})_p : M_p \rightarrow \text{Hom}(K_M, D^l_A)_p = \text{Hom}(\text{Hom}(M_p, E(A/p)), E(A/p))$$

is an isomorphism because $\dim M_p = 0$. Therefore $\text{Supp}(\coker e^{-1}) \subset U^1(M)$.

Thus $X^\bullet$ satisfies the assumptions of Proposition 2.1 of [4].

\[ \square \]

**Theorem 5.5.** Let $A$ be a Noetherian local ring satisfying (C1), (C2) and $M$ a finitely generated $A$-module satisfying (QU). Then all the cohomology modules of the Cousin complex $M^\bullet$ of $M$ are finitely generated.

**Proof.** The completion $\hat{A}$ has a dualizing complex with codimension function $t(p) = -\dim A/p$.

Furthermore, since $A$ is universally catenary, $A/p$ is quasi-unmixed for any $p \in \text{Spec } A$ [18]. Therefore the completion $\hat{M}$ also satisfies (QU).

By applying Theorem 5.4 to a finitely generated $\hat{A}$-module $\hat{M}$, we find that $H^p(M^\bullet)$ is a finitely generated $\hat{A}$-module for each $p$. It follows from Theorem 3.5 of [17] that $H^p(M^\bullet) \otimes \hat{A} \cong H^p(\hat{M}^\bullet)$ for each $p$. Therefore $H^p(M^\bullet)$ is finitely generated. \[ \square \]

6. The proof of Theorem 1.1

We start the proof of Theorem 1.1. Let $A$ be a Noetherian ring, $M$ a finitely generated $A$-module and $M^\bullet$ the Cousin complex of $M$.

We need the following lemma to prove Theorem 1.1. We also use this to prove Theorem 1.2.

**Lemma 6.1.** Let $x = x_1, \ldots, x_n$ be a sequence in $A$ such that $\text{ht}_M(x_1, \ldots, x_n) = n$ and $a = \prod_{1 \leq q < n-1} \text{ann } H^q(M^\bullet)$. Then

$$(x_1, \ldots, x_{n-1})M : x_n \subset (x_1, \ldots, x_{n-1})M : a.$$ 

If $x_1, \ldots, x_n$ are in the Jacobson radical of $A$, then

$$(x_1, \ldots, x_{p-1})M : x_p \subset (x_1, \ldots, x_{p-1})M : a'$$

for any $1 \leq p \leq n$.

The proof is quite similar to that of Lemma 3.2.
Proof. Let $K^\bullet = K^\bullet (x; A)$ be the Koszul complex. The double complex $M^\bullet \otimes K^\bullet$ gives two spectral sequences

$$\begin{align*}
'E_2^{pq} &= H^p(H^q(x; M^\bullet)) \Rightarrow H^{p+q}(M^\bullet \otimes K^\bullet), \\
''E_2^{pq} &= H^p(x; H^q(M^\bullet)) \Rightarrow H^{p+q}(M^\bullet \otimes K^\bullet). 
\end{align*}$$

Since $'E_2^{pq}$ is the cohomology of

$$\cdots \rightarrow H^q(x; M^{p-1}) \rightarrow H^q(x; M^p) \rightarrow H^q(x; M^{p+1}) \rightarrow \cdots,$$

we find that $'E_2^{pq} = 0$ if $p < -1$ or if $q < 0$. Let $p \subset A$ be a prime ideal such that $p = \text{ht}_A p < n$. Then $(x_1, \ldots, x_n) \not\subset p$ and hence $(\text{coker } d_{M^p}^{p-2})_p \otimes K^\bullet$ is exact. Therefore, if $0 \leq p < n$, then $H^q(x; M^p) = 0$ and hence $'E_2^{pq} = 0$. Furthermore

$$E_2^{-1,q} = H^q(x; M^{-1}) = H^q(x; M).$$

Since $'E_2^{p,n-p-2} = E_2^{p,n-p-2} = 0$ whenever $p \neq -1$, we find that $H^{n-2}(M^\bullet \otimes K^\bullet) = E_2^{n-1,n-1} = \cdots = E_2^{1,n-1} = E_2^{1,1} = H^{n-1}(x; M).$ On the other hand, $''E_2^{pq} = 0$ if $p < 0$ or if $q < -1$. Furthermore $''E_2^{pq}$ is annihilated by $\text{ann } H^q(M^\bullet)$ and there is a filtration

$$H^{n-2}(M^\bullet \otimes K^\bullet) = F^0 \supseteq F^1 \supseteq \cdots \supseteq F^{n-1} \supseteq F^n = 0$$

of $H^{n-2}(M^\bullet \otimes K^\bullet)$ such that $F^p/F^{p+1} \cong E_2^{p,n-p-2}$. Therefore $H^{n-2}(M^\bullet \otimes K^\bullet)$ is annihilated by $a'$. Since

$$H^{n-1}(x; M) \rightarrow M/ (x_1, \ldots, x_{n-1})M \xrightarrow{x_n} M/ (x_1, \ldots, x_{n-1})M$$

is exact, we obtain that $a'[(x_1, \ldots, x_{n-1})M : x_n/(x_1, \ldots, x_{n-1})M] = 0$.

If $x_1, \ldots, x_n$ are in the Jacobson radical, then it follows from Krull’s intersection theorem that

$$(x_1, \ldots, x_{p-1})M : x_p \subset \bigcap_m [(x_1, \ldots, x_{p-1}, x^m_{p+1}, \ldots, x^m_n)M : x_n]$$

$$
\subset \bigcap_m [(x_1, \ldots, x_{p-1}, x^m_{p+1}, \ldots, x^m_n)M : a']
$$

$$
\subset \bigcap_m [(x_1, \ldots, x_{p-1}, x^m_{p+1}, \ldots, x^m_n)M] : a'
$$

$$
= (x_1, \ldots, x_{p-1})M : a'.
$$

\qed

From now on, we assume that $A$ satisfies (C1)–(C3) and that $M$ satisfies (QU). Let $Z^l(M) = \bigcup_{p \geq l} \text{Supp } H^p(M^\bullet)$. It is known that $Z^l(M) \subset U^{l+2}(M)$ for all $l [22$, (2.7)]. We need the following lemma to study $Z^l(M)$.

Lemma 6.2. Let $p \in \text{Supp } M$ be a prime ideal of $M$-height $d > 0$, $x = x_1, \ldots, x_d$ a system of parameters for $M_p$ and $l > 0$ an integer. Then the following statements are equivalent:

1. $H^q(M^\bullet)_p = 0$ for all $q > l$;
2. $H^q(x; H^d_{p, A_p}(M_p)) = 0$ for all $q > l$.

Proof. Since the construction of Cousin complexes commutes with localization, we may assume that $A$ is a local ring and $p$ the maximal ideal of $A$. It is known that $M^d \cong H^d_p(M)$ [24].
Let $K^* = K^*(x; A)$ be the Koszul complex. The double complex $M^* \otimes K^*$ gives two spectral sequences
\[
\begin{align*}
\dual{E}_2^{pq} &= H^p(H^q(x; M^*)) \Rightarrow H^{p+q}(M^* \otimes K^*), \\
\dual{E}_{\infty}^{pq} &= H^p(x; H^q(M^*)) \Rightarrow H^{p+q}(M^* \otimes K^*).
\end{align*}
\]
Since $M^p = \bigoplus_{ht_M q=p} (\operatorname{coker} d_{M}^{p-2})_q$, we obtain that \(\dual{E}_2^{pq} = 0\) whenever \(p \neq -1, d\). Therefore \(H^{d+q}(M^* \otimes K^*) = H^q(x; M^d) = H^q(x; H^d_p(M))\) for \(q > 0\).

If \(H^q(M^*) = 0\) for \(q > l\), then \(\dual{E}_2^{pq} = 0\) for \(q > l\) and hence \(H^{d+q}(K^* \otimes M^*) = 0\) for \(q > l\). Thus (1) implies (2).

Assume that (2) holds. If there is \(l' > l\) such that \(H^{l'}(M^*) \neq 0\) and \(H^q(M^*) = 0\) for \(q > l'\), then \(\dual{E}_2^{pq} = H^{d+q}(M^*)/xH^{l'}(M^*) \neq 0\). Indeed, it follows from Theorem 5.5 that \(H^{l'}(M^*)\) is finitely generated. Thus
\[
H^{l'}(x; H^d_p(M)) = H^{d+l'}(M^* \otimes K^*) = \dual{E}_2^{d+l'} \neq 0,
\]
which is a contradiction. \(\square\)

We prove the following proposition by induction on \(l\).

**Proposition 6.3.** If \(l \geq -1\), then

1. (A1) for any finitely generated \(A\)-module \(M\) satisfying (QU), \(\overline{Z^i(M)} \subset U^{l+2}(M)\);
2. (B1) for any finitely generated \(A\)-module \(M\) satisfying (QU), \(H^p(M^*)\) is finitely generated whenever \(p \leq l\).

Indeed, \(Z^{-1}(M)\) is equal to the non-Cohen-Macaulay locus of \(M\) [22, Theorem 4.7]. Since \(A\) satisfies (C3), \(Z^{-1}(M)\) is a closed subset of Spec \(A\) [7, Proposition 6.11.8]. Therefore \(\overline{Z^i(M)} = Z^{-1}(M) \subset U^{l}(M)\). Thus (A₁) holds.

Naturally \(H^{-1}(M^*) \subset M\) is finitely generated. Thus (B₁) holds.

Let \(N = M/H^{-1}(M^*)\). Then \(N\) also satisfies (QU). Because of the construction of the Cousin complex, \(H^{-1}(N^*) = 0\) and \(H^p(N^*) = H^p(M^*)\) for \(p \geq 0\). Therefore \(Z^0(M) = Z^{-1}(N)\) is closed and \(\overline{Z^0(M)} = Z^0(M) \subset U^{2}(M)\). Thus (A₀) holds.

**Claim 1.** If \(l \geq 0\), then (A₁) and (B₁₋₁) imply (B₁).

**Proof.** Let \(b\) be a defining ideal of \(\overline{Z(M)}\); that is, \(V(b) = \overline{Z(M)}\). Let \(F_\bullet\) be a free resolution of \(A/b\). The double complex \(\operatorname{Hom}(F_\bullet, M^*)\) gives two spectral sequences
\[
\begin{align*}
\dual{E}_2^{pq} &= H^p(\operatorname{Ext}_A^q(A/b, M^*)) \Rightarrow H^{p+q}(\operatorname{Hom}(F_\bullet, M^*)), \\
\dual{E}_{\infty}^{pq} &= \operatorname{Ext}_A^p(A/b, H^q(M^*)) \Rightarrow H^{p+q}(\operatorname{Hom}(F_\bullet, M^*)�)
\end{align*}
\]
Since (A₁) holds, \(ht_M b \geq l + 2\). Since \(M^p = \bigoplus_{ht_M q=p} (\operatorname{coker} d_{M}^{p-2})_q\), we find that \(\dual{E}_2^{pq} = 0\) if \(0 \leq p \leq l + 1\). Therefore \(H^{l}(\operatorname{Hom}(F_\bullet, M^*)) = \dual{E}_2^{-1,l+1} = \operatorname{Ext}_A^{-1}(A/b, M)\) is finitely generated and hence \(\dual{E}_{\infty}^{pq}\) is also. On the other hand, it follows from (B₁₋₁) that \(\dual{E}_2^{pq}\) is finitely generated if \(q < l\). By descending induction on \(r\), we find that \(\dual{E}_r^{pq}\) is finitely generated for \(r \geq 2\). In particular, \(\dual{E}_{\infty}^{pq} = \operatorname{Hom}(A/b, H^1(M^*))\) is finitely generated.

Since \(\operatorname{Supp} H^1(M^*) \subset V(b)\), \(\operatorname{Ass} H^1(M^*) = \operatorname{Ass} \operatorname{Hom}(A/b, H^1(M^*))\) is a finite set. Since \(H^1(M^*)\) is locally finitely generated, there is an integer \(m\) such that \(b^m H^1(M^*)_p = 0\) for any associated prime \(p\) of \(H^1(M^*)\). Then \(b^m H^1(M^*) = 0\).
Since $b^m$ is also a defining ideal of $Z^l(M)$, we obtain that

$$H^I(M^*) \cong \text{Hom}(A/b^m, H^I(M^*))$$

is finitely generated. \hfill \square

We already know that $(A_0)$ and $(B_{-1})$ hold. Therefore $(B_0)$ holds.

Let $L = \ker d_0^M$. Then it follows from $(B_0)$ that $L$ is finitely generated. Since $L \subset M^0$, $L$ also satisfies (QU). Furthermore $H^{-1}(L^*) = H^0(L^*) = 0$ and $H^p(L^*) = H^p(L^*)$ for $p > 1$. Therefore $Z^1(M) = Z^{-1}(L)$ is closed. Thus both $(A_1)$ and $(B_1)$ hold.

The proof of Proposition 6.3 will be completed if we prove the following.

**Claim 2.** If $l > 0$, then $(A_1)$ and $(B_1)$ imply $(A_{l+1})$.

**Proof.** Since $H^p(M^*)$ is finitely generated and $\text{Supp} H^p(M^*) \subset U^{p+2}(M)$, we find that $\text{ht}_M \text{ann } H^p(M^*) \geq p + 2$ for $-1 \leq p \leq l$. There is $y \in \prod_{p-1}^l \text{ann } H^p(M^*)$ such that $\text{ht}_M y A = 1$ and $Z^{-1}(M) \subset V(y A)$. Then $M/y^2 M$ also satisfies (QU) and $U^{l+2}(M/y^2 M) \subset U^{l+3}(M)$. We want to show that $Z^{l+1}(M) \subset Z^l(M/y^2 M)$.

Let $p \in \text{Supp } M \setminus Z^l(M/y^2 M)$ and $d = \text{ht}_M p$. It is enough to show that $p \notin Z^{l+1}(M)$. If $y \notin p$, then $M_p$ is Cohen-Macaulay and hence $p \notin Z^{l+1}(M)$.

Assume that $y \in p$. Passing to the localization, we may assume that $A$ is a local ring and $p$ the maximal ideal of $A$. Since $A$ is local, $M^d = \text{coker } d^d_{l-2}$. Therefore $H^{d-1}(M^*) = H^d(M^*) = 0$. That is, $p \notin Z^{l+1}(M)$ if $d \leq l + 2$.

Assume that $d > l + 2$. Then there is a $p$-standard of parameters $x = x_1, \ldots, x_{d-1}$ of type $d - 2$ for $M/y^2 M$. Since $p \notin Z^l(M/y^2 M)$, it follows from Lemma 6.2 that $H^p(x; H^{d-1}_p(M/y^2 M)) = 0$ for $p > l - 1$. It follows from Theorem 4.2 that

$$H^{k}_{x_1, \ldots, x_{d-2}} H^{l+1}_{x_{d-1}, \ldots, x_{d-1}}(M/y^2 M) = 0$$

for $k < d - l - 2$.

By Lemma 6.1, we have

$$(x_{d-l-1}^m, \ldots, x_{d-1}^m) M : y^{n+1} = (x_{d-l-1}^m, \ldots, x_{d-1}^m) M : y$$

for any $m, n > 0$.

Therefore $y$ is a non-zero divisor on

$$L = \text{inj lim}_m M/(x_{d-l-1}^m, \ldots, x_{d-1}^m) M : y.$$

Furthermore, by (6.3.1), we obtain

$$(x_{d-l-1}^m, \ldots, x_{d-1}^m, y^{n+1}) M : y^n = (x_{d-l-1}^m, \ldots, x_{d-1}^m) M : y + y M$$

and

$$(x_{d-l-1}^m, \ldots, x_{d-1}^m) M : y \cap (x_{d-l-1}^m, \ldots, x_{d-1}^m, y^n) M$$

$$= (x_{d-l-1}^m, \ldots, x_{d-1}^m) M + y^n[(x_{d-l-1}^m, \ldots, x_{d-1}^m) M : y^{n+1}]$$

$$= (x_{d-l-1}^m, \ldots, x_{d-1}^m) M.$$

Therefore, we obtain two exact sequences:

$$0 \to M/(x_{d-l-1}^m, \ldots, x_{d-1}^m) M : y + y M \to M/(x_{d-l-1}^m, \ldots, x_{d-1}^m, y^{n+1}) M \to M/(x_{d-l-1}^m, \ldots, x_{d-1}^m, y^n) M \to 0$$
and

\[ 0 \to (x_{d-l-1}^m, \ldots, x_{d-1}^m)M : y/(x_{d-l-1}^m, \ldots, x_{d-1}^m)M \to M/(x_{d-l-1}^m, \ldots, x_{d-1}^m, y^n)M \to M/[(x_{d-l-1}^m, \ldots, x_{d-1}^m)M : y + y^nM] \to 0 \]

for any \( m, n > 0 \). By taking the direct limit, we have the exact sequences

\[(6.3.2)\]

\[ 0 \to L/yL \to H_{x_{d-l-1}, \ldots, x_{d-1}}^{l+1}((M/y^{n+1}M) \to H_{x_{d-l-1}, \ldots, x_{d-1}}^{l+1}(M/y^nM) \to 0 \]

and

\[(6.3.3)\]

\[ 0 \to Q \to H_{x_{d-l-1}, \ldots, x_{d-1}}^{l+1}(M/y^nM) \to L/y^nL \to 0 \]

for any \( n > 0 \), where

\[ Q = \text{inj lim}_m(x_{d-l-1}^m, \ldots, x_{d-1}^m)M : y/(x_{d-l-1}^m, \ldots, x_{d-1}^m)M. \]

If

\[ H^t_{x_{d-l-2}}H_{x_{d-l-1}, \ldots, x_{d-1}}^{l+1}(M/yM) \neq 0 \]

for some \( t < d - l - 2 \) and

\[ H^k_{x_{d-l-2}}H_{x_{d-l-1}, \ldots, x_{d-1}}^{l+1}(M/yM) = 0 \]

for \( k < t \), then \( H^t_{x_{d-l-2}}(L/yL) \neq 0 \) and \( H^k_{x_{d-l-2}}(L/yL) = 0 \) for \( k < t + 1 \), because \((6.3.2)\) induces an exact sequence

\[ H^{k-1}_{x_{d-l-2}}H_{x_{d-l-1}, \ldots, x_{d-1}}^{l+1}(M/yM) \to H^k_{x_{d-l-2}}(L/yL) \to H^k_{x_{d-l-2}}H_{x_{d-l-1}, \ldots, x_{d-1}}^{l+1}(M/y^2M). \]

Therefore \( H^t_{x_{d-l-2}}(Q) \neq 0 \) and \( H^k_{x_{d-l-2}}(Q) = 0 \) for \( k < t \), because \((6.3.3)\) induces an exact sequence

\[ H^{k-1}_{x_{d-l-2}}(L/yL) \to H^k_{x_{d-l-2}}(Q) \to H^k_{x_{d-l-1}, \ldots, x_{d-1}}H_{x_{d-l-1}, \ldots, x_{d-1}}^{l+1}(M/yM). \]

Since \( 0 \to L/yL \to L/y^2L \to L/yL \to 0 \) is exact, \( H^{t+1}_{x_{d-l-2}}(L/y^2L) \neq 0 \) and \( H^k_{x_{d-l-2}}(L/y^2L) = 0 \) for \( k < t + 1 \). Since

\[ H^{t-1}_{x_{d-l-2}}(L/y^2L) \to H^t_{x_{d-l-2}}(Q) \to H^t_{x_{d-l-2}, \ldots, x_{d-1}}H_{x_{d-l-2}, \ldots, x_{d-1}}^{l+1}(M/y^2M) \]

is exact, \( H^t_{x_{d-l-2}}(Q) = 0 \), which is a contradiction.

Thus

\[ H^k_{x_{d-l-2}}H_{x_{d-l-1}, \ldots, x_{d-1}}^{l+1}(M/yM) = 0 \]

for \( k < d - l - 2 \) and

\[ H^k_{x_{d-l-2}}(L/yL) = 0 \]

for \( k < d - l - 2 \).

By induction on \( n \), we obtain

\[ H^k_{x_{d-l-2}}H_{x_{d-l-1}, \ldots, x_{d-1}}^{l+1}(M/y^nM) = 0 \]

for \( k < d - l - 2 \) whenever \( n \geq 2 \).

By taking the direct limit, we have

\[ H^k_{x_{d-l-2}}H_{x_{d-l-1}, \ldots, x_{d-1}}^{l+2}(M) = H^k_{x_{d-l-2}}H_{x_{d-l-1}, \ldots, x_{d-1}}^{l+1}(M) \]

for \( k < d - l - 2 \). It follows from Theorem 4.2 that

\[ H_p(x_1, \ldots, x_d - 1, y; H^d_p(M)) = 0 \]

for \( p < d - l \).
Therefore $p \notin Z^{l+1}(M)$ by Lemma 6.2. Thus we obtain that

$$Z^{l+1}(M) \subset Z^l(M/y^2M).$$

It follows from (A), applied to $M/y^2M$ and the above, that

$$\overline{Z^{l+1}(M)} \subset \overline{Z^l(M/y^2M)} \subset U^{l+2}(M/y^2M) \subset U^{l+3}(M).$$

The proof of Claim 2 is completed.

We have almost finished the proof of Theorem 1.1. Indeed, by (A) of Proposition 6.3, we find that all the Cousin cohomologies are finitely generated. Furthermore, by (B) of the same proposition, we obtain

$$\bigcap_l Z^l(M) \subset \bigcap_l U^{l+2}(M) = \emptyset.$$

Since Spec $A$ is quasi-compact and $\overline{Z^l(M)} \supset \overline{Z^0(M)} \supset \cdots$ is a descending chain of closed subsets, we have $Z^l(M) = \emptyset$ for sufficiently large $l$. The proof of Theorem 1.1 is completed.

**Corollary 6.4.** Let $A$ be a Noetherian ring satisfying (C1)–(C3). For a finitely generated $A$-module $M$ satisfying (QU), let $\mathfrak{a}'(M)$ be the product of all the annihilators of the non-zero Cousin cohomologies of $M$. Then $V(\mathfrak{a}'(M))$ is the non-Cohen-Macaulay locus of $M$. In particular, $\text{ht}_M \mathfrak{a}'(M) > 0$.

**Proof.** Since only finitely many Cousin cohomologies of $M$ are non-zero, $\mathfrak{a}'(M)$ is well defined. Since $H^p(M^\bullet)$ is finitely generated, $\text{Supp} H^p(M^\bullet) = V(\text{ann} H^p(M^\bullet))$. Therefore $V(\mathfrak{a}'(M)) = \bigcup H^p(M^\bullet)$ is the non-Cohen-Macaulay locus of $M$. \qed

**7. Lemmas for Theorem 1.2**

We prove three lemmas for Theorem 1.2 in this section. They are variants of Theorem 3.6, Corollaries 3.7 and 3.8 of [15], respectively.

**Lemma 7.1.** Let $x_1, \ldots, x_d \in A$ be a $p$-standard sequence on an $A$-module $M$. We put $q_i = (x_i, \ldots, x_d)$ for all $1 \leq i \leq d$. Then, for any integers $1 \leq j \leq d$ and $n_1, \ldots, n_j \geq 0$, the following statements hold:

(A) If $1 \leq k \leq j$ and $n_k > 0$, then

(7.1.1) $(x_1, \ldots, x_{l-1})M : x_l \cap q_1^{n_1} \cdots q_j^{n_j}M = (x_k, \ldots, x_{l-1})q_1^{n_1} \cdots q_k^{n_k-1} \cdot q_j^{n_j}M$

for an arbitrary integer $k \leq l \leq d$.

(B) If $2 \leq k \leq j + 1 \leq d$ and $n_k > 0$, then

(7.1.2) $(x_1, \ldots, x_l)q_1^{n_1} \cdots q_j^{n_j+1}M : x_1 = (x_k, \ldots, x_1)[q_1^{n_1} \cdots q_j^{n_j+1}M : x_1] + 0 : M x_1$

for an arbitrary integer $k \leq l \leq d$. In particular, by letting $l = d$, we have

$$q_2^{n_2} \cdots q_k^{n_k+1} \cdots q_j^{n_j+1}M : x_1 = q_k[q_2^{n_2} \cdots q_j^{n_j+1}M : x_1] + 0 : M x_1.$$

(C) If $j < d$ and $n_2 > 0$, then

(7.1.3) $q_2^{n_2} \cdots q_j^{n_j+1}M : x_1 \subset q_2^{n_2-1}q_3^{n_3} \cdots q_j^{n_j+1}M + 0 : M x_1$.

(D) If $j < d$ and $n_2 > 0$, then

(7.1.4) $q_2^{n_2} \cdots q_j^{n_j+1}M : x_1 \cap x_2M = x_2[q_2^{n_2-1}q_3^{n_3} \cdots q_j^{n_j+1}M : x_1]$. 
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(Ej) If \( j \leq d - 1 \) and \( n_1 > 1 \), then
\[
(7.1.5) \quad q_2^{n_2} \cdots q_j^{n_j+1} M : x_1^{n_1} = q_2^{n_2} \cdots q_j^{n_j+1} M : x_1.
\]

(Fj) If \( j \leq d - 2 \), then
\[
(7.1.6) \quad q_3^{n_3} \cdots q_j^{n_j+2} M : x_1 x_2 = q_3^{n_3} \cdots q_j^{n_j+2} M : x_2.
\]

Proof. We work by induction on \( j \).

(A1): Since \( x_1, \ldots, x_d \) is a \( d \)-sequence on \( M \), we obtain (7.1.1). See [9, Theorem 1.3] or [14, Lemma 2.2].

(B1): We work by induction on \( l \). Let \( a \) be an element of the left hand side of (7.1.2). If \( l = 2 \), then we put \( x_1 a = x_2 b \) where \( b \in q_2^{n_2} M \). Since \( x_2, \ldots, x_d \) is a p-standard sequence on \( M/x_1 M \), we have
\[
b \in x_1 M : x_2 \cap [x_1 M + q_2^{n_2} M]
= x_1 M
\]
because of (A1). Let \( b = x_1 a' \) where \( a' \in M \). Then \( a' \in q_2^{n_2} M : x_1 \) and \( x_1 a = x_1 x_2 a' \). Therefore \( a \in x_2 [q_2^{n_2} M : x_1] + 0 : M x_1 \).

Next we assume that \( l > 2 \), make the obvious inductive assumption and put \( x_1 a = x_l b + c \) where \( b \in q_2^{n_2} M \), \( c \in (x_2, \ldots, x_{l-1}) q_2^{n_2} M \). By applying (A1) to the p-standard sequence \( x_2, \ldots, x_d \) on \( M/x_1 M \), we have
\[
b \in (x_1, x_2, \ldots, x_{l-1}) M : x_l \cap [x_1 M + q_2^{n_2} M]
= x_1 M + (x_2, \ldots, x_{l-1}) q_2^{n_2-1} M.
\]

Let \( b = x_1 a' + c' \) where \( a' \in M \) and \( c' \in (x_2, \ldots, x_{l-1}) q_2^{n_2-1} M \). Then \( a' \in q_2^{n_2} M : x_1 \) and
\[
a - x_1 a' \in (x_2, \ldots, x_{l-1}) q_2^{n_2} M : x_1
= (x_2, \ldots, x_{l-1}) [q_2^{n_2} M : x_1] + 0 : M x_1.
\]

Therefore \( a \in (x_2, \ldots, x_l) [q_2^{n_2} M : x_1] + 0 : M x_1 \). The opposite inclusion is obvious.

(C1): By using (B1) repeatedly, we have
\[
q_2^{n_2} M : x_1 = q_2^{n_2-1} [q_2 M : x_1] + 0 : M x_1
\subset q_2^{n_2-1} M + 0 : M x_1.
\]

(D1): If \( n_2 = 1 \), then both sides of (7.1.4) coincide with \( x_2 M \). We assume that \( n_2 > 1 \). If \( a \in q_2^{n_2} M : x_1 \cap x_2 M \), then we obtain
\[
x_1 a \in q_2^{n_2} M \cap x_2 M
= x_2 q_2^{n_2-1} M
\]
by applying (A1) to the p-standard sequence \( x_2, \ldots, x_d \) on \( M \). Therefore
\[
a \in [x_2 q_2^{n_2-1} M : x_1] \cap q_1 M
= x_2 [q_2^{n_2-1} M : x_1] + 0 : M x_1 \cap q_1 M
= x_2 [q_2^{n_2-1} M : x_1].
\]
Here we used (B1) and (A1) again. The opposite inclusion is obvious.

(E1): Since \( x_1^{n_1} \), \( x_2, \ldots, x_d \) is a p-standard sequence on \( M \), we obtain
\[
q_2^{n_2} M : x_1^{n_1} = q_2^{n_2-1} [q_2 M : x_1^{n_1}] + 0 : M x_1^{n_1}
\]
by using \((B_1)\). Since \(x_1, \ldots, x_d\) is a \(p\)-standard sequence on \(M\), \(q_2M: x_1^{n_1} = q_2: x_1\) and \(0: M x_1^{n_1} = 0: M x_1\).

\((F_i)\): Let \(a \in q_3^{n_3}M: x_1 x_2\). Since \(x_1, x_3, \ldots, x_d\) is a \(p\)-standard sequence on \(M\), we obtain that

\[
x_2a \in q_3^{n_3}M : x_1 = q_3^{n_3-1}[q_3M : x_1] + 0 \quad : M x_1 
\subseteq q_3^{n_3-1}[q_3M : x_2] + 0 \quad : M x_2.
\]

Indeed, since \(x_1, \ldots, x_d\) is a \(p\)-standard sequence on \(M\),

\[
q_3M: x_1 \subseteq q_3M: x_1 x_2 = q_3M: x_2,
\]

\[
0 \quad : M x_1 \subseteq 0 \quad : M x_1 x_2 = 0 \quad : M x_2.
\]

Therefore \(x_2a \in q_3^{n_3}M\) and hence \(a \in q_3^{n_3}M: x_1^2 = q_3^{n_3}M: x_2\). Here we apply \((E_i)\) to the \(p\)-standard sequence \(x_2, \ldots, x_d\) on \(M\).

Next we assume that \(j > 1\) and that \((A_i)\)–\((F_i)\) are true if \(i < j\). We want to prove \((A_j)\)–\((F_j)\).

\((A_j)\): Since \(x_k, \ldots, x_d\) is a \(p\)-standard sequence on \(M\), \(0: M x_k \cap q_kM = 0\). If \(l = k\), then it follows that \((7.1.1)\) holds because \(n_k > 0\).

Assume that \(k < l\) and let \(a\) be an element of the left hand side of \((7.1.1)\). If \(k = 1\), then we obtain

\[
a \in (x_1, \ldots, x_l-1)M: x_l \cap [x_1M + q_2^{n_1+n_2}q_3^{n_3} \cdots q_j^{n_j}M] 
\]

\[
= x_1M + (x_2, \ldots, x_l-1)q_2^{n_1+n_2-1}q_3^{n_3} \cdots q_j^{n_j}M
\]

by using \((A_{j-1})\). Indeed, \(x_2, \ldots, x_d\) is a \(p\)-standard sequence on \(M/x_1M\) and \(n_1 > 0\) by the assumption. Since

\[
(7.1.7) \quad a \in q_1^{n_1} \cdots q_j^{n_j}M = x_1q_1^{n_1-1}q_2^{n_2} \cdots q_j^{n_j}M + q_2^{n_1+n_2}q_3^{n_3} \cdots q_j^{n_j}M,
\]

we obtain

\[
a \in x_1q_1^{n_1-1}q_2^{n_2} \cdots q_j^{n_j}M + (x_2, \ldots, x_l-1)q_2^{n_1+n_2-1}q_3^{n_3} \cdots q_j^{n_j}M + x_1M \cap q_2^{n_1+n_2}q_3^{n_3} \cdots q_j^{n_j}M.
\]

By using \((C_{j-1})\), we have

\[
x_1M \cap q_2^{n_1+n_2}q_3^{n_3} \cdots q_j^{n_j}M = x_1[q_2^{n_1+n_2}q_3^{n_3} \cdots q_j^{n_j}M : x_1] 
\subseteq x_1q_2^{n_1+n_2-1}q_3^{n_3} \cdots q_j^{n_j}M.
\]

Therefore

\[
a \in (x_1, \ldots, x_l-1)q_1^{n_1-1}q_2^{n_2} \cdots q_j^{n_j}M.
\]

If \(k > 1\), then we work by induction on \(n_1\). If \(n_1 = 0\), then

\[
(x_k, \ldots, x_l-1)M: x_l \cap q_2^{n_2} \cdots q_j^{n_j}M = (x_k, \ldots, x_l-1)q_2^{n_2} \cdots q_k^{n_k-1} \cdots q_j^{n_j}M
\]

because of \((A_{j-1})\). Assume that \(n_1 > 0\) and make the obvious inductive assumption.

Since \(x_2, \ldots, x_d\) is a \(p\)-standard sequence on \(M/x_1M\),

\[
a \in (x_1, x_k, \ldots, x_l-1)M: x_l \cap [x_1M + q_2^{n_1+n_2}q_3^{n_3} \cdots q_j^{n_j}M] 
\]

\[
= x_1M + (x_k, \ldots, x_l-1)q_2^{n_1+n_2}q_3^{n_3} \cdots q_k^{n_k-1} \cdots q_j^{n_j}M.
\]
By using (7.1.7) and $C_{j-1}$ we have

$$a \in x_1 q_1^{n_1-1} q_2^{n_2} \cdots q_j^{n_j} M$$

$$+ (x_k, \ldots, x_{l-1}) q_2^{n_1+n_2} q_3^{n_3} \cdots q_k^{n_k-1} \cdots q_j^{n_j} M$$

$$+ x_1 q_2^{n_1+n_2} q_3^{n_3} \cdots q_j^{n_j} M: x_1$$

$$\subset x_1 q_1^{n_1-1} q_2^{n_2} \cdots q_j^{n_j} M$$

$$+ (x_k, \ldots, x_{l-1}) q_2^{n_1+n_2} q_3^{n_3} \cdots q_k^{n_k-1} \cdots q_j^{n_j} M.$$  

Let $a = x_1 a' + b$ where $a' \in q_1^{n_1-1} \cdots q_j^{n_j} M$ and

$$b \in (x_k, \ldots, x_{l-1}) q_2^{n_1+n_2} q_3^{n_3} \cdots q_k^{n_k-1} \cdots q_j^{n_j} M.$$  

Then

$$a' \in (x_k, \ldots, x_{l-1}) M: x_1 x_l \cap q_1^{n_1-1} \cdots q_j^{n_j} M$$

$$= (x_k, \ldots, x_{l-1}) M: x_1 \cap q_1^{n_1-1} \cdots q_j^{n_j} M$$

$$= (x_k, \ldots, x_{l-1}) q_1^{n_1-1} \cdots q_k^{n_k-1} \cdots q_j^{n_j} M.$$  

Here we used the inductive assumption. Thus the left hand side of (7.1.1) is contained in the right hand side. The opposite inclusion is obvious.

(Bj): We work by induction on $l$. Let $a$ be an element of the left hand side of (7.1.2). If $l = k$, then we put $x_1 a = x_1 b$ where $b \in q_2^{n_2} \cdots q_{j+1}^{n_{j+1}} M$. By applying $(A_{j-1})$ to the p-standard sequence $x_2, \ldots, x_d$ on $M/x_1 M$, we obtain

$$b \in x_1 M: x_k \cap [x_1 M + q_2^{n_2} \cdots q_{j+1}^{n_{j+1}} M] = x_1 M.$$  

Let $b = x_1 a'$. Then $a' \in q_2^{n_2} \cdots q_{j+1}^{n_{j+1}} M: x_1$ and $a \in x_k [q_2^{n_2} \cdots q_{j+1}^{n_{j+1}} M: x_1] + 0: x_1.$

Assume that $l > k$ and make the obvious inductive assumption. Let $x_1 a = x_1 b + c$ where $b \in q_2^{n_2} \cdots q_{j+1}^{n_{j+1}} M$ and $c \in (x_k, \ldots, x_{l-1}) q_2^{n_2} \cdots q_{j+1}^{n_{j+1}} M$. Then we obtain

$$b \in (x_1, x_k, \ldots, x_{l-1}) M: x_l \cap [x_1 M + q_2^{n_2} \cdots q_{j+1}^{n_{j+1}} M]$$

$$= x_1 M + (x_k, \ldots, x_{l-1}) q_2^{n_2} \cdots q_k^{n_k-1} \cdots q_{j+1}^{n_{j+1}} M$$

by using $(A_{j-1})$. Let $b = x_1 a' + c'$ where $a' \in M$ and

$$c' \in (x_k, \ldots, x_{l-1}) q_2^{n_2} \cdots q_k^{n_k-1} \cdots q_{j+1}^{n_{j+1}} M.$$  

Then $a' \in q_2^{n_2} \cdots q_{j+1}^{n_{j+1}} M: x_1$ and

$$a - x_1 a' \in (x_k, \ldots, x_{l-1}) q_2^{n_2} \cdots q_{j+1}^{n_{j+1}} M: x_1$$

$$= (x_k, \ldots, x_{l-1}) [q_2^{n_2} \cdots q_{j+1}^{n_{j+1}} M: x_1] + 0 M: x_1.$$  

Therefore $a$ is in the right hand side of (7.1.2). The opposite inclusion is obvious.

(Cj): By using (Bj), we may assume that $n_2 = 1$. If $n_{j+1} = 0$, then the inclusion comes from $(C_{j-1})$. We may also assume that $n_{j+1} > 0$.

Let $a$ be an element of the left hand side of (7.1.3). By applying $(C_{j-1})$ to the p-standard sequence $x_1, x_3, \ldots, x_d$ on $M/x_2 M$, we obtain

$$a \in [x_2 M + q_3^{n_3} \cdots q_{j+1}^{n_{j+1}} M]: x_1$$

$$\subset q_3^{n_3} \cdots q_{j+1}^{n_{j+1}} M + x_2 M: x_1.$$
On the other hand, since $n_{j+1} > 0$,

$$a \in q_3^n M : x_1 \subset q_2 M + 0 : x_1.$$  

Here we used $(C_1)$. Therefore

$$a \in q_3^{n_3} \cdots q_{j+1}^{n_{j+1}} M + 0 : x_1 + x_2 M : x_1 \cap q_2 M$$

$$\subset q_3^{n_3} \cdots q_{j+1}^{n_{j+1}} M + 0 : x_1 + x_2 M : x_3 \cap q_2 M$$

$$= q_3^{n_3} \cdots q_{j+1}^{n_{j+1}} M + 0 : x_1 + x_2 M.$$  

Since $a \in q_3^{n_3} \cdots q_{j+1}^{n_{j+1}} M : x_1$,

$$a \in q_3^{n_3} \cdots q_{j+1}^{n_{j+1}} M + 0 : x_1 + x_2 M \cap [q_3^{n_3} \cdots q_{j+1}^{n_{j+1}} M : x_1]$$

$$= q_3^{n_3} \cdots q_{j+1}^{n_{j+1}} M + 0 : x_1 + x_2 [q_3^{n_3} \cdots q_{j+1}^{n_{j+1}} M : x_2]$$

$$= q_3^{n_3} \cdots q_{j+1}^{n_{j+1}} M + 0 : x_1 + x_2 [q_3^{n_3} \cdots q_{j+1}^{n_{j+1}} M : x_3]$$

$$= q_3^{n_3} \cdots q_{j+1}^{n_{j+1}} M + 0 : x_1.$$  

Here we used $(F_{j-1})$.

$(D_j)$: If $n_{j+1} = 0$, then the equation follows from $(D_{j-1})$. Thus we may assume that $n_{j+1} > 0$. Let $a$ be an element of the left hand side of (7.1.4). Then

$$x_1 a = x_2 M \cap q_2^{n_2} \cdots q_{j+1}^{n_{j+1}} M$$

$$= x_2 q_2^{n_2-1} \cdots q_{j+1}^{n_{j+1}} M,$$

where we used $(A_j)$. Let $x_1 a = x_2 b$ where $b \in q_2^{n_2-1} \cdots q_{j+1}^{n_{j+1}} M$. Then

$$b \in x_1 M : x_2 \cap q_1 M \subset x_1 M : x_2 \cap q_1 M = x_1 M.$$  

Let $b = x_1 a'$. Then $a' \in q_2^{n_2-1} \cdots q_{j+1}^{n_{j+1}} M : x_1$ and $a - x_2 a' \in 0 : M$ $x_1 \cap x_2 M \subset 0 : M$ $x_1 \cap q_1 M = 0$. That is, $a = x_2 a' \in x_2 [q_2^{n_2-1} \cdots q_{j+1}^{n_{j+1}} M : x_1]$. The opposite inclusion is obvious.

$(E_j)$: We may assume that $n_1 = 2$. Furthermore we may also assume that $n_2 = 1$ and $n_{j+1} > 0$ because of $(B_j)$ and $(E_{j-1})$.

First we assume that $n_3 + \cdots + n_{j+1} = 1$; that is, $n_3 = \cdots = n_j = 0$ and $n_{j+1} = 1$. We show that

$$(x_2, \ldots, x_l, x_{j+1}, \ldots, x_d) q_2 M : x_1^2 = (x_2, \ldots, x_l, x_{j+1}, \ldots, x_d) q_2 M : x_1$$

by descending induction on $l$. If $l = j$, then the equation comes from $(E_1)$. Assume that $l < j$, make the obvious inductive assumption and let $a$ be an element of the left hand side of the equation. Then

$$a \in (x_2, \ldots, x_{l+1}, x_{j+1}, \ldots, x_d) q_2 M : x_1^2$$

$$= (x_2, \ldots, x_{l+1}, x_{j+1}, \ldots, x_d) q_2 M : x_1.$$  

Let $x_1 a = x_{l+1} b + c$ where $b \in q_2 M$ and $c \in (x_2, \ldots, x_l, x_{j+1}, \ldots, x_d) q_2 M$. Then

$$b \in (x_2, \ldots, x_l, x_{j+1}, \ldots, x_d) M : x_1 x_{l+1} \cap q_2 M$$

$$= (x_2, \ldots, x_l, x_{j+1}, \ldots, x_d) M : x_{l+1} \cap q_2 M$$

$$= (x_2, \ldots, x_l, x_{j+1}, \ldots, x_d) M.$$
Here we apply (A₁) to the p-standard sequence \( x_2, \ldots, x_j \) on \( M/(x_{j+1}, \ldots, x_d)M \). Thus \( x_1a \in (x_2, \ldots, x_l, x_{j+1}, \ldots, x_d)q_M \). If we put \( l = 1 \), then we have
\[
q_M: x_1^2 = q_M: x_1.
\]

Next we assume that \( n_3 + \cdots + n_{j+1} \geq 1 \) and let \( a \) be an element of the left hand side of (7.1.5). By applying (E_{j-1}) to the p-standard sequence \( x_1, x_3, \ldots, x_d \) on \( M/x_2M \), we have
\[
a \in [x_2M + q_M^{n_3+1} \cdots q_M^{n_{j+1}+1} M]: x_1^2
= [x_2M + q_M^{n_3+1} \cdots q_M^{n_{j+1}+1} M]: x_1.
\]

Therefore
\[
x_1a \in [x_2M + q_M^{n_3+1} \cdots q_M^{n_{j+1}+1} M] \cap [q_M^{n_3} \cdots q_M^{n_{j+1}+1} M: x_1]
= q_M^{n_3+1} \cdots q_M^{n_{j+1}+1} M + x_2M \cap [q_M^{n_3} \cdots q_M^{n_{j+1}+1} M: x_1]
= q_M^{n_3+1} \cdots q_M^{n_{j+1}+1} M + x_2[q_M^{n_3} \cdots q_M^{n_{j+1}+1} M: x_1].
\]

Here we used (D_j). Let \( x_1a = x_2b + c \) where \( b \in q_M^{n_3} \cdots q_M^{n_{j+1}+1} M: x_1 \) and \( c \in q_M^{n_3+1} \cdots q_M^{n_{j+1}+1} M \). Then
\[
b \in [x_1M + q_M^{n_3} \cdots q_M^{n_{j+1}+1} M]: x_2
\subset x_1M: x_2 + q_M^{n_3} \cdots q_M^{n_{j+1}+1} M
\]
because of (C_{j-1}). On the other hand, since \( n_3 + \cdots + n_{j+1} > 1 \), \( b \in q_M^{n_3} M: x_1 \subset q_M^{n_3} M: x_1 \). Therefore
\[
b \in q_M^{n_3} \cdots q_M^{n_{j+1}+1} M + 0_M: x_1 + x_1M: x_2 \cap q_M^{n_3} M
\subset q_M^{n_3} \cdots q_M^{n_{j+1}+1} M + 0_M: x_1 + x_1M,
\]
because \( x_1M: x_2 \cap q_M^{n_3} M \subset x_1M: x_2 \cap q_M^{n_3} M = x_1M \). Since \( b \in q_M^{n_3} \cdots q_M^{n_{j+1}+1} M: x_1 \), we obtain
\[
b \in q_M^{n_3} \cdots q_M^{n_{j+1}+1} M + 0_M: x_1 + x_1M \cap [q_M^{n_3} \cdots q_M^{n_{j+1}+1} M: x_1]
= q_M^{n_3} \cdots q_M^{n_{j+1}+1} M + 0_M: x_1 + x_1[q_M^{n_3} \cdots q_M^{n_{j+1}+1} M: x_1^2]
= q_M^{n_3} \cdots q_M^{n_{j+1}+1} M + 0_M: x_1.
\]

Here we used (E_{j-1}). Thus \( x_1a = x_2b + c \in q_M^{n_3} \cdots q_M^{n_{j+1}+1} M \).

(F_j): First we show that \( y_2 = x_1x_2, y_3 = x_3, \ldots, y_d = x_d \) is a p-standard sequence on \( M \). In other words, we prove
\[
(y^{n_1}_\Lambda: \lambda \in \Lambda)M: y_j^{n_1} y_j^{n_2} = (y^{n_1}_\Lambda: \lambda \in \Lambda)M: y_j^{n_2}
\]
for any positive integers \( n_2, \ldots, n_d \), any subset \( \Lambda \subset \{2, \ldots, d\} \) and \( i, j \in \{2, \ldots, d\} \) \( \backslash \) \( \Lambda \) such that \( i \leq j \) or \( s < j \) (where \( s \) is the type of the p-standard sequence \( x_1, \ldots, x_d \) on \( M \)).

If 2 \( \notin \Lambda \), then (7.1.8) is obvious. Assume that 2 \( \in \Lambda \) and let \( \Lambda' = \Lambda \backslash \{2\} \). We divide (7.1.8) into two parts:
\[
(y^{n_1}_\Lambda: \lambda \in \Lambda)M: y_i^{n_1} \subset (y^{n_1}_\Lambda: \lambda \in \Lambda)M: y_j,
\]
(7.1.9)
\[
(y^{n_1}_\Lambda: \lambda \in \Lambda)M: y_j^{n_{j+1}} = (y^{n_1}_\Lambda: \lambda \in \Lambda)M: y_j.
\]
(7.1.10)
If \( a \) is an element of the left hand side of (7.1.9), then we put \( x_i^n a = (x_1 x_2)^n b + c \) where \( b \in M \) and \( c \in (x_\lambda^n \mid \lambda \in \Lambda')M \). Since \( \Lambda' \subset \{ 3, \ldots, d \} \) and \( i \notin \Lambda' \), we have

\[
\begin{align*}
 b & \in [x_i^n M + (x_\lambda^n \mid \lambda \in \Lambda')M] : x_i^n x_2^n \\
& = [x_i^n M + (x_\lambda^n \mid \lambda \in \Lambda')M] : x_2^n.
\end{align*}
\]

Thus we also obtain (7.1.10).

In the same way as above, we have

\[
\begin{align*}
 x_2^n b &= x_i^n a' + c' \text{ where } a' \in M, \quad c' \in (x_\lambda^n \mid \lambda \in \Lambda')M, \quad \text{then } a' \in [x_2^n M + (x_\lambda^n \mid \lambda \in \Lambda')M] : x_i^n a - x_i^n a' \in (x_\lambda^n \mid \lambda \in \Lambda')M : x_i^n. \quad \text{Thus}
\end{align*}
\]

\[
\begin{align*}
 a & \in x_i^n [x_2^n M + (x_\lambda^n \mid \lambda \in \Lambda')M] : x_i^n ] \\
& + (x_\lambda^n \mid \lambda \in \Lambda')M : x_i^n \\
& \subset [x_i^n x_2^n M + (x_\lambda^n \mid \lambda \in \Lambda')M] : x_j,
\end{align*}
\]

because

\[
\begin{align*}
 [x_2^n M + (x_\lambda^n \mid \lambda \in \Lambda')M] : x_i^n \subset [x_2^n M + (x_\lambda^n \mid \lambda \in \Lambda')M] : x_i^n x_j \\
& = [x_2^n M + (x_\lambda^n \mid \lambda \in \Lambda')M] : x_j,
\end{align*}
\]

\[(x_\lambda^n \mid \lambda \in \Lambda')M : x_i^n \subset (x_\lambda^n \mid \lambda \in \Lambda')M : x_i^n x_j \\
& = (x_\lambda^n \mid \lambda \in \Lambda')M : x_j.
\]

Thus we obtain (7.1.9).

In the same way as above, we have

\[
\begin{align*}
 [x_1^n x_2^n M + (x_\lambda^n \mid \lambda \in \Lambda')M] : x_j^{n+1} &= x_1^n [x_2^n M + (x_\lambda^n \mid \lambda \in \Lambda')M] : x_j \\
& + (x_\lambda^n \mid \lambda \in \Lambda')M : x_j \\
& \subset [x_1^n x_2^n M + (x_\lambda^n \mid \lambda \in \Lambda')M] : x_j.
\end{align*}
\]

Thus we also obtain (7.1.10).

Therefore we may assume that \( n_3 = 1 \) on use of \((B_j)\). We may also assume that \( n_{j+2} > 0 \) because of \((F_{j-1})\). Assume that \( n_4 + \cdots + n_{j+2} = 1 \), that is, \( n_4 = \cdots = n_{j+1} = 0 \) and \( n_{j+2} = 1 \). We show that

\[
(x_3, \ldots, x_l, x_{j+2}, \ldots, x_d) q_3 M : x_1 x_2 = (x_3, \ldots, x_l, x_{j+2}, \ldots, x_d) q_3 M : x_2
\]

by descending induction on \( l \). If \( l = j + 1 \), then the equation comes from \((F_1)\).

Assume that \( l < j + 1 \), make the obvious inductive assumption and let \( a \) be an element of the left hand side of the equation. Then

\[
\begin{align*}
 a & \in (x_3, \ldots, x_{l+1}, x_{j+2}, \ldots, x_d) q_3 M : x_1 x_2 \\
& = (x_3, \ldots, x_{l+1}, x_{j+2}, \ldots, x_d) q_3 M : x_2.
\end{align*}
\]

Let \( x_2 a = x_{l+1} b + c \) where \( b \in q_3 M \) and \( c \in (x_3, \ldots, x_l, x_{j+2}, \ldots, x_d) q_3 M \). Then

\[
\begin{align*}
 b & \in (x_3, \ldots, x_l, x_{j+2}, \ldots, x_d) M : x_1 x_{l+1} \cap q_3 M \\
& = (x_3, \ldots, x_l, x_{j+2}, \ldots, x_d) M : x_{l+1} \cap q_3 M \\
& = (x_3, \ldots, x_l, x_{j+2}, \ldots, x_d) M.
\end{align*}
\]

Here we apply \((A_1)\) to the p-standard sequence \( x_3, \ldots, x_{j+1} \) on \( M/(x_{j+2}, \ldots, x_d) M \). Thus \( x_2 a \in (x_3, \ldots, x_l, x_{j+2}, \ldots, x_d) q_3 M \). If we put \( l = 2 \), then we have

\[
q_3 q_{j+2} M : x_1 x_2 = q_3 q_{j+2} M : x_2.
\]
Next we assume that \( n_4 + \cdots + n_{j+2} > 1 \) and let \( a \) be an element of the left hand side of (7.1.6). By applying \((F_{j-1})\) to the p-standard sequence \( x_1, x_2, x_4, \ldots, x_d \) on \( M/x_3 M \), we have
\[
a \in [x_3 M + q_4^{n_4+1} \cdots q_{j+2}^{n_{j+2}} M] : x_1 x_2
\]
\[
= [x_3 M + q_4^{n_4+1} \cdots q_{j+2}^{n_{j+2}} M] : x_2.
\]
Therefore
\[
x_2 a \in [x_3 M + q_4^{n_4+1} \cdots q_{j+2}^{n_{j+2}} M] \cap [q_3 q_4^{n_4} \cdots q_{j+2}^{n_{j+2}} M : x_1]
\]
\[
= q_4^{n_4+1} \cdots q_{j+2}^{n_{j+2}} M + x_3 M \cap [q_3 q_4^{n_4} \cdots q_{j+2}^{n_{j+2}} M : x_1]
\]
\[
= q_4^{n_4+1} \cdots q_{j+2}^{n_{j+2}} M + x_3[q_4^{n_4} \cdots q_{j+2}^{n_{j+2}} M : x_1].
\]
Here we used \((D_j)\). Let \( x_2 a = x_3 b + c \) where \( b \in q_4^{n_4} \cdots q_{j+2}^{n_{j+2}} M : x_1 \) and \( c \in q_4^{n_4+1} \cdots q_{j+2}^{n_{j+2}} M \). Then
\[
b \in [x_2 M + q_4^{n_4+1} \cdots q_{j+2}^{n_{j+2}} M] : x_3
\]
\[
\subset x_2 M : x_3 + q_4^{n_4} \cdots q_{j+2}^{n_{j+2}} M
\]
because of \((C_{j-1})\). On the other hand, since \( n_4 + \cdots + n_{j+2} > 1, \) \( b \in q_4^{n_4} M : x_1 \subset q_4 M + 0 : M x_1 \). Therefore
\[
b \in [q_4^{n_4} \cdots q_{j+2}^{n_{j+2}} M + 0 : M] \subset x_3 \cap q_4 M
\]
\[
\subset q_4^{n_4} \cdots q_{j+2}^{n_{j+2}} M + 0 : M x_1 + x_2 M,
\]
because \( x_2 M : x_3 \cap q_4 M \subset x_2 M : x_3 \cap q_2 M = x_2 M \). Since \( b \in q_4^{n_4} \cdots q_{j+2}^{n_{j+2}} M : x_1 \), we obtain
\[
b \in q_4^{n_4} \cdots q_{j+2}^{n_{j+2}} M + 0 : M x_1 + x_2 M \cap [q_4^{n_4} \cdots q_{j+2}^{n_{j+2}} M : x_1]
\]
\[
= q_4^{n_4} \cdots q_{j+2}^{n_{j+2}} M + 0 : M x_1 + x_2 q_4^{n_4} \cdots q_{j+2}^{n_{j+2}} M : x_1 x_2
\]
\[
= q_4^{n_4} \cdots q_{j+2}^{n_{j+2}} M + 0 : M x_1 + x_2[q_4^{n_4} \cdots q_{j+2}^{n_{j+2}} M : x_2].
\]
Here we used \((F_{j-1})\). Thus \( b \in q_4^{n_4} \cdots q_{j+2}^{n_{j+2}} M + 0 : M x_1 \) and \( x_2 a = x_3 b + c \in q_3 q_4^{n_4} \cdots q_{j+2}^{n_{j+2}} M \).

The proof of Lemma 7.1 is completed. \( \square \)

**Lemma 7.2.** With the same notation as in Lemma 7.1, we have
\[
q_2^{n_2} \cdots q_j^{n_j} M : x_1^{n_1} = q_2^{n_2} \cdots q_j^{n_j} M : q_1
\]
for any integers \( 2 \leq j \leq d, n_1 > 0 \) and \( n_2, \ldots, n_j \geq 0 \).

**Proof.** If \( n_2 = \cdots = n_j = 0 \), then the equality is obvious. Therefore we may assume that one of \( n_2, \ldots, n_j \) is positive. We may also assume that \( n_1 = 1 \) because of \((E_{j-1})\). If \( n_2 = \cdots = n_{k-1} = 0 \) and \( n_k > 0 \), then we obtain \( q_k^{n_k} \cdots q_j^{n_j} M : x_1 \subset q_k^{n_k} \cdots q_j^{n_j} M + 0 : M x_1 \) by applying \((C_{j-k+1})\) to the p-standard sequence \( x_1, x_k, \ldots, x_d \) and hence
\[
q_k[q_k^{n_k} \cdots q_j^{n_j} M : x_1] \subset q_k^{n_k} \cdots q_j^{n_j} M.
\]
If \( 2 \leq i < k \), then we obtain
\[
q_k^{n_k} \cdots q_j^{n_j} M : x_1 \subset q_k^{n_k} \cdots q_j^{n_j} M : x_1 x_i
\]
\[
= q_k^{n_k} \cdots q_j^{n_j} M : x_i
\]

by applying \((F_{j-k+1})\) to the p-standard sequence \(x_1, x_i, x_k, \ldots, x_d\). Therefore
\[
(x_{1, \ldots, k-1})[q_k^{n_k} \cdots q_j^{n_j} M : x_1] \subset q_k^{n_k} \cdots q_j^{n_j} M.
\]
Thus \(q_1[q_k^{n_k} \cdots q_j^{n_j} M : x_1] \subset q_k^{n_k} \cdots q_j^{n_j} M\). □

**Lemma 7.3.** With the same notation as Lemma 7.1, if \(q_2 M : x_1 = q_2 M\), then
\[
(x_\lambda | \lambda \in \Lambda) M : x_1 = (x_\lambda | \lambda \in \Lambda) M
\]
for any subset \(\Lambda \subset \{2, \ldots, d\}\). Furthermore
\[
q_2^{n_2} \cdots q_j^{n_j} M : x_1 = q_2^{n_2} \cdots q_j^{n_j} M
\]
for any \(1 \leq j < d\) and \(n_2, \ldots, n_j \geq 0\).

**Proof.** We prove (7.3.1) by descending induction on the number of elements in \(\Lambda\). If \(\Lambda = \{2, \ldots, d\}\), then there is nothing to prove. Assume that \(\Lambda \subsetneq \{2, \ldots, d\}\) and make the obvious inductive assumption. Let \(j \in \{2, \ldots, d\} \setminus \Lambda\) and \(a\) an element of the left hand side of (7.3.1). Then
\[
a \in [x_j M + (x_\lambda | \lambda \in \Lambda) M : x_1
\]
\[
= x_j M + (x_\lambda | \lambda \in \Lambda) M.
\]
Let \(a = x_j b + c\) where \(b \in M\) and \(c \in (x_\lambda | \lambda \in \Lambda) M\). Then
\[
b \in (x_\lambda | \lambda \in \Lambda) M : x_1 x_j
\]
\[
= (x_\lambda | \lambda \in \Lambda) M : x_j.
\]
Therefore \(a = x_j b + c \in (x_\lambda | \lambda \in \Lambda) M\).

Next we show (7.3.2). If \(n_2 = \cdots = n_j = 0\), then the equation is trivial. We may assume that \(n_2, n_j > 0\). We work by induction on \(j\). If \(j = 2\), then
\[
q_2^{n_2} M : x_1 = q_2^{n_2-1}[q_2 M : x_1] + 0 : x_1 = q_2^{n_2} M.
\]
Assume that \(j > 2\) and make the obvious inductive assumption. By using \((B_{j-1})\), we may assume that \(n_2 = 1\). Let \(a\) be an element of the left hand side of (7.3.2). Since \(x_1, x_3, \ldots, x_d\) is a p-standard sequence on \(M = M/x_2 M\) and \(q_3 M : x_1 = q_3 M\), we obtain that
\[
a \in [x_2 M + q_3^{n_3+1} \cdots q_j^{n_j} M : x_1
\]
\[
= x_2 M + q_3^{n_3+1} \cdots q_j^{n_j} M.
\]
Therefore
\[
a \in q_3^{n_3+1} \cdots q_j^{n_j} M + x_2 M \cap [q_2 q_3^{n_3} \cdots q_j^{n_j} M : x_1]
\]
\[
= q_3^{n_3+1} \cdots q_j^{n_j} M + x_2 [q_3^{n_3} \cdots q_j^{n_j} M : x_1].
\]
Here we used \((D_{j-1})\). By applying the inductive assumption to the p-standard sequence \(x_1, x_3, \ldots, x_d\) on \(M\), we have \(q_3^{n_3} \cdots q_j^{n_j} M : x_1 = q_3^{n_3} \cdots q_j^{n_j} M\). Therefore
\[
a \in q_3^{n_3+1} \cdots q_j^{n_j} M + x_2 q_3^{n_3} \cdots q_j^{n_j} M
\]
\[
= q_2 q_3^{n_3} \cdots q_j^{n_j} M.
\]
The proof is completed. □
8. Proofs of Theorems 1.2–1.4

We want to prove Theorems 1.2–1.4 in this section. Let \( A \) be a Noetherian ring and \( b \) an ideal in \( A \). The Rees algebra of \( b \) is the graded ring

\[
R(b) = A[\mathfrak{b}T]
\]

where \( T \) is an indeterminate. We construct a Cohen-Macaulay Rees algebra.

First we consider the local case. Assume that \( A \) is a Noetherian local ring and let \( M \) be a finitely generated \( A \)-module of dimension \( d > 0 \). We put \( \mathfrak{a}'(M) = \prod_p \ann H^p(M^*) \). It is well defined because \( M^p = 0 \) if either \( p < -1 \) or \( p > d \). The proof of the following lemma is quite similar to that of Theorem 3.3. The difference is only that we use Lemma 6.1 instead of Lemma 3.2.

**Lemma 8.1.** Let \( x_1, \ldots, x_d \) be a system of parameters for \( M \) and \( 1 \leq s < d \) an integer. If

\[
\begin{aligned}
    x_{s+1}, \ldots, x_d &\in \mathfrak{a}'(M), \\
    x_i &\in \mathfrak{a}'(M/(x_{i+1}, \ldots, x_d)M), & &\text{for } i \leq s,
\end{aligned}
\]

then \( x_1, \ldots, x_d \) is a \( p \)-standard sequence on \( M \) of type \( s \).

**Proof.** Replace “\( \mathfrak{a} \)” and “Lemma 3.2” in the proof of Theorem 3.3 by “\( \mathfrak{a}' \)” and “Lemma 6.1”, respectively. \( \square \)

**Proposition 8.2.** Let \( A \) be a Noetherian local ring of dimension \( d \geq 2 \), \( x_1, \ldots, x_d \) a system of parameters for \( A \) and \( 0 \leq s < d - 1 \) an integer. We put \( q_t = (x_1, \ldots, x_d) \) for all \( 1 \leq i \leq s + 1 \). If \( x_1, \ldots, x_d \) is a \( p \)-standard sequence on \( M \) of type \( s \) and \( 0:_A x_d = 0 \), then the Rees algebra \( R(q_1 \cdots q_x q_{s+1}^{d-s-1}) \) is a Cohen-Macaulay ring. If, in addition, \( A/q_t \) is Cohen-Macaulay for some \( 1 < t \leq s + 1 \), then \( R(q_1 \cdots q_x q_{s+1}^{d-s-1}) \) is Cohen-Macaulay.

**Proof.** Lemmas 7.1, 7.2 and 8.1 assure us that the sequence \( x_1, \ldots, x_d \) satisfies (1)–(5) of Theorem 4.4 of [15]. Furthermore \( 0:_A x_d = 0 \subset 0:_A x_1 \). Thus the multi-Rees algebra

\[
A[q_1 T_1, \ldots, q_x T_x, q_{s+1} T_{s+1}, \ldots, q_{s+1} T_{d-1}]
\]

is Cohen-Macaulay, where \( T_1, \ldots, T_{d-1} \) are indeterminates, and hence the Rees algebra \( R(q_1 \cdots q_x q_{s+1}^{d-s-1}) \) is also. See [13, Corollary 2.10].

Next we assume that \( A/q_1 \) is Cohen-Macaulay for some \( 1 < t \leq s + 1 \). That is, \( x_1, \ldots, x_{t-1} \) is a regular sequence on \( A/q_t \). We show that \( (x_1, \ldots, x_i) : x_d = (x_1, \ldots, x_i) \) for \( 1 \leq i < t \) by induction on \( i \). Assume that \( i \geq 1 \) and \( (x_1, \ldots, x_{i-1}) : x_d = (x_1, \ldots, x_{i-1}) \). Let \( a \in (x_1, \ldots, x_i) : x_d \) and put \( xa = b + xc \) where \( b \in (x_1, \ldots, x_{i-1}) \) and \( c \in A \). Since \( x_i, x_t, \ldots, x_d \) is a \( p \)-standard sequence on \( A/(x_1, \ldots, x_{i-1}) \) and

\[
(x_1, \ldots, x_{i-1}, x_t, \ldots, x_d) : x_i = (x_1, \ldots, x_{i-1}, x_t, \ldots, x_d),
\]

we obtain

\[
c \in (x_1, \ldots, x_{i-1}, x_d) : x_i = (x_1, \ldots, x_{i-1}, x_d).
\]
Here we used Lemma 7.3. Put $c = b' + x_da'$ where $b' \in (x_1, \ldots, x_{i-1})$ and $a' \in A$. Then
\[ a - x_i a' \in (x_1, \ldots, x_{i-1}) : x_d = (x_1, \ldots, x_{i-1}). \]
Therefore $a \in (x_1, \ldots, x_i)$.

Thus the sequence $x_t, \ldots, x_d$ on $\bar{A} = A/(x_1, \ldots, x_{t-1})$ satisfies the assumption of Theorem 4.4 of [15]. Therefore the Rees algebra $R(q_t \cdots q_s q_{s+1}^{d-s-1})$ is Cohen-Macaulay.

By using Lemma 7.3 and induction on $k$, we find that, if $1 \leq k \leq t-1$, then $x_1, \ldots, x_k$ is a regular sequence on $A$ and also on $A/(q_t \cdots q_s q_{s+1}^{d-s-1})$ for any $n > 0$.

We take the Koszul cohomologies of a short exact sequence
\[ 0 \to R(q_t \cdots q_s q_{s+1}^{d-s-1}) \to A[T] \to \bigoplus_{n>0} A/(q_t \cdots q_s q_{s+1}^{d-s-1})^n \to 0 \]
with respect to $x_1, \ldots, x_{t-1}$. Then we obtain that
\[ H^p(x_1, \ldots, x_{t-1}; R(q_t \cdots q_s q_{s+1}^{d-s-1})) = 0 \quad \text{if} \quad p < t - 1 \]
and
\[ H^{t-1}(x_1, \ldots, x_{t-1}; R(q_t \cdots q_s q_{s+1}^{d-s-1})) = R(q_t \cdots q_s q_{s+1}^{d-s-1}) \bar{A}. \]
Therefore $x_1, \ldots, x_{t-1}$ is a regular sequence on $R(q_t \cdots q_s q_{s+1}^{d-s-1})$ and
\[ R(q_t \cdots q_s q_{s+1}^{d-s-1})/(x_1, \ldots, x_{t-1})R(q_t \cdots q_s q_{s+1}^{d-s-1}) \approx R(q_t \cdots q_s q_{s+1}^{d-s-1}) \bar{A} \]
is Cohen-Macaulay. Hence $R(q_t \cdots q_s q_{s+1}^{d-s-1})$ is Cohen-Macaulay.

Next we consider the non-local case.

**Theorem 8.3.** Let $A$ be a Noetherian catenary ring. Then the following statements are equivalent:

1. $A$ satisfies (C1)–(C3);
2. for every finitely generated $A$-module $M$ satisfying (QU), all the cohomology modules of the Cousin complex of $M$ are finitely generated and only finitely many of them are non-zero;
3. for every ideal $I$ of $A$ such that $A/I$ satisfies (U) and $\dim A/I > 0$, the ring $A/I$ has an arithmetic Macaulayfication.

**Proof.** (1)$\Rightarrow$(2): This implication is Theorem 1.1.

(2)$\Rightarrow$(3): It is enough to construct an arithmetic Macaulayfication of $A$ if $A$ satisfies (U) and $\dim A > 0$.

If $\dim A = 1$, then $A$ is Cohen-Macaulay because it has no embedded primes. There is a non-zero divisor $a$ which is not a unit. Then the Rees algebra $R(aA)$ is isomorphic to a polynomial ring over a Cohen-Macaulay ring $A$ and hence is Cohen-Macaulay.

Assume that $\dim A \geq 2$, including the case that $\dim A = \infty$. We want to choose integers $q \geq p \geq 2$ and elements $x_1, \ldots, x_q$ in $A$ such that
\[
\begin{align*}
\text{ht}(x_1, \ldots, x_k) &= k \quad \text{for any} \quad k > 0, \\
x_1, \ldots, x_p &\in a'(A), \\
x_{k+1} &\in a'(A/(x_1, \ldots, x_k)) \quad \text{if} \quad k \geq p
\end{align*}
\]
(8.3.1)
and \( A/(x_1, \ldots, x_q) \) is Cohen-Macaulay, including the case that \( \dim A/(x_1, \ldots, x_q) = 0 \). By applying (2) to \( A \), we find that \( \mathfrak{a}'(A) \) is well defined and \( V(\mathfrak{a}'(A)) \) is equal to the non-Cohen-Macaulay locus of \( A \), as in the proof of Corollary 6.4. Since \( A \) has no embedded primes, we obtain \( V(\mathfrak{a}'(A)) \subset U^2(A) \). Let \( p = \text{ht} \mathfrak{a}'(A) \). Then \( p \geq 2 \) and there are \( x_1, \ldots, x_p \in \mathfrak{a}'(A) \) such that \( \text{ht}(x_1, \ldots, x_k) = k \) for any \( k \leq p \). Assume that there are elements \( x_1, \ldots, x_{q'} \) in \( A \) satisfying (8.3.1) and \( p \leq q' \).

Since \( A \) is catenary and satisfies (U), \( A/(x_1, \ldots, x_{q'}) \) satisfies (QU). Therefore \( \mathfrak{a}'(A/(x_1, \ldots, x_{q'})) \) is well defined. If \( A/(x_1, \ldots, x_{q'}) \) is not Cohen-Macaulay, then there is \( x_{q'+1} \in \mathfrak{a}'(A/(x_1, \ldots, x_{q'})) \) such that \( \text{ht}(x_1, \ldots, x_{q'+1})/(x_1, \ldots, x_{q'}) = 1 \). In this case, \( \text{ht}(x_1, \ldots, x_{q'+1}) = q'+1 \) because \( A \) satisfies (U). This procedure must stop after a finite number of iterations because \( A \) is Noetherian. Thus we obtain a sequence satisfying (8.3.1) and such that \( A/(x_1, \ldots, x_q) \) is Cohen-Macaulay.

Let \( b = (x_1, \ldots, x_q) \cdot (x_1, \ldots, x_{p+1})(x_1, \ldots, x_p)^{p-1} \). Then \( b > 0 \) because \( x_q^{-1} \in b \) and \( \text{ht} x_1 A = 1 \). We show that the Rees algebra \( R = R(b) \) is Cohen-Macaulay. Let \( \mathfrak{P} \) be a prime ideal of \( R \) and \( p = \mathfrak{P} \cap A \).

If \( (x_1, \ldots, x_p) \not\subset p \), then \( A_p \) is Cohen-Macaulay and \( bA_p = A_p \). Therefore \( R_p \) is a polynomial ring over a Cohen-Macaulay ring and hence \( R_{\mathfrak{P}} = \mathfrak{P} \cap A \) is Cohen-Macaulay.

If \( x_1, \ldots, x_k \in p \) but \( x_{k+1} \not\in p \) for some \( k \geq p \), then \( x_1, \ldots, x_k \) is a system of parameters for \( A_p \) because \( A \) satisfies (U). If \( \dim A_p/(x_1, \ldots, x_k)A_p > 0 \), then we take \( y_1, \ldots, y_l \in p \) such that \( y_1, \ldots, y_l, x_1, \ldots, x_k \) form a system of parameters for \( A_p \). Since the construction of Cousin complexes commutes with localization, the system of parameters \( y_1, \ldots, y_l, x_k, \ldots, x_1 \) for \( A_p \) satisfies (8.1.1) and \( A_p/(x_k, \ldots, x_1)A_p \) is Cohen-Macaulay. Since

\[
bA_p = (x_k, \ldots, x_1) \cdot (x_{p+1}, \ldots, x_1)(x_1, \ldots, x_1)^{p-1}A_p,
\]

we find that \( R_p = R(bA_p) \) is Cohen-Macaulay. If \( \dim A_p/(x_1, \ldots, x_k)A_p = 0 \), then \( x_k, \ldots, x_1 \) form a system of parameters for \( A_p \) satisfying (8.1.1). Therefore \( R_p \) is Cohen-Macaulay.

If \( x_1, \ldots, x_q \in p \), then we can also show that \( R_p \) is Cohen-Macaulay in the same way as above.

(3) \( \Rightarrow \) (1): Let \( p \) be a prime ideal. If \( \dim A/p \leq 1 \), then \( A/p \) is Cohen-Macaulay. If \( \dim A/p \geq 2 \), then \( A/p \) has an arithmetic Macaulayfication and hence \( A/p \) is a homomorphic image of a Cohen-Macaulay ring. In any case \( A/p \) satisfies (C1), (C2) and hence \( A \) also does.

Next we consider (C3). Let \( B \) be a finitely generated \( A \)-algebra, \( \mathfrak{P} \) a prime ideal of \( B \) and \( p = \mathfrak{P} \cap A \). We want to show that the Cohen-Macaulay locus of \( B/\mathfrak{P} \) contains a non-empty open subset of \( \text{Spec} B/\mathfrak{P} \). Since \( A/p \) is a homomorphic image of a Cohen-Macaulay ring, there is an element \( x \in A \setminus p \) such that \( (A/p)_x \) is Cohen-Macaulay. Since \( B/\mathfrak{P} \) is a finitely generated \( A/p \)-algebra, \( (B/\mathfrak{P})_x \) is a homomorphic image of a Cohen-Macaulay ring. Therefore the Cohen-Macaulay locus of \( (B/\mathfrak{P})_x \) contains a non-empty open subset of \( \text{Spec}(B/\mathfrak{P})_x \), and hence the Cohen-Macaulay locus of \( B/\mathfrak{P} \) contains a non-empty open subset of \( \text{Spec} B/\mathfrak{P} \).

The proof of Theorem 8.3 is completed. \( \square \)

We prove Theorem 1.2. The implication (2) \( \Rightarrow \) (1) is contained in Theorem 8.3. We want to prove the opposite implication. If \( A \) has an arithmetic Macaulayfication, then it is a homomorphic image of a Cohen-Macaulay ring. Therefore \( A \) satisfies (C1)–(C3). We prove that \( A \) satisfies (U) if \( A \) has an arithmetic Macaulayfication \( R = R(b) \). Let \( p \) be an associated prime of \( A \). Assume that \( \text{ht} p > 0 \). If \( b \not\subset p \), then
a polynomial ring $R_p$ over $A_p$ is Cohen-Macaualy. Hence $A_p$ is a Cohen-Macaualy ring. If $b \subseteq p$, then $A_p$ has an arithmetic Macaulayfication $R_p$ and hence $A_p$ is unmixed [15, Theorem 1.1]. In any case, $A_p$ is unmixed and $\dim A_p > 0$. This contradicts the fact that $p$ is an associated prime of $A$. Thus $A$ has no embedded primes.

Let $p, q$ be prime ideals in $A$ such that $p \subset q$. In the same way as above, we find that $A_q$ is unmixed and hence $\text{ht } pA_q + \text{ht } q/p = \text{ht } qA_q$. The proof of Theorem 1.2 is completed.

Theorem 1.3 comes from Theorem 1.2. If $A$ satisfies (C1)–(C3) and has a codimension function, then $A$ is a homomorphic image of a finitely generated $A$-algebra $B$ with codimension function $t$ such that $t$ has a constant value $t_0$ on all the associated primes of $B$ [15, Lemma 5.5]. Then $B$ has no embedded primes. Since $\text{ht}(-) = t(-) - t_0$ is a codimension function, $B$ satisfies (U). It is obvious that $B$ satisfies (C1) and (C3). Furthermore, we can show that $B$ satisfies (C2) by modifying the proof of [23, Theorem 5.7]. Thus $B$ has an arithmetic Macaulayfication, and hence $A$ is a homomorphic image of a Cohen-Macaualy ring. The opposite implication is obvious.

Theorem 1.4 is contained in Theorem 8.3.

Finally we mention that the existence of a codimension function is not super-
fluous in Theorem 1.3. Ogoma [16, 5.1] gave an example of a Noetherian ring $A$ which is universally catenary, that is, satisfies (C1), but has no codimension function. We note that $A$ also satisfies (C2) and (C3). His example has exactly two maximal ideals $m_1$, $m_2$ and exactly two minimal primes $p_1$, $p_2$ such that $\text{ht } m_1/p_1 = \text{ht } m_2/p_1 = \text{ht } m_1/p_2 = \text{ht } m_2/p_2 = 2$, $V(p_1) \cap V(p_2) = \{m_1, m_2\}$ and $A/p_1, A/p_2$ are regular. Since $A/p_1, A/p_2$ are regular, $A$ satisfies (C2). If $p$ is a prime ideal in $A$, then $A/p$ is a regular ring, a 1-dimensional domain or a field and hence Cohen-Macaualy. Therefore we find that $A$ satisfies (C3).
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