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Abstract. In this paper we study eigenvalue problems for hemivariational inequalities driven by the \( p \)-Laplacian differential operator. We prove the existence of positive smooth solutions for both non-resonant and resonant problems at the principal eigenvalue of the negative \( p \)-Laplacian with homogeneous Dirichlet boundary condition. We also examine problems which are near resonance both from the left and from the right of the principal eigenvalue. For nearly resonant from the right problems we also prove a multiplicity result.

1. Introduction

In this paper we study the following nonlinear elliptic eigenvalue problem:

\[
\begin{cases}
-\text{div}(\|Dx(z)\|^{p-2}Dx(z)) - \lambda|x(z)|^{p-2}x(z) \in \partial j(z, x(z)) \text{ a.e. on } Z, \\
x|_{\partial Z} = 0, \ 1 < p < +\infty.
\end{cases}
\]

Here \( Z \subset \mathbb{R}^N \) is a bounded domain with a \( C^{1,\alpha} \)-boundary \( \partial Z \) \((0 < \alpha < 1)\), \( j(z, x) \) is a measurable function which is locally Lipschitz in the \( x \in \mathbb{R} \) variable and \( \partial j(z, x) \) stands for the generalized subdifferential of \( x \mapsto j(z, x) \) in the sense of Clarke [5]. The solutions of (1.1) are sought in \( W^{1,p}_0(Z) \).

Problem (1.1) belongs to the class of hemivariational inequalities that are new types of variational expressions arising if one considers more realistic mechanical laws of multivalued and nonmonotone nature (see [17], [15]). The corresponding energy (Euler) functionals are nonsmooth and nonconvex. Eigenvalue problems as (1.1) enter in the stability analysis of structures whose equilibrium position is characterized by a hemivariational inequality. The mathematical theory of eigenvalue problems for hemivariational inequalities was studied in [3], [6], [9], [10], [13], [14] for semilinear problems (i.e., \( p = 2 \)), whereas nonlinear eigenvalue problems driven by the \( p \)-Laplacian were investigated in [7]. None of the aforementioned works addressed the problem of existence of positive solutions.

Theorems on the existence of positive and multiple solutions for hemivariational inequalities involving the \( p \)-Laplacian have recently been presented in [16]. In this paper we focus on the existence of positive solutions and nontrivial multiple solutions to the eigenvalue problem (1.1) under assumptions different than those of [16], including growth conditions of rate bigger than \( p \) for the nonsmooth potential \( j(z, x) \). Specifically, denoting by \( \lambda_1 \) the principal (or first) eigenvalue of the negative
p-Laplacian ($-\Delta_p, W^{1,p}_0(Z)$) we are able to show the existence of positive solutions in the non-resonant case $\lambda < \lambda_1$ and in the resonant case $\lambda = \lambda_1$. First, under some natural assumptions set up around a weaker version of the Ambrosetti-Rabinowitz condition, it is shown that for $\lambda < \lambda_1$ problem (1.1) has a positive solution. If $p = 2$, by slightly strengthening the assumptions a converse result is provided showing that generally in this setting we cannot relax the non-resonant condition $\lambda < \lambda_1$ to have positive solutions for problem (1.1). However, we show that keeping the generalized nonsmooth version of Ambrosetti-Rabinowitz type hypothesis but imposing a different assumption on the generalized gradient with respect to $x \in \mathbb{R}$ of the nonsmooth potential $j(z, x)$ we still produce a result that demonstrates that in the resonant case $\lambda = \lambda_1$ a positive solution exists. Afterwards, dropping the assumption describing the generalized version of the Ambrosetti-Rabinowitz condition, we present another set of hypotheses on $j(z, x)$ which still guarantee the existence of a positive solution for problem (1.1) in the case of near resonance from the left.

Knowing that in general we should not expect having positive solutions to (1.1) in the case of near resonance from the right, i.e., $\lambda > \lambda_1$ close to $\lambda_1$, in this situation we supply existence and multiplicity results for nontrivial solutions.

Our results extend in a nonsmooth quasilinear framework several classical properties of single- or multi-valued semilinear Dirichlet boundary value problems at non-resonance, resonance and near resonance. They allow one to cover a larger area of applicability in various nonsmooth and nonconvex problems arising in mechanics and engineering (see [15], [17]). The main tools in our approach are minimax theorems, nonsmooth analysis, spectrum of the negative $p$-Laplacian, nonlinear regularity theory and nonlinear strong maximum principle. Examples illustrate all our results.

The rest of the paper is organized as follows. Section 2 deals with some mathematical preliminaries. Section 3 contains our results on positive solutions for non-resonance and resonance. Section 4 focuses on the positive solutions in the case of near resonance from the left. Section 5 is devoted to multiple solutions with near resonance from the right.

2. MATHEMATICAL BACKGROUND

Our approach is variational based on the nonsmooth critical point theory which uses the subdifferential theory of locally Lipschitz functions. For easy reference, first we recall some basic definitions which we will need in the sequel. Let $X$ be a Banach space and $X^*$ its topological dual. By $\langle \cdot, \cdot \rangle$ we denote the duality bracket for the pair $(X, X^*)$. For a locally Lipschitz function $\varphi : X \to \mathbb{R}$, the generalized directional derivative $\varphi^0(x; h)$ of $\varphi$ at $x \in X$ in the direction $h \in X$ is defined by

$$\varphi^0(x; h) = \limsup_{\lambda \downarrow 0} \frac{\varphi(x + \lambda h) - \varphi(x)}{\lambda},$$

whereas the generalized gradient $\partial \varphi(x)$ of $\varphi$ at $x \in X$ is introduced as

$$\partial \varphi(x) = \{x^* \in X^* : \langle x^*, h \rangle \leq \varphi^0(x; h), \forall h \in X\}$$

(see Clarke [5]). We say that $x \in X$ is a critical point of $\varphi$ if $0 \in \partial \varphi(x)$. A locally Lipschitz function $\varphi : X \to \mathbb{R}$ satisfies the nonsmooth Palais–Smale condition at level $c \in \mathbb{R}$ (nonsmooth PS$_c$-condition for short) if every sequence $\{x_n\} \subset X$ such that $\varphi(x_n) \to c$ and $m(x_n) = \inf\{|x^*| : x^* \in \partial \varphi(x_n)\} \to 0$ as $n \to \infty$
has a strongly convergent subsequence. The locally Lipschitz function \( \varphi : X \to \mathbb{R} \) satisfies the nonsmooth Palais–Smale condition (nonsmooth PS-condition for short) if it satisfies the nonsmooth PS\(_c\)-condition for every \( c \in \mathbb{R} \). It is also said that a locally Lipschitz function \( \varphi : X \to \mathbb{R} \) satisfies the nonsmooth Cerami condition at level \( c \in \mathbb{R} \) (nonsmooth C\(_c\)-condition for short) if every sequence \( \{x_n\} \subset X \) such that \( \varphi(x_n) \to c \) and \((1 + \|x_n\|)m(x_n) \to 0\) as \( n \to \infty \) has a strongly convergent subsequence.

In this paper we use two minimax principles in the nonsmooth critical point theory. The first one is the nonsmooth version of the classical mountain pass theorem (see [4, 8, 15]).

**Theorem 2.1.** Let \( X \) be a reflexive Banach space and let \( \varphi : X \to \mathbb{R} \) be a locally Lipschitz function. Suppose that for some \( \rho > 0 \) and \( x_1, x_2 \in X \) with \( \|x_1 - x_2\| > \rho \) one has

\[
\max\{\varphi(x_1), \varphi(x_2)\} < \beta := \inf\{\varphi(x) : \|x - x_1\| = \rho\}.
\]

If the function \( \varphi \) satisfies the nonsmooth \( C_c \)-condition (in particular, the nonsmooth PS\(_c\)-condition), with

\[
c = \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} \varphi(\gamma(t))
\]

where

\[
\Gamma = \{\gamma \in C([0,1], X) : \gamma(0) = x_1, \gamma(1) = x_2\},
\]

then \( \varphi \) has a critical point \( x_0 \in X \) with \( \varphi(x_0) = c \geq \beta \).

The second minimax principle that we need is the nonsmooth variant of the Brezis-Nirenberg theorem with local linking (see [12], [19]).

**Theorem 2.2.** If \( X \) is a reflexive Banach space admitting a direct sum decomposition \( X = Y \oplus V \) with \( \dim Y < +\infty \), \( \varphi : X \to \mathbb{R} \) is a locally Lipschitz function which is bounded below, satisfies the nonsmooth PS-condition, \( \varphi(0) = 0 \), \( \inf_X \varphi < 0 \) and there exists \( \rho > 0 \) such that

\[
\begin{cases}
\varphi(y) \leq 0 & \text{if } y \in Y, \|y\| \leq \rho, \\
\varphi(v) \geq 0 & \text{if } v \in V, \|v\| \leq \rho,
\end{cases}
\]

then \( \varphi \) has at least two nontrivial critical points.

Finally we recall some facts about the spectrum of the negative \( p \)-Laplacian with Dirichlet boundary condition. Considering the nonlinear eigenvalue problem

\[
\begin{cases}
-\text{div}(\|Dx(z)\|^{p-2}Dx(z)) = \lambda|x(z)|^{p-2}x(z) & \text{a.e. on } Z, \\
x|_{\partial Z} = 0, \lambda \in \mathbb{R},
\end{cases}
\]

the least real number \( \lambda \), denoted \( \lambda_1 \), for which problem (2.1) has a nontrivial solution in \( W_0^{1,p}(Z) \), is called the principal eigenvalue of \( (-\Delta_p, W_0^{1,p}(Z)) \). We know that \( \lambda_1 \) is positive, isolated and simple. There is the following variational characterization of \( \lambda_1 > 0 \) using Rayleigh quotient:

\[
\lambda_1 = \inf \left\{ \frac{\|Dx_1\|_p^p}{\|x_1\|_p^p} : x \in W_0^{1,p}(Z), x \neq 0 \right\}.
\]

This infimum is actually realized at the normalized eigenfunction \( u_1 \). We have that \( u_1 \in C^{1,\beta}(Z) \) with \( 0 < \beta < 1 \) and we may assume \( u_1(z) > 0 \) for all \( z \in Z \) (see, e.g., [8, p. 117]). Throughout the rest of the paper we keep the notation for \( u_1 \).
3. Positive solutions with non-resonance and resonance

First, we establish the existence of positive smooth solutions for problem (1.1) in the non-resonant case. The hypotheses on the nonsmooth potential \( j(z,x) \) are the following:

\[ \text{H}(j)_1 \ j : Z \times \mathbb{R} \to \mathbb{R} \text{ is a function such that } j(z,0) = 0 \text{ a.e. on } Z \text{ and} \]

(i) for all \( x \in \mathbb{R} \), \( z \mapsto j(z,x) \) is measurable;
(ii) for almost all \( z \in Z \), \( x \mapsto j(z,x) \) is locally Lipschitz;
(iii) for almost all \( z \in Z \), all \( x \in \mathbb{R} \) and all \( u \in \partial j(z,x) \), we have

\[ |u| \leq a(z) + c|x|^{r-1} \text{ with } a \in L^\infty(Z)_+, \ c > 0, \ p < r < p^* \]

where \( p^* = \begin{cases} \frac{Np}{N-p} & \text{if } N > p, \\ +\infty & \text{if } N \leq p; \end{cases} \)

(iv) there exist constants \( \mu > p \) and \( M > 0 \) such that

\[ \inf_{z \in Z} j(z,M) > 0 \]

and \( \mu j(z,x) \leq -j^0(z,x;-x) \text{ a.a. } z \in Z, \text{ all } x \geq M; \)

(v) \( \limsup_{x \to 0^+} \frac{j(z,x)}{x^p} \leq 0 \) uniformly for almost all \( z \in Z; \)

(vi) for almost all \( z \in Z \), all \( x > 0 \) and all \( u \in \partial j(z,x) \), we have \( u \geq -\xi x^{p-1} \) with a constant \( \xi \geq 0. \)

Assumption \( \text{H}(j)_1 \text{ (iv)} \) is a nonsmooth variant of the Ambrosetti-Rabinowitz condition in [1]. Notice that here we do not require the sign condition \( j(z,x) > 0 \) for almost all \( z \in Z \) and all \( |x| \geq M. \)

**Theorem 3.1.** If hypotheses \( \text{H}(j)_1 \) hold and \( \lambda < \lambda_1 \), then problem (1.1) has a solution \( x \in C_0^1(Z) \) with \( x(z) > 0 \) for all \( z \in Z. \)

**Proof.** Let \( \tau : \mathbb{R} \to \mathbb{R} \) be the Lipschitz continuous truncation function

\[ (3.1) \quad \tau(x) = \begin{cases} x & \text{if } x \geq 0, \\ 0 & \text{if } x < 0. \end{cases} \]

Let \( j_1(z,x) = j(z,\tau(x)) \). For almost all \( z \in Z \), \( x \mapsto j_1(z,x) \) is locally Lipschitz and \( j_1(z,\cdot) \) has the generalized gradient

\[ (3.2) \quad \partial j_1(z,x) = \begin{cases} \{0\} & \text{if } x < 0, \\ \partial j(z,x) & \text{if } x > 0 \end{cases} \text{ and } \partial j_1(z,0) \subset \text{conv}\{\{0\} \cup \partial j(z,0)\}. \]

We consider the functional \( \varphi_{1,\lambda} : W^{1,p}_0(Z) \to \mathbb{R} \) defined by

\[ (3.3) \quad \varphi_{1,\lambda}(x) = \frac{1}{p} \|Dx\|_p^p - \frac{\lambda}{p} \|x\|_p^p - \int_Z j_1(z,x(z)) \, dz, \quad \forall x \in W^{1,p}_0(Z). \]

By \( \text{H}(j)_1 \text{ (i)-(iii)}, \) \( \varphi_{1,\lambda} \) is Lipschitz continuous on bounded sets, so locally Lipschitz.

**Claim 1.** \( \varphi_{1,\lambda} \) satisfies the nonsmooth PS-condition.

Let \( \{x_n\} \subset W^{1,p}_0(Z) \) be such that \( |\varphi_{1,\lambda}(x_n)| \leq M_1 \) for some constant \( M_1 > 0 \), all \( n \geq 1 \) and \( m(x_n) \to 0 \) as \( n \to \infty. \) Since the set

\[ \partial \varphi_{1,\lambda}(x_n) \subset W^{-1,p'}(Z) = W^{1,p}_0(Z)^* \quad (1/p + 1/p' = 1) \]

is w-compact and the norm functional on a Banach space is weakly lower semicontinuous, we can find \( x_n^* \in \partial \varphi_{1,\lambda}(x_n) \) such that \( m(x_n) = \|x_n^*\|, \ n \geq 1. \)
Let \( A : W_0^{1,p}(Z) \to W^{-1,p'}(Z) \) be the negative \( p \)-Laplacian that is the nonlinear operator defined by
\[
\langle A(x), y \rangle = \int_Z \|Dx(z)\|^{p-2}(Dx(z), Dy(z))_{\mathbb{R}^N} \, dz.
\]
It is known that \( A \) is monotone and demicontinuous, hence maximal monotone. For every \( n \geq 1 \) we have
\[
x_n^* = A(x_n) - \lambda |x_n|^{p-2}x_n - u_n
\]
with \( u_n \in L^{r'}(Z) \), where \( 1/r + 1/r' = 1 \), satisfying \( u_n(z) = \partial j_1(z, x_n(z)) \) a.e. on \( Z \). The choice of the sequence \( \{x_n\} \subset W_0^{1,p}(Z) \) ensures
\[
|\langle x_n^*, x_n \rangle| \leq \varepsilon_n \|x_n\| \quad \text{with} \quad \varepsilon_n \downarrow 0,
\]
which implies that
\[
-\|Dx_n\|_p^p + \lambda \|x_n\|_p^p - \int_Z j_1^0(z, x_n(z); -x_n(z)) \, dz \leq \varepsilon_n \|x_n\|.
\]
We also have
\[
\frac{1}{p} \|Dx_n\|_p^p - \frac{\lambda}{p} \|x_n\|_p^p - \int_Z j_1(z, x_n(z)) \, dz \leq M_1.
\]
Combining (3.4) and (3.5), we obtain
\[
\left( \frac{\mu}{p} - 1 \right) \|Dx_n\|_p^p - \lambda \left( \frac{\mu}{p} - 1 \right) \|x_n\|_p^p
\]
\[
- \int_Z \left[ \mu j_1(z, x_n(z)) + j_1^0(z, x_n(z); -x_n(z)) \right] \, dz \leq \mu M_1 + \varepsilon_n \|x_n\|.
\]
Note that (3.2) yields
\[
j_1(z, x_n(z)) = 0 \quad \text{and} \quad j_1^0(z, x_n(z); -x_n(z)) = 0 \quad \text{a.e. on } \{x_n \leq 0\}.
\]
So, by hypotheses H(j)1(iii) and (iv), we have
\[
- \int_Z \left[ \mu j_1(z, x_n(z)) + j_1^0(z, x_n(z); -x_n(z)) \right] \, dz
\]
\[
= -\int_{\{0 < x_n < M\}} \left[ \mu j(z, x_n(z)) + j_1^0(z, x_n(z); -x_n(z)) \right] \, dz
\]
\[
- \int_{\{x_n \geq M\}} \left[ \mu j(z, x_n(z)) + j_1^0(z, x_n(z); -x_n(z)) \right] \, dz \geq -\beta_1, \quad \forall n \geq 1,
\]
for some constant \( \beta_1 > 0 \). Returning to (3.6) and using (3.7), we derive
\[
\left( \frac{\mu}{p} - 1 \right) \|Dx_n\|_p^p - \lambda \left( \frac{\mu}{p} - 1 \right) \|x_n\|_p^p \leq \mu M_1 + \varepsilon_n \|x_n\| + \beta_1.
\]
In order to show the boundedness of \( \{x_n\} \) in \( W_0^{1,p}(Z) \), we may suppose without loss of generality that \( \lambda > 0 \). Then by (2.2) it follows that
\[
\left( \frac{\mu}{p} - 1 \right) \left( 1 - \frac{\lambda}{\lambda_1} \right) \|Dx_n\|_p^p \leq \mu M_1 + \varepsilon_n \|x_n\| + \beta_1, \quad \forall n \geq 1.
\]
Because \( \lambda < \lambda_1 \) and \( \mu > p > 1 \), from (3.8) we infer that \( \{x_n\} \subset W_0^{1,p}(Z) \) is bounded. So by passing to a subsequence if necessary, we may assume
\[
x_n \rightharpoonup x \quad \text{in } W_0^{1,p}(Z), \quad x_n \to x \quad \text{in } L^{r'}(Z), \quad x_n(z) \to x(z) \quad \text{a.e. on } Z
\]
\[
\text{where } x \in \text{weak closure of } \mathcal{A} \text{-subsolution}.
\]
and $|x_n(z)| \leq k(z)$ a.e. on $Z$, for all $n \geq 1$, with $k \in L^r(Z)$. The inequality $|\langle x_n, x_n - x \rangle| \leq \varepsilon_n \|x_n - x\|$ reads

$$\left| \langle A(x_n), x_n - x \rangle - \lambda \int_Z |x_n|^{p-2} x_n(x_n - x) \, dz - \int_Z u_n(x_n - x) \, dz \right| \leq \varepsilon_n \|x_n - x\|.$$

Since

$$\lambda \int_Z |x_n|^{p-2} x_n(x_n - x) \, dz \to 0 \quad \text{and} \quad \int_Z u_n(x_n - x) \, dz \to 0 \quad \text{as } n \to \infty,$$

it results that $\lim_{n \to \infty} \langle A(x_n), x_n - x \rangle = 0$. The operator $A$ being maximal monotone, it is generalized pseudomonotone and so $\langle A(x_n), x_n \rangle \to \langle A(x), x \rangle$, or equivalently, $\|Dx_n\|_p \to \|Dx\|_p$. Recalling that $Dx_n \stackrel{w}{\rightharpoonup} Dx$ in $L^p(Z, \mathbb{R}^N)$ and $L^p(Z, \mathbb{R}^N)$ being uniformly convex we have $Dx_n \to Dx$ in $L^p(Z, \mathbb{R}^N)$, which means $x_n \to x$ in $W_0^{1,p}(Z)$. This proves Claim 1.

**Claim 2.** There exists $\rho > 0$ such that $\beta := \inf \{ \varphi_{1,\lambda}(x) : \|x\| = \rho \} > 0$.

By hypothesis $H(j)_1(v)$, given $\varepsilon > 0$, we can find a number $\delta = \delta(\varepsilon) > 0$ such that

$$j_1(z, x) = j(z, x) \leq \frac{\varepsilon}{p} x^p \quad \text{for a.a. } z \in Z, \forall x \in [0, \delta].$$

On the other hand, due to hypothesis $H(j)_1(iii)$ and the mean value theorem for locally Lipschitz functions we can find a number $c_\varepsilon > 0$ such that

$$j_1(z, x) = j(z, x) \leq c_\varepsilon x^r \quad \text{for a.a. } z \in Z, \forall x \geq \delta.$$

From (3.9) and (3.10) we see that

$$j_1(z, x) \leq \frac{\varepsilon}{p} |x|^p + c_\varepsilon |x|^r \quad \text{for a.a. } z \in Z, \forall x \in \mathbb{R}.$$

It is clear that for obtaining the estimate in Claim 2 it suffices to admit $\lambda > 0$. Therefore, by (3.3), (3.11) and (2.2), we have

$$\varphi_{1,\lambda}(x) \geq \frac{1}{p} \left(1 - \frac{\lambda + \varepsilon}{\lambda_1} \right) \|Dx\|_p^p - c_1 \|Dx\|_p^r, \forall x \in W_0^{1,p}(Z),$$

for some constant $c_1 = c_1(\varepsilon) > 0$. Because $\lambda < \lambda_1$, choosing $\varepsilon > 0$ such that $\lambda + \varepsilon < \lambda_1$ and taking into account that $p < r$ and $\|D\cdot\|_p$ is an equivalent norm on $W_0^{1,p}(Z)$, from (3.12) we see that Claim 2 is satisfied for $\rho > 0$ sufficiently small.

**Claim 3.** There exists $\hat{x} \in W_0^{1,p}(Z)$ with $\|\hat{x}\| > \rho$ such that $\varphi_{1,\lambda}(\hat{x}) < \varphi_{1,\lambda}(0) = 0$.

For almost all $z \in Z$ and all $x \in \mathbb{R}$, the function $s \mapsto \frac{1}{s^\mu} j(z, sx)$ is locally Lipschitz on $(0, +\infty)$ and we have

$$\partial_s \left( \frac{1}{s^\mu} j(z, sx) \right) \subseteq -\frac{\mu}{s^{\mu+1}} j(z, sx) + \frac{1}{s^\mu} \partial_x j(z, sx)x.$$

Here by $\partial_s$ and $\partial_x$ we denote the generalized gradient with respect to $s > 0$ and $x \in \mathbb{R}$, respectively. Using the mean value theorem for locally Lipschitz functions, for $s > 1$ we can find $\theta \in (1, s)$ such that

$$\frac{1}{s^\mu} j(z, sx) - j(z, x) \in \left(-\frac{\mu}{\theta^{\mu+1}} j(z, \theta x) + \frac{1}{\theta^\mu} \partial_x j(z, \theta x)x\right)(s - 1)$$

$$= \frac{s - 1}{\theta^{\mu+1}} (-\mu j(z, \theta x) + \partial_x j(z, \theta x)\theta x).$$
By hypothesis $H(j)_1(iv)$, for almost all $z \in Z$ and all $x \geq M$, this implies
\[ \frac{1}{s \mu} j_1(z, sx) - j_1(z, x) \geq s - \frac{1}{\theta \mu + 1} (-\mu j(z, \theta x) - j^0(z, \theta x; -\theta x)) \geq 0. \]

Then for almost all $z \in Z$ and all $x \geq M$ we have
\[ j_1(z, x) = j_1(z, \frac{x}{M} M) \geq \left( \frac{x}{M} \right)^\mu j(z, M) \geq \left( \frac{x}{M} \right)^\mu \inf_{z \in Z} j(z, M). \]

From this inequality and the first part of hypothesis $H(j)_1(iv)$, it is seen that given $\eta > 0$, we can find $M_\eta > 0$ such that
\[ j_1(z, x) \geq \frac{\eta}{p} x^p \quad \text{for a.a. } z \in Z, \forall x \geq M_\eta. \]

Combining (3.13) and $H(j)_1(iii)$ shows that for a constant $c_\eta > 0$ one has
\[ j_1(z, x) \geq \frac{\eta}{p} x^p - c_\eta \quad \text{for a.a. } z \in Z, \forall x \geq 0. \]

By (3.3), (2.2), (3.14) it turns out that
\[ \varphi_{1,\lambda}(tu_1) \leq \frac{t^p}{p} \left( 1 - \frac{\lambda}{\lambda_1} - \frac{\eta}{\lambda_1} \right) \|Du_1\|_p^p + \beta_3, \forall t > 0, \]

with a constant $\beta_3 > 0$. Now choose $\eta > \lambda_1 - \lambda > 0$. Claim 3 follows because $\varphi_{1,\lambda}(tu_1) \to -\infty$ as $t \to +\infty$.

Claims 1, 2 and 3 permit the use of Theorem 2.1. We obtain $x \in W^{1,p}_0(Z)$ such that $\varphi_{1,\lambda}(x) \geq \beta > 0 = \varphi_{1,\lambda}(0)$, thereby $x \neq 0$, and $0 \in \partial \varphi_{1,\lambda}(x)$. The last inclusion ensures

\[ A(x) - \lambda|x|^{p-2}x = u \quad \text{with } u \in L^r(Z), \quad u(z) \in \partial j_1(z, x(z)) \quad \text{a.e. on } Z. \]

From nonlinear regularity theory (see, e.g., [8, p. 115]) we deduce $x \in C^1_0(Z)$.

Let $x^- = \max\{-x,0\} \in W^{1,p}_0(Z)$ and suppose $x^+ \neq 0$. Substituting
\[ \{ \begin{array}{ll} -Dz \lambda x < 0, & \text{a.e. on } \{x < 0\}, \\ 0 & \text{a.e. on } \{x \geq 0\} \end{array} \]

in $A(x) - \lambda|x|^{p-2}x = \langle u, x^- \rangle$ (see (3.15)), we obtain on the basis of (3.2) that
\[ \|Dx^-\|_p \leq \lambda \|x^+\|_p = -\int_Z u x^- \ dz = 0. \]

Recalling $\lambda < \lambda_1$ and $x^- \neq 0$, this implies that $\|Dx^-\|_p < \lambda_1 \|x^+\|_p$, which contradicts (2.2). Hence $x^- = 0$ and so $x \geq 0, x \neq 0$. Then by $H(j)_1(vi)$, we have $A(x) - \lambda x^{p-1} = u > -\xi x^{p-1}$ a.e. on $\{x > 0\}$, thus
\[ \text{div } (\|Dx(z)\|^{p-2}Dx(z)) \leq (\|\lambda + \xi\| x(z))^{p-1} \quad \text{a.e. on } Z. \]

Through the nonlinear strong maximum principle due to Vázquez [18] (see also Gasínski–Papageorgiou [8, p. 116]) applied with the function therein $\beta(u) = (|\lambda| + \xi) u^{p-1}$ for $u \geq 0$, we conclude that $x(z) > 0$ for all $z \in Z$. In view of (3.15) and (3.2) we note that $x$ solves (1.1) which completes the proof. \(\square\)

**Example 3.2.** Consider problem (1.1) with the following potential (for simplicity we drop the $z$-dependence):
\[ j(x) = \max \left\{ \frac{1}{\eta} |x|^\eta, \frac{1}{r} |x|^r - c |x|^p \right\}, \]
for $c \geq 0$, $p < \eta < p^*$, $p \leq r < p^*$ and $c \geq 1$ if $p = r$. It is readily seen that
hypothesis $H(j)_1$ is fulfilled, so Theorem 3.1 applies to the corresponding problem (1.1).

If $p = 2$, by strengthening assumption $H(j)_1$ we obtain a converse result. Namely, we state

$H(j)_2 \quad j : Z \times \mathbb{R} \to \mathbb{R}$ is a function such that $j(z, 0) = 0$ a.e. on $Z$, it satisfies
$H(j)(i) - (v)$ with $p = 2$, and
(vi)' for almost all $z \in Z$, all $x > 0$ and all $u \in \partial j(z, x)$, one has $u > 0$.

**Theorem 3.3.** If hypotheses $H(j)_2$ hold, then problem (1.1) has a solution $x \in C_0^1(Z)$ with $x(z) > 0$ for all $z \in Z$ if and only if $\lambda < \lambda_1$.

**Proof.** The sufficiency part follows from Theorem 3.1 because assumption $H(j)_2$ is stronger than $H(j)_1$. For the necessity part let $x \in C_0^1(Z)$ be a positive solution of (1.1), thus

$$-\Delta x(z) - \lambda x(z) = u(z) \quad \text{a.e. on } Z$$

with $u \in L^r(Z)$, $u(z) \in \partial j(z, x(z))$ a.e. on $Z$. It yields

$$-\int_Z \Delta x(z)u(z) dz - \lambda \int_Z x(z)u(z) dz = \int_Z u(z)u(z) dz > 0$$

according to hypothesis $H(j)_2(vi)'$. This implies

$$-\int_Z x(z)\Delta u_1(z) dz = \lambda_1 \int_Z x(z)u_1(z) dz > \lambda \int_Z x(z)u_1(z) dz,$$

which is equivalent to $\lambda_1 > \lambda$. \qed

In the following we focus on the resonant case $\lambda = \lambda_1$. To this end we need an auxiliary result.

**Lemma 3.4.** If $\vartheta_1 \in L^\infty(Z)_+$, $\vartheta_1(z) \leq \lambda_1$ a.e. on $Z$ with strict inequality on a set of positive measure, then there exists a constant $\xi_0 > 0$ such that

$$\psi(x) := \|Dx\|_p^p - \int_Z \vartheta_1(z)|x(z)|^p dz \geq \xi_0\|Dx\|_p^p, \quad \forall x \in W_0^{1,p}(Z).$$

**Proof.** From (2.2) and the hypothesis on $\vartheta_1$, we see that $\psi \geq 0$. Suppose that the conclusion of the lemma is not true. Exploiting the $p$-homogeneity of $\psi$, we find

$$\psi(x_n) \downarrow 0 \quad \text{as } n \to \infty \quad \text{and} \quad \|Dx_n\|_p = 1 \quad \text{for all } n \geq 1.$$

By passing to a subsequence if necessary, we may assume that

$$x_n \overset{w}{\to} x \quad \text{in } W_0^{1,p}(Z), \quad x_n \to x \quad \text{in } L^p(Z), \quad x_n(z) \to x(z) \quad \text{a.e. on } Z$$

and $|x_n(z)| \leq k(z)$ a.e. on $Z$, for $k \in L^p(Z)$. Since the norm on a Banach space is weakly lower semicontinuous, in the limit as $n \to \infty$ we obtain

$$\|Dx\|_p^p \leq \int_Z \vartheta_1(z)|x(z)|^p dz \leq \lambda_1\|x\|_p^p.$$

By (2.2), it follows that $x = tu_1$, $t \in \mathbb{R}$. If $x = 0$, it turns out that $\|Dx_n\|_p \to 0$ because $\psi(x_n) \to 0$, which contradicts $\|Dx_n\|_p = 1$. Thus $x = tu_1$, $t \neq 0$. From (3.16) we have $\|Dx\|_p^p < \lambda_1\|x\|_p^p$ contradicting (2.2). \qed
Restricting $H(j)_1$ (with $1 < p < +\infty$) in a different way than was done in $H(j)_2$ for $p = 2$, in particular allowing the elements of $\partial j(z, x)$ to be not everywhere positive whenever $x > 0$, we incorporate in our considerations resonant problems, that is, for $\lambda = \lambda_1$. We formulate the new hypotheses:

$H(j)_3$ \( j : Z \times \mathbb{R} \to \mathbb{R} \) is a function such that $j(z, 0) = 0$ a.e. on $Z$, it satisfies $H(j)_1$ (i)--(iv), (vi), and

(vi)’ there exists $\vartheta \in L^\infty(Z)$ such that $\vartheta(z) \leq 0$ a.e. on $Z$ with strict inequality on a set of positive measure and

\[
\limsup_{x \to 0^+} \frac{p j(z, x)}{x^p} \leq \vartheta(z) \quad \text{uniformly for almost all } z \in Z;
\]

(vii) for almost all $z \in Z$, all $x, y > 0$ and $u \in \partial j(z, x)$, $v \in \partial j(z, y)$ one has

\[
\left( \frac{u}{x^p - 1} - \frac{v}{y^{p - 1}} \right) (x - y) \geq 0.
\]


In order to deal with the resonant case $\lambda = \lambda_1$ we consider the locally Lipschitz function $\varphi_1 : W^{1,p}_0(Z) \to \mathbb{R}$ defined by

\[
\varphi_1(x) = \frac{1}{p} \| Dx \|_p^p - \frac{\lambda_1}{p} \| x \|_p^p - \int_Z j_1(z, x(z)) \, dz, \quad \forall x \in W^{1,p}_0(Z).
\]

Here enters the modified potential function $j_1(z, x) = j(z, \tau(x))$ with the truncation $\tau : \mathbb{R} \to \mathbb{R}$ in (3.1).

The following auxiliary result on $\varphi_1$ in (3.17) extends [11, Lemma 2.4].

**Lemma 3.5.** Under hypotheses $H(j)_3$, any sequence $\{ x_n \} \subset W^{1,p}_0(\Omega)$ such that $x_n \geq 0$ a.e. in $\Omega$ and for which there exists $x_n^* \in \partial \varphi_1(x_n)$ provided $\langle x_n^*, x_n \rangle \to 0$ as $n \to \infty$ contains a relabelled subsequence satisfying

\[
\varphi_1(t x_n) \leq \frac{1 + t^p}{p} \varphi_1(x_n), \quad \forall t > 0, \quad \forall n \geq 1.
\]

**Proof.** By passing to a subsequence if necessary, we may assume

\[
\frac{1}{n} \leq \langle x_n^*, x_n \rangle = \| Dx_n \|_p^p - \frac{\lambda_1}{p} \| x_n \|_p^p - \int_Z u_n x_n \, dz \leq \frac{1}{n}, \quad \forall n \geq 1,
\]

with $u_n \in L^r(Z)$ satisfying $u_n(z) \in \partial j_1(z, x_n(z))$ for a.a. $z \in Z$. Denoting by $| \cdot |_1$ the Lebesgue measure on $\mathbb{R}$, we know that $j_1(z, \cdot)$ is locally Lipschitz for all $z \in Z \setminus D_0$, where $| D_0 | = 0$. With fixed $z \in Z \setminus D_0$ and $n \geq 1$, we introduce

\[
\zeta(t) = \frac{t^p}{p} u_n(z) x_n(z) - j_1(z, t x_n(z)), \quad \forall t > 0.
\]

The function $\zeta$ is differentiable for almost all $t > 0$, and from assumption $H(j)_3$ (vii), for a.a. $t > 0$ we have

\[
\zeta'(t) = t^{p - 1} x_n(z) \left( u_n(z) - \frac{d}{ds} j_1(z, t x_n(z)) \right) \begin{cases} \leq 0 & \text{if } t \geq 1, \\ \geq 0 & \text{if } t \in (0, 1] \end{cases}
\]

because $\frac{d}{ds} j_1(z, t x_n(z)) \in \partial j_1(z, t x_n(z))$, where $\frac{d}{ds} j_1(z, s)$ stands for the derivative of $j_1(z, s)$ with respect to $s$. This implies that

\[
\zeta(t) \leq \zeta(1), \quad \forall t > 0.
\]
Then, by (3.17)–(3.19), for \( t > 0 \) and \( n \geq 1 \) we derive

\[
\varphi_1(t x_n) \leq \frac{t^p}{pm} + \int_Z \left( \frac{1}{p} u_n(z)x_n(z) - j_1(z, x_n(z)) \right) \, dz.
\]  

Also by (3.17) and (3.18) for every \( n \geq 1 \) we have

\[
\varphi_1(x_n) \geq -\frac{1}{pm} + \int_Z \left( \frac{1}{p} u_n(z)x_n(z) - j_1(z, x_n(z)) \right) \, dz.
\]  

Using (3.21) and (3.20) we achieve the desired conclusion. \( \square \)

We can now handle the resonant case.

**Theorem 3.6.** If hypotheses \( H(j)_3 \) hold and \( \lambda = \lambda_1 \), then problem (1.1) has a solution \( x \in C_1^1(Z) \) with \( x(z) > 0 \) for all \( z \in \mathbb{R} \).

**Proof.** First we show that \( \varphi_1 \) in (3.17) satisfies the nonsmooth \( C_c \)-condition for any number \( c > 0 \). Consider a sequence \( \{x_n\} \subset W^{1,p}_0(Z) \) such that

\[
\varphi_1(x_n) \to c \quad \text{and} \quad (1 + \|x_n\|)m(x_n) \to 0 \quad \text{as} \quad n \to \infty.
\]

We find \( x_n^* \in \partial \varphi_1(x_n) \) with \( m(x_n) = \|x_n^*\| \) and

\[
x_n^* = A(x_n) - \lambda_1 |x_n|^{p-2}x_n - u_n
\]

for \( u_n \in L^{r'}(Z) \), \( u_n(z) \in \partial j_1(z, x_n(z)) \) a.e. on \( Z \). We infer

\[
(1 + \|x_n\|)|\langle x_n^*, v \rangle| \leq \varepsilon_n \|v\|, \quad \forall v \in W^{1,p}_0(Z),
\]

where \( \varepsilon_n \downarrow 0 \). Writing \( x_n = x_n^+ - x_n^- \) with \( x_n^+ = \max\{x_n, 0\} \) and \( x_n^- = \max\{-x_n, 0\} \), we set \( v = -x_n^- \in W^{1,p}_0(Z) \) to obtain via (3.2) that

\[
\|Dx_n^-\|^p_p - \lambda_1 \|x_n^-\|^p_p \leq \varepsilon_n \frac{\|x_n^-\|}{1 + \|x_n\|} < \varepsilon_n.
\]

This ensures that

\[
\varphi_1(-x_n^-) = \frac{1}{p} \|Dx_n^-\|^p_p - \frac{\lambda_1}{p} \|x_n^-\|^p_p \to 0 \quad \text{as} \quad n \to \infty.
\]

Since \( \varphi_1(x_n) = \varphi_1(x_n^+) + \varphi_1(-x_n^-) \), we obtain

\[
\varphi_1(x_n^+) \to c \quad \text{as} \quad n \to \infty.
\]

Suppose that \( \|x_n\| \to \infty \) along a relabelled subsequence. Having \( \|x_n\|^p = \|x_n^-\|^p + \|x_n^+\|^p \) and admitting without loss of generality that \( \|x_n^-\| = \|Dx_n^+\|^p_p \), first we assume that \( \|x_n^+\| \to \infty \). Let

\[
t_n = \frac{(2pc)^\frac{1}{p}}{\|x_n\|} \quad \text{and} \quad y_n = t_n x_n^+.
\]

We see that

\[
x_n^* = v_n^* - A(x_n^-) + \lambda_1 (x_n^-)^{p-1},
\]

where, according to (3.2),

\[
v_n^* = A(x_n^+) - \lambda_1 (x_n^+)^{p-1} - u_n \in \partial \varphi_1(x_n^+).
\]

We deduce \( \langle v_n^*, x_n^+ \rangle = \langle x_n^*, x_n^+ \rangle \to 0 \) as \( n \to \infty \), which enables us to apply Lemma 3.5 and (3.23) for obtaining along a relabelled subsequence that

\[
\varphi_1(y_n) = \varphi_1(t_n x_n^+) \leq \frac{1 + t_n^p}{pm} + \varphi_1(x_n^+) \to c \quad \text{as} \quad n \to \infty.
\]
Eventually passing to a subsequence, we may suppose
\[ y_n \rightharpoonup y \text{ in } W_{0}^{1,p}(Z), \quad y_n \to y \text{ in } L^{r}(Z), \quad y_n(z) \to y(z) \text{ a.e. on } Z \]
and \( y_n(z) \leq k(z) \text{ a.e. on } Z \), for all \( n \geq 1 \), with \( k \in L^{r}(Z) \). If \( y = 0 \), then
\begin{equation}
(3.25) \quad \varphi_1(y_n) = 2c - \frac{\lambda_1}{p} \|y_n\|_p^p - \int_Z j_1(z, y_n(z)) \, dz \to 2c.
\end{equation}
Comparing (3.25) and (3.24), we achieve a contradiction since \( c > 0 \). This proves that \( y \neq 0 \) and clearly \( y \geq 0 \). Thus the set \( \mathcal{C} = \{y > 0\} \subset \mathbb{R}^N \) has the Lebesgue measure \( |\mathcal{C}|_N > 0 \). So \( x_n^+(z) \to +\infty \text{ a.e. on } \mathcal{C} \). On the other hand, (3.23) shows
\begin{equation}
(3.26) \quad p \varphi_1(x_n^+) - \langle v_n^+, x_n^+ \rangle \to pc \quad \text{as } n \to \infty.
\end{equation}

As in Claim 3 of the proof of Theorem 3.1, using \( H(j)_1(\text{iii})-(\text{iv}) \) we derive
\[ j_1(z, x) \geq a_0x^\mu - \hat{\beta}, \quad \text{for a.a. } z \in Z, \forall x \geq 0, \]
with constants \( a_0 > 0 \) and \( \hat{\beta} > 0 \). Due to \( H(j)_1(\text{iv}) \), this gives
\[ ux - pj_1(z, x) \geq (\mu - p)j(z, x) \geq (\mu - p)a_0x^\mu - (\mu - p)\hat{\beta}, \]
for almost all \( z \in Z \), all \( x \geq M \) and all \( u \in \partial j_1(z, x) \). We conclude that
\begin{equation}
(3.27) \quad ux - pj_1(z, x) \to +\infty \quad \text{as } x \to +\infty
\end{equation}
uniformly for a.a. \( z \in Z \) and all \( u \in \partial j_1(z, x) \). Thus we can find \( \hat{\eta} > 0 \) such that
\[ ux - pj_1(z, x) \geq 1 \quad \text{for a.a. } z \in Z, \forall x \geq \hat{\eta}, \forall u \in \partial j_1(z, x). \]
In addition, from \( H(j)_1(\text{iii}) \) there exists \( \hat{\eta}_1 > 0 \) satisfying
\[ |ux - pj_1(z, x)| \leq \hat{\eta}_1 \quad \text{for a.a. } z \in Z, \forall x \in [0, \hat{\eta}], \forall u \in \partial j_1(z, x). \]
Consequently, a constant \( \eta_2 \in \mathbb{R} \) can be found such that
\begin{equation}
(3.28) \quad ux - pj_1(z, x) \geq \eta_2 \quad \text{for a.a. } z \in Z, \forall x \geq 0, \forall u \in \partial j_1(z, x).
\end{equation}
Then from (3.28) and (3.2) we have
\[ p\varphi_1(x_n^+) - \langle v_n^+, x_n^+ \rangle = \int_Z \left( u_n(z)x_n^+(z) - pj_1(z, x_n^+(z)) \right) \, dz \]
\[ \geq \int_C \left( u_n(z)x_n^+(z) - pj_1(z, x_n^+(z)) \right) \, dz + \eta_2 |Z \setminus \mathcal{C}|_N. \]
By (3.27) and \( x_n^+(z) \to +\infty \text{ a.e. on } C \) it follows that
\[ \int_C \left( u_n(z)x_n^+(z) - pj_1(z, x_n^+(z)) \right) \, dz \to +\infty. \]
Since this contradicts (3.26), we infer \( \{x_n^+\} \subset W_{0}^{1,p}(Z) \) is bounded. Therefore we must have that \( \|x_n^\| \to \infty \).

Set \( \hat{y}_n = \frac{x_n^+}{\|x_n^\|} \). We may assume
\[ \hat{y}_n \rightharpoonup w \text{ in } W_{0}^{1,p}(Z), \quad \hat{y}_n \to \hat{y} \text{ in } L^p(Z), \quad \hat{y}_n(z) \to \hat{y}(z) \text{ a.e. on } Z \]
and \( |\hat{y}_n(z)| \leq \hat{k}(z) \text{ a.e. on } Z \), for all \( n \geq 1 \), with \( \hat{k} \in L^p(Z) \). Because \( \{x_n^+\} \subset W_{0}^{1,p}(Z) \) is bounded, we have \( \hat{y} \leq 0 \). By (3.22) we obtain
\begin{equation}
(3.29) \quad \|D\hat{y}^-\|_p^p - \lambda_1\|\hat{y}^-\|_p^p < \varepsilon_n
\end{equation}
provided \( n \) is sufficiently large to have \( \|x_n\| \geq 1 \). Letting \( n \to \infty \) gives \( \|D\hat{y}\|_p^p \leq \lambda_1\|\hat{y}\|_p^p \). Recalling that \( \hat{y} \leq 0 \), this implies \( \hat{y} = -tu_1 \) with \( t \geq 0 \). If \( \hat{y} = 0 \), then from
(3.29) we have $\hat{y}_n \to 0$ in $W^{1,p}_0(Z)$, which contradicts that $\|\hat{y}_n\| = 1$. It remains that $\hat{y} = -tu_1$ with $t > 0$, thus $x_n(z) \to -\infty$ a.e. on $Z$.

The choice of the sequence $\{x_n\} \subset W^{1,p}_0(Z)$ shows

$$p\varphi_1(x_n) - \langle x_n, x_n \rangle = \int_Z (u_n(z)x_n(z) - pj_1(z, x_n(z))) \, dz \to pc \text{ as } n \to \infty.$$  

By (3.2) and the definition of the truncated potential $j_1(z, x)$, we obtain

$$\int_{\{x_n < 0\}} (u_n(z)x_n(z) - pj_1(z, x_n(z))) \, dz = 0, \quad \forall n \geq 1.$$  

Since $\{x_n^+\} \subset W^{1,p}_0(Z)$ is bounded and $|\{x_n \geq 0\}|_N \to 0$ as $n \to \infty$ because $x_n(z) \to -\infty$ a.e. on $Z$, we have

$$\int_{\{x_n \geq 0\}} (u_n(z)x_n(z) - pj_1(z, x_n(z))) \, dz \to 0 \text{ as } n \to \infty.$$  

So finally we get

$$\int_Z (u_n(z)x_n(z) - pj_1(z, x_n(z))) \, dz \to 0 \text{ as } n \to \infty.$$  

Comparing (3.30) and (3.31) a contradiction is reached because $c > 0$. This proves the boundedness of $\{x_n\} \subset W^{1,p}_0(Z)$. From now on we can proceed as in Claim 1 of the proof of Theorem 3.1 to check that $\varphi_1$ satisfies the nonsmooth $C_c$-condition for $c > 0$.

From the hypotheses $H(j_1)$, $H(j_3)$, and the mean value theorem for locally Lipschitz functions, given $\varepsilon > 0$, there is $c_\varepsilon > 0$ such that

$$j_1(z, x) \leq \frac{1}{p} (\vartheta(z) + \varepsilon) |x|^p + c_\varepsilon |x|^r$$  

for a.a. $z \in Z$, $\forall x \in \mathbb{R}$.

Consequently, for all $x \in W^{1,p}_0(Z)$, by (3.17) it is seen that

$$\varphi_1(x) \geq \frac{1}{p} \|Dx\|_p - \frac{1}{p} \int_Z (\lambda_1 + \vartheta(z)) |x(z)|^p \, dz - \frac{\varepsilon}{p} \|x\|^p - c_2 \|Dx\|_p^r$$  

with a constant $c_2 > 0$. We set $\vartheta(z) = \vartheta(z) + \lambda_1 - \lambda_1$ a.e. on $Z$ with strict inequality on a set of positive measure in view of $H(j_3)(v)$. By Lemma 3.4 we find $\xi_0 > 0$ with the property

$$\varphi_1(x) \geq \frac{1}{p} (\xi_0 - \frac{\varepsilon}{\lambda_1}) \|Dx\|_p^p - c_2 \|Dx\|_p^r, \quad \forall x \in W^{1,p}_0(Z).$$  

Choosing $\varepsilon < \xi_0 \lambda_1$, because $r > p$ there is $\rho > 0$ satisfying

$$\inf \{\varphi_1(x) : \|x\| = \rho\} = \beta > 0.$$  

Furthermore, proceeding as for Claim 3 in the proof of Theorem 3.1 we achieve the assertion therein. Then using the inequality

$$\inf_{\gamma \in \Gamma} \max_{t \in [0, 1]} \varphi_1(\gamma(t)) \geq \beta > 0,$$  

with $\Gamma$ as in Theorem 2.1, it follows that the nonsmooth $C_c$-condition suffices for $c > 0$ to be applied. The rest of the proof proceeds as that of Theorem 3.1. We obtain $x^- = 0$ since if $x^- = tu_1$ with $t > 0$, then $x = -tu_1$ and $\varphi_1(x) = 0$, a contradiction. □
Proof. We again consider the locally Lipschitz functional
\begin{equation}
1.1
\end{equation}
in the resonant case
are fulfilled, so Theorem 3.6 can be applied yielding a positive solution to problem
Example 3.7.
for \( p < \mu < p^\ast \) and \( \vartheta \in L^\infty(Z) \) where \( \vartheta(z) \leq 0 \) a.e. on \( Z \) with strict inequality on a set of positive measure. It is straightforward to verify that assumptions \( H(j)_3 \) are fulfilled, so Theorem 3.6 can be applied yielding a positive solution to problem
(1.1) in the resonant case \( \lambda = \lambda_1 \) with \( j(z, x) \) as above.

4. Non-negative solutions with near resonance from the left

In this section the parameter \( \lambda \) approaches \( \lambda_1 > 0 \) from the left. Our hypotheses on the potential \( j(z, x) \) are the following:

- \( H(j)_4 \) \( j : Z \times \mathbb{R} \rightarrow \mathbb{R} \) is a function such that \( j(z, 0) = 0 \) a.e. on \( Z \), it satisfies \( H(j)_1(i), (ii), (v), (vi) \), and
- \( \text{(iii)'} \) for almost all \( z \in Z \), all \( x \in \mathbb{R} \) and all \( u \in \partial j(z, x) \), we have
  \[ |u| \leq a(z) + c|x|^{p-1} \quad \text{with} \ a \in L^\infty(Z)_+, \ c > 0; \]
- \( \text{(iv)'} \) there exists a constant \( \varepsilon_0 > 0 \) such that
  \[ \liminf_{x \to +\infty} \frac{u}{x^{p-1}} \geq \varepsilon_0 \quad \text{uniformly for almost all} \ z \in Z \] and all \( u \in \partial j(z, x) \).

**Theorem 4.1.** If hypotheses \( H(j)_4 \) hold, then for all \( \lambda \in (\lambda_1 - \varepsilon_0, \lambda_1) \) problem
(1.1) has a solution \( x \in C_0^1(Z) \) with \( x(z) > 0 \) for all \( z \in Z \).

**Proof.** We again consider the locally Lipschitz functional \( \varphi_{1, \lambda} : W^{1,p}_0(Z) \rightarrow \mathbb{R} \)
defined by (3.3).

**Claim 1.** For every \( \lambda \in (\lambda_1 - \varepsilon_0, \lambda_1) \), \( \varphi_{1, \lambda} \) satisfies the nonsmooth PS-condition.

Suppose that \( \{x_n\} \subset W^{1,p}_0(Z) \) is a sequence such that
\[ |\varphi_{1, \lambda}(x_n)| \leq M_2 \text{ for some constant } M_2 > 0, \text{ all } n \geq 1 \] and \( m(x_n) \rightarrow 0 \).
We can find \( x_n^\ast \in \partial \varphi_{1, \lambda}(x_n) \) such that \( m(x_n) = \|x_n^\ast\| \) for all \( n \geq 1 \). We see
\[ x_n^\ast = A(x_n) - \lambda|x_n|^{p-2}x_n - u_n \]
with \( u_n \in L^p(Z) \), \( u_n(z) \in \partial j_1(z, x_n(z)) \) a.e. on \( Z \). Let us show that \( \{x_n\} \subset W^{1,p}_0(Z) \) is bounded. Arguing indirectly, we assume that \( \|x_n\| \rightarrow \infty \) along a relabelled subsequence. Set \( y_n = \frac{x_n}{\|x_n\|} \); \( n \geq 1 \). Then at least for a subsequence, we have
\[ y_n \rightharpoonup y \text{ in } W^{1,p}_0(Z), \ y_n \rightarrow y \text{ in } L^p(Z), \ y_n(z) \rightarrow y(z) \text{ a.e. on } Z \]
and
\[ |y_n(z)| \leq k(z) \text{ a.a. } z \in Z, \text{ for all } n \geq 1 \] and with \( k \in L^p(Z) \).
Since \( -x_n^\ast \in W^{1,p}_0(Z) \), we have \( \langle x_n^\ast, -x_n^\ast \rangle \leq \varepsilon_n\|x_n\| \) with \( \varepsilon_n \downarrow 0 \), which implies by
(3.2) that \( \|Dx_n^\ast\|_p - \lambda\|x_n^\ast\|_p \leq \varepsilon_n\|x_n^\ast\|_p \). If \( \lambda \leq 0 \), it is clear that \( \{x_n^\ast\} \subset W^{1,p}_0(Z) \) is bounded. If \( 0 < \lambda < \lambda_1 \), we note
\[ \left(1 - \frac{\lambda}{\lambda_1}\right)\|Dx_n^\ast\|_p^p \leq \varepsilon_n\|x_n^\ast\|_p, \]
so again \( \{x_n^-\} \subset W_0^{1,p}(Z) \) is bounded. Writing \( y_n = (1/\|x_n\|)(x_n^+ - x_n^-) \), from the boundedness of \( \{x_n^-\} \) it results that \( (1/\|x_n\|)x_n^+ \overset{w}{\to} y \) in \( W_0^{1,p}(Z) \), and up to a subsequence \( (1/\|x_n\|)x_n^+(z) \to y(z) \) a.e. \( z \in Z \), therefore \( y \geq 0 \).

We now show that \( y \neq 0 \). To this end we write

\[
\langle A(y_n), y_n - y \rangle - \lambda \int_Z y_n^{p-2} y_n (y_n - y) \, dz - \int_Z \frac{u_n}{\|x_n\|^{p-1}} (y_n - y) \, dz \leq \varepsilon_n \|y_n - y\|
\]

where we have used \( \|x_n\| \geq 1 \) for sufficiently large \( n \). From (4.1) we infer

\[
\int_Z |y_n^{p-2} y_n (y_n - y) \, dz \to 0 \quad \text{as} \quad n \to \infty.
\]

By virtue of hypothesis \( H(j)_4(iii)' \), \( \{(1/\|x_n\|^{p-1})u_n\} \) is bounded in \( L^{p'}(Z) \) so

\[
\int_Z \frac{u_n}{\|x_n\|^{p-1}} (y_n - y) \, dz \to 0 \quad \text{as} \quad n \to \infty.
\]

Passing to the limit in (4.2) and using the convergences in (4.3) and (4.4), we obtain

\[
\lim_{n \to \infty} A(y_n), y_n - y = 0.
\]

Then as in the proof of Theorem 3.1 (see Claim 1), we obtain \( y_n \to y \) in \( W_0^{1,p}(Z) \). This entails \( \|y\| = 1 \), hence \( y \neq 0 \), \( y \geq 0 \).

We notice that by hypothesis \( H(j)_4(iii)' \) we have

\[
\limsup_{x \to +\infty} \frac{u}{x^{p-1}} \leq c \quad \text{uniformly for almost all} \quad z \in Z \quad \text{and all} \quad u \in \partial j(z, x).
\]

Given \( \varepsilon \in (0, \varepsilon_0) \), with \( \varepsilon_0 \in H(j)_4(iv)' \), we introduce the set

\[
E_{\varepsilon,n} = \{z \in Z : x_n(z) > 0, \varepsilon_0 - \varepsilon < \frac{u_n(z)}{x_n(z)^{p-1}} \leq c + \varepsilon\}, \quad \forall n \geq 1.
\]

Note that for almost all \( z \in \{y > 0\} \), we have \( x_n(z) \to +\infty \). So hypothesis \( H(j)_4(iv)' \) implies that the characteristic function \( \chi_{E_{\varepsilon,n}} \) of \( E_{\varepsilon,n} \) has the property \( \chi_{E_{\varepsilon,n}}(z) \to 1 \) a.e. on \( \{y > 0\} \). Assumption \( H(j)_4(iii)' \) ensures

\[
\frac{|u_n(z)|}{\|x_n\|^{p-1}} \leq \frac{a(z)}{\|x_n\|^{p-1} + c|y_n(z)|^{p-1}} \quad \text{a.e. on} \quad Z.
\]

Then \( \{(1/\|x_n\|^{p-1})u_n\} \) is bounded in \( L^{p'}(Z) \), so up to a subsequence one has

\[
\frac{1}{\|x_n\|^{p-1}} u_n \overset{w}{\to} h \quad \text{in} \quad L^{p'}(Z) \quad \text{as} \quad n \to \infty, \quad \text{for some} \quad h \in L^{p'}(Z).
\]

Since using (4.5),

\[
(1 - \chi_{E_{\varepsilon,n}}) \frac{u_n}{\|x_n\|^{p-1}} \to 0 \quad \text{in} \quad L^1(\{y > 0\}),
\]

it follows that

\[
\chi_{E_{\varepsilon,n}} \frac{u_n}{\|x_n\|^{p-1}} \overset{w}{\to} h \quad \text{in} \quad L^1(\{y > 0\}) \quad \text{as} \quad n \to \infty.
\]

The definition of the sets \( E_{\varepsilon,n} \) shows

\[
\chi_{E_{\varepsilon,n}}(z)(\varepsilon_0 - \varepsilon)y_n(z)^{p-1} \leq \chi_{E_{\varepsilon,n}}(z) \frac{u_n(z)}{\|x_n\|^{p-1}} \leq \chi_{E_{\varepsilon,n}}(z)(c + \varepsilon)y_n(z)^{p-1}
\]

for a.e. on \( \{y > 0\} \). Taking weak limits in \( L^1(\{y > 0\}) \), we obtain

\[
(\varepsilon_0 - \varepsilon)y(z)^{p-1} \leq h(z) \leq (c + \varepsilon)y(z)^{p-1} \quad \text{a.e. on} \quad \{y > 0\}.
\]
Because \( \varepsilon > 0 \) was arbitrary, we conclude
\[
\varepsilon_0 y(z)^{p-1} \leq h(z) \leq cy(z)^{p-1} \quad \text{a.e. on } \{ y > 0 \}.
\]

Also from (4.5) it is clear that
\[
h(z) = 0 \quad \text{a.e. on } \{ y = 0 \}.
\]

Taking into account that \( Z = \{ y = 0 \} \cup \{ y > 0 \} \), from (4.6) and (4.7) we infer
\[
h(z) = g(z) y(z)^{p-1} \quad \text{with } \varepsilon_0 \leq g(z) \leq c \quad \text{a.e. on } Z.
\]

The choice of the sequence \( \{ x_n \} \subset W_0^{1,p}(Z) \) implies
\[
\left| \langle A(y_n), v \rangle - \lambda \int_Z |y_n|^{p-2} y_n v \, dz \right| \leq \frac{n}{\| x_n \|^{p-1}} v \, dz \right| \leq \varepsilon_n \| v \|, \quad \forall v \in W_0^{1,p}(Z),
\]

with \( \varepsilon_n \downarrow 0 \). Using \( y_n \rightarrow y \) in \( W_0^{1,p}(Z) \) and (4.8), we obtain that in \( W^{-1,p'}(Z) \) there holds
\[
-\text{div} (\| D y(z) \|^{p-2} D y(z)) = (\lambda + g(z)) |y(z)|^{p-2} y(z).
\]

Exploiting (4.8), the assumption \( \lambda > \lambda_1 - \varepsilon_0 \) and the decreasing monotonicity of the principal eigenvalue \( \lambda_1(\hat{g}) > 0 \) of the weighted eigenvalue problem \(-\Delta_p v(z) = \lambda \hat{g}(z) |v(z)|^{p-2} v(z) \) a.e. on \( Z \), \( v|_{\partial Z} = 0 \), on the weight function \( \hat{g} \in L^\infty(Z)_+ \), we deduce
\[
\lambda_1(g + \lambda) < \lambda_1(\lambda_1) = 1.
\]

By (4.9) in conjunction with \( y \neq 0 \), we get that \( y \) is an eigenfunction whose corresponding eigenvalue is 1 for the problem with weight \( g + \lambda \in L^\infty(Z)_+ \). According to (4.10), \( y \) cannot be a principal eigenfunction that is associated to the first eigenvalue \( \lambda_1(g + \lambda) \). Knowing that only the principal eigenfunctions have constant sign (see Anane [2]), we deduce that \( y \) must change sign, thus achieving a contradiction with \( y \geq 0 \). This proves that \( \{ x_n \} \subset W_0^{1,p}(Z) \) is bounded, from which as in Claim 1 of the proof of Theorem 3.1 we conclude that \( \varphi_{1, \lambda} \) satisfies the nonsmooth PS-condition.

Claim 2. For every \( \lambda \in (\lambda_1 - \varepsilon_0, \lambda_1) \), we can find \( v_\lambda \in W_0^{1,p}(Z) \) of arbitrarily large norm such that \( \varphi_{1, \lambda}(v_\lambda) < 0 = \varphi_{1, \lambda}(0) \).

Fix \( \lambda \in (\lambda_1 - \varepsilon_0, \lambda_1) \). For a.a. \( z \in Z \) and all \( s \in \mathbb{R} \setminus D(z) \) with \( |D(z)|_1 = 0 \) there exists \( \frac{d}{ds} j(z, s) \) and \( \frac{d}{ds} j(z, s) \in \partial j(z, s) \). So by \( H(j)_4(iv)' \) for \( \varepsilon \in (0, \varepsilon_0) \), there is \( M = M(\varepsilon) > 0 \) such that
\[
\frac{d}{ds} j(z, s) \geq (\varepsilon_0 - \varepsilon) s^{p-1} \quad \text{for a.a. } z \in Z, \forall s \geq M, \ s \not\in D(z).
\]

By \( H(j)_4(iii)' \) and (4.11), it is allowed to write
\[
\int_0^x \frac{d}{ds} j(z, s) \, ds = \int_0^M \frac{d}{ds} j(z, s) \, ds + \int_M^x \frac{d}{ds} j(z, s) \, ds \\
\geq -\xi_\varepsilon + \frac{1}{p} (\varepsilon_0 - \varepsilon)(x^p - M^p) \quad \text{for a.a. } z \in Z, \forall x \geq M,
\]

for some constant \( \xi_\varepsilon > 0 \). Thus there is \( c_\varepsilon > 0 \) such that
\[
J_1(z, x) = j(z, x) \geq \frac{1}{p} (\varepsilon_0 - \varepsilon) x^p - c_\varepsilon \quad \text{for a.a. } z \in Z, \forall x \geq 0.
\]
Then, from (3.3), (2.2) and (4.12), for all \( t > 0 \) we get with some constant \( \hat{c}_\varepsilon > 0 \) that
\[
\varphi_{1,\lambda}(tu_1) \leq \frac{t^p}{p} \left( 1 - \frac{\lambda + \varepsilon_0 - \varepsilon}{\lambda_1} \right) \|Du_1\|^p_p + \hat{c}_\varepsilon.
\]
Choosing \( \varepsilon < \lambda - \lambda_1 + \varepsilon_0 \), we obtain that \( \varphi_{1,\lambda}(tu_1) \to -\infty \) as \( t \to +\infty \), which establishes Claim 2.

Using \( H(j)_1(v) \), as in Claim 2 of the proof of Theorem 3.1 we find \( \rho > 0 \) with
\[
(4.13) \quad \inf \{ \varphi_{1,\lambda}(x) : \|x\| = \rho \} = \beta > 0.
\]

Claims 1, 2 and assertion (4.13) enable us to make use of Theorem 2.1, which gives for all \( \lambda \in (\lambda_1 - \varepsilon_0, \lambda_1) \) the existence of an \( x = x(\lambda) \in W_0^{1,p}(Z) \) such that \( \varphi_{1,\lambda}(x) \geq \beta > 0 = \varphi_{1,\lambda}(0) \) (thus \( x \neq 0 \)) and \( 0 \in \partial \varphi_{1,\lambda}(x) \). The reasoning in the final part of the proof of Theorem 3.1, based on hypothesis \( H(j)_1(v) \), allows us to conclude that \( x \) is a positive solution of problem (1.1).

\[\square\]

**Example 4.2.** Consider problem (1.1) with the locally Lipschitz potential \( j(z,x) = j(x) \) given by
\[
j(x) = \min \left\{ \frac{1}{p} |x|^p, \frac{1}{r} |x|^r \right\}, \quad \text{with } 1 < p < r < p^*.
\]
A direct verification shows that the assumptions of Theorem 4.1 are fulfilled. We obtain the existence of a positive solution to problem (1.1) with \( j(z,x) = j(x) \) as above and \( \lambda \in (\lambda_1 - 1, \lambda_1) \).

5. **Multiple solutions with near resonance from the right**

We now examine the eigenvalue problem (1.1) near resonance from the right of \( \lambda_1 \). The hypotheses on the nonsmooth potential \( j(z,x) \) are the following:

\( H(j)_5 \) \( j : Z \times \mathbb{R} \to \mathbb{R} \) is a function such that \( j(z, 0) = 0 \) a.e. on \( Z \), it satisfies \( H(j)_1(i) - (iii) \), and

(iv)'' there exists \( \hat{\eta} \in L^\infty(Z) \) such that \( \hat{\eta}(z) \leq 0 \) a.e. on \( Z \) with strict inequality on a set of positive measure and
\[
\limsup_{|x| \to +\infty} \frac{pj(z,x)}{|x|^p} \leq \hat{\eta}(z) \quad \text{uniformly for almost all } z \in Z;
\]

(v)'' there exists \( \delta > 0 \) such that for almost all \( z \in Z \) and all \( 0 \leq x \leq \delta \) or \( -\delta \leq x \leq 0 \), we have \( j(z,x) \geq 0 \).

**Theorem 5.1.** If hypotheses \( H(j)_5 \) hold, then there exists \( \hat{\varepsilon} > 0 \) such that for all \( \lambda \in (\lambda_1, \lambda_1 + \hat{\varepsilon}) \) problem (1.1) has a nontrivial solution \( x \in C_0^1(Z) \).

**Proof.** Suppose that \( \lambda = \lambda_1 + \varepsilon \) with \( \varepsilon > 0 \). From hypotheses \( H(j)_1(iii), H(j)_5(iv)'' \) and the mean value theorem for locally Lipschitz functions, we can find a constant \( c_\varepsilon > 0 \) such that
\[
j(z,x) \leq \frac{1}{p} (\hat{\eta}(z) + \varepsilon) |x|^p + c_\varepsilon \quad \text{for a.a. } z \in Z, \forall x \in \mathbb{R}.
\]

Consider the locally Lipschitz functional \( \varphi_\lambda : W_0^{1,p}(Z) \to \mathbb{R} \) defined by
\[
(5.2) \quad \varphi_\lambda(x) = \frac{1}{p} \|Dx\|_p^p - \frac{\lambda}{p} \|x\|_p^p - \int_Z j(z,x(z)) \, dz, \quad \forall x \in W_0^{1,p}(Z).
\]
By (5.2), (5.1) and Lemma 3.4 we derive the estimate
\[ \varphi_\lambda(x) \geq \frac{1}{p} \| Dx \|_p^p - \frac{1}{p} \int_{\mathcal{Z}} (\lambda_1 + \hat{\eta}(z)) |x(z)|^p dz - \frac{2\varepsilon}{p} \| x \|_p^p - \hat{c}_\varepsilon \]
\[ \geq \frac{1}{p} \left( \xi_0 - \frac{2\varepsilon}{\lambda_1} \right) \| Dx \|_p^p - \hat{c}_\varepsilon, \quad \forall x \in W^{1,p}_0(Z), \]
with a constant \( \hat{c}_\varepsilon > 0 \) and where \( \xi_0 > 0 \) is independent of \( \varepsilon > 0 \). We see that if \( \varepsilon \in (0, \hat{\varepsilon}) \) with \( \hat{\varepsilon} = \frac{1}{2} \xi_0 \lambda_1 \), then \( \varphi_\lambda \) is coercive, and being weakly lower semicontinuous, we obtain \( x = x(\lambda) \in W^{1,p}_0(Z) \) such that
\[ \varphi_\lambda(x) = \inf_{W^{1,p}_0(Z)} \varphi_\lambda \cdot \]

Therefore \( x = x(\lambda) \) solves problem (1.1). We claim
\[ \varphi_\lambda(x) < 0 = \varphi_\lambda(0) \cdot \]

Suppose that the first option in hypothesis \( H(j)_5(v)'' \) is valid (the reasoning is similar in the other case). Since \( u_1 \in C^1_0(Z) \), we can find \( t > 0 \) such that \( \| tu_1 \|_\infty \leq \delta \). Then, by (5.2) and \( H(j)_5(v)'' \), we have
\[ \varphi_\lambda(tu_1) \leq \frac{tp}{p} \left( 1 - \frac{\lambda}{\lambda_1} \right) \| Du_1 \|_p^p < 0 \cdot \]

The claim is verified and so \( x \neq 0 \). From nonlinear regularity theory we obtain that \( x \in C^1_0(Z) \), thus completing the proof. \( \square \)

**Example 5.2.** Consider problem (1.1) with
\[ j(z, x) = \begin{cases} |x| & \text{if } |x| \leq 1, \\ |x| + \hat{\eta}(z)(|x| - 1)^p & \text{if } |x| \geq 1 \end{cases} \]
where \( \hat{\eta} \in L^\infty(Z) \) is such that \( \hat{\eta}'(z) \leq 0 \) a.e. on \( Z \) with strict inequality on a set of positive measure. One can easily check that hypotheses \( H(j)_5 \) are satisfied and so Theorem 5.1 applies to problem (1.1) with \( j(z, x) \) as defined above and \( \lambda \) near \( \lambda_1 \) from the right.

Finally, strengthening hypothesis \( H(j)_5(v)''' \) we prove a theorem on the existence of multiple nontrivial solutions for problem (1.1) under near resonance at \( \lambda_1 > 0 \) from the right. Consider the direct sum decomposition
\[ W^{1,p}_0(Z) = \mathbb{R}u_1 \oplus V \]
with \( V = \{ v \in W^{1,p}_0(Z) : \int_Z u_1^{p-1} v \, dz = 0 \} \). Since \( \lambda_1 > 0 \) is isolated, there is \( \hat{\lambda}_2 > \lambda_1 \) such that
\[ \hat{\lambda}_2 \| v \|_p^p \leq \| Du \|_p^p, \quad \forall v \in V \cdot \]

We formulate the assumptions
\( H(j)_6 \) \( j : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) is a function such that \( j(z, 0) = 0 \) a.e. on \( Z \), it satisfies \( H(j)_1(i)-(iii), H(j)_5(iv)'' \) and \( (v)''' \) there exists \( \delta > 0 \) such that for almost all \( z \in Z \) and all \( x \in [-\delta, \delta] \), one has
\[ 0 \leq j(z, x) \leq \frac{\beta}{p} |x|^p \quad \text{with } \beta < \hat{\lambda}_2 - \lambda_1 \cdot \]

**Theorem 5.3.** If hypotheses \( H(j)_6 \) hold, then there exists \( \hat{\varepsilon}_0 > 0 \) such that for all \( \lambda \in (\lambda_1, \lambda_1 + \hat{\varepsilon}_0) \) problem (1.1) has at least two nontrivial solutions \( x_1, x_2 \in C^1_0(Z) \).
\textbf{Proof.} In the proof of Theorem 5.1 we obtained an \( \hat{\epsilon} > 0 \) such that for all \( \varepsilon \in (0, \hat{\epsilon}) \), the functional \( \varphi_\lambda \) in (5.2) is coercive with \( \lambda = \lambda_1 + \varepsilon \). Therefore it is bounded below and satisfies the nonsmooth PS-condition. Moreover, again in the proof of Theorem 5.1, it was established that \( \inf_{W_0^{1,p}(Z)} \varphi_\lambda < \varphi_\lambda(0) = 0 \).

Since \( u_1 \in C^0_0(\mathbb{Z}) \), we can find \( t_0 > 0 \) such that if \( |t| \leq t_0 \), then \( |tu_1(z)| \leq \delta \) for all \( z \in \mathbb{Z} \), with \( \delta > 0 \) determined in hypothesis \( H(j)_6(v)^{''} \). By (5.2), \( H(j)_6(v)^{''} \) and since \( \lambda > \lambda_1 \), we get

\begin{equation}
\varphi_\lambda(tu_1) \leq \frac{t^p}{p} \left( 1 - \frac{\lambda}{\lambda_1} \right) \|Du_1\|^p \leq 0 \quad \text{for} \ |t| \leq t_0.
\end{equation}

On the other hand, from hypotheses \( H(j)_1 \) (iii) and \( H(j)_6(v)^{''} \) we have

\begin{equation}
j(z, x) \leq \frac{\beta}{p} |x|^p + \hat{c} |x|^r \quad \text{for a.a.} \ z \in \mathbb{Z}, \ \forall x \in \mathbb{R},
\end{equation}

with a constant \( \hat{c} > 0 \). Then from (5.2)–(5.4), (5.6) we obtain

\begin{equation}
\varphi_\lambda(v) \geq \frac{1}{p} \left( 1 - \frac{\lambda_1 + \varepsilon + \beta}{\lambda_2} \right) \|Dv\|^p \geq \hat{c}_1 \|Dv\|^p, \ \forall v \in V, \ \lambda = \lambda_1 + \varepsilon > 0,
\end{equation}

for a new constant \( \hat{c}_1 > 0 \). Since \( \hat{\lambda}_2 - \lambda_1 - \beta > 0 \) (cf. hypothesis \( H(j)_6(v)^{''} \)), we may take \( \varepsilon \in (0, \hat{\lambda}_2 - \lambda_1 - \beta) \). Hence by (5.7), recalling \( r > p \), we can find \( \hat{\delta} > 0 \) such that

\begin{equation}
\varphi_\lambda(v) \geq 0 \quad \text{for all} \ v \in V \ \text{with} \ |v| \leq \hat{\delta}.
\end{equation}

So if \( \hat{\varepsilon}_0 = \min \{ \hat{\epsilon}, \hat{\lambda}_2 - \lambda_1 - \beta \} \), then due to (5.5), (5.8), we can apply Theorem 2.2 that provides two nontrivial critical points of \( \varphi_\lambda \). This amounts to saying that there exist two nontrivial solutions of problem (1.1). Through the nonlinear regularity theory, they belong to \( C^0_0(\mathbb{Z}) \).

\textbf{Example 5.4.} Consider problem (1.1) with the locally Lipschitz potential \( j(z, x) = j(x) \) introduced as follows:

\[
j(x) = \begin{cases} 
\frac{\beta}{p} \ln(|x|^p + 1) & \text{if} \ |x| \leq 1, \\
(2 - |x|) \frac{\beta}{p} \ln(|x|^p + 1) + (|x| - 1) \frac{\hat{\eta}(x)}{p} |x|^p & \text{if} \ 1 < |x| < 2, \\
\frac{\hat{\eta}(x)}{p} |x|^p & \text{if} \ |x| \geq 2.
\end{cases}
\]

Here \( \hat{\eta} \in L^\infty(Z) \) is such that \( \hat{\eta}(z) \leq 0 \) a.e. on \( Z \) with strict inequality on a set of positive measure and \( 0 \leq \beta < \hat{\lambda}_2 - \lambda_1 \). It is easily seen that hypotheses \( H(j)_6 \) are verified. Hence Theorem 5.3 can be applied to problem (1.1) with the above potential \( j(z, x) = j(x) \) in the case of near resonance from the right at \( \lambda_1 \).
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