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Abstract. We consider a class of nonconvex functionals of the gradient in one dimension, which we regularize with a second order derivative term. After a proper rescaling, suggested by the associated dynamical problems, we show that the sequence $\{F_\nu\}$ of regularized functionals $\Gamma$-converges, as $\nu \to 0^+$, to a particular class of free-discontinuity functionals $\mathcal{F}$, concentrated on $SBV$ functions with finite energy and having only the jump part in the derivative. We study the singular dynamic associated with $\mathcal{F}$, using the minimizing movements method. We show that the minimizing movement starting from an initial datum with a finite number of discontinuities has jump positions fixed in space and whose number is nonincreasing with time. Moreover, there are a finite number of singular times at which there is a dropping of the number of discontinuities. In the interval between two subsequent singular times, the vector of the survived jumps is determined by the system of ODEs which expresses the $L^2$-gradient of the $\Gamma$-limit. Furthermore the minimizing movement turns out to be continuous with respect to the initial datum. Some properties of a minimizing movement starting from a function with an infinite number of discontinuities are also derived.

1. Introduction

Nonconvex functionals of the gradient of the form

$F(u, \Omega) := \frac{1}{2} \int_{\Omega} \phi(\nabla u) \, dx,$

where $\Omega \subset \mathbb{R}^n$ is a bounded domain and $\nabla u$ is the gradient of $u : \Omega \to \mathbb{R}^m$, arise in the mathematical modeling of several physical phenomena, for example, in nonlinear elasticity and phase transitions [30, 32, 11, 4], crystal growth [17], and in the theory of image processing [43, 41]. Due to the nonconvex character of the energy density $\phi$, the gradient dynamic associated with the functionals of the form (1.1) is not well posed. For instance if, as we do in the following, we assume
\[ n = m = 1, \Omega = I = \{\alpha, \beta\}, \text{then one is led to the parabolic equation} \]

\[ u_t = (\phi'(u_x))_x, \quad (1.2) \]

coupled with suitable boundary and initial conditions, which for smooth enough solutions \( u \) and provided that \( \phi \) is smooth, takes the form \( u_t = \phi''(u_x) u_{xx} \); such an equation has a forward-backward character depending on the sign of \( \phi''(u_x) \).

A consequence of the ill-posedness of (1.2) is that, in spite of some interesting attempts, [33], [45], [37], [27], [26], [36], [31], there is not yet a satisfactory notion of weak solution which can adequately describe the rich phenomenology observed in numerical experiments [28], [41]. A natural approach in this situation is to associate with (1.2) a family of regular problems depending on a small parameter \( \varepsilon > 0 \) which are expected to approach (1.2) in the limit \( \varepsilon \to 0^+ \), and try to define solutions to (1.2) as limits as \( \varepsilon \to 0^+ \) of solutions of the regularized problems, i.e.,

\[ u(x, t) = \lim_{\varepsilon \to 0^+} u^\varepsilon(x, t). \quad (1.3) \]

Various types of regularizations are possible, for instance: space discretization [27]; addition of a dissipative term of the form \( -\varepsilon u_{xxt} \) [7], [8], [44]; approximation through a convolution kernel [18]; approximation through a system of two equations [41]. Following [45] and [23] we regularize by adding to \( F \) a higher order term and consider for \( 0 < \varepsilon < 1 \) the family of functionals

\[ F^\varepsilon(u) := \frac{1}{2} \int_I \left( \varepsilon^2 (u_{xx})^2 + \phi(u_x) \right) \, dx \]

and the corresponding \( L^2 \)-gradient system

\[ \begin{cases} 
    u_t = -\varepsilon^2 u_{xxxx} + \frac{1}{2} (\phi'(u_x))_x, \\
    + \text{B.C.,} 
\end{cases} \quad (1.4) \]

which is well posed. Equation (1.4) is a singular perturbation of (1.2), and therefore it is to be expected that, for small \( \varepsilon > 0 \), the pathological character of (1.2) begins to show up in the solution \( u^\varepsilon \) of (1.4). This behaviour is confirmed by numerical experiments [11] that indicate the existence of three distinct time scales with associated “slow time” \( \theta \), “standard time” \( t \), and “fast time” \( \tau \), related to the original time \( t \) by

\[ \begin{cases} 
    t/T_\varepsilon = \theta, \\
    t = t, \\
    t = \tau/T_\varepsilon,
\end{cases} \]

where \( T_\varepsilon, T_\varepsilon > 0 \) are “constants of time” that converge to 0 as \( \varepsilon \to 0^+ \) and determine the order of magnitude of the duration of typical phenomena observed in the dynamics of (1.4) for small \( \varepsilon > 0 \). Heuristic arguments [11] suggest that \( T_\varepsilon \) should be of order \( O(\varepsilon^2) \). The order of magnitude of \( T_\varepsilon \) depends on the choice of \( \phi \), see [11] and [12] below. In the time intervals of \( O(1) \) of the slow time \( \theta \) one observes the rapid formation of microstructures in \( \sigma_{L,u} := \{ x \in I : u_x(x) \in \sigma_\phi^L \} \), \( \sigma_\phi^L := \{ p \in \mathbb{R} : \phi''(p) < 0 \} \) (see [28]), where the initial datum \( \overline{u} \) has derivative \( \overline{u}_x(x) \) in the nonconvex region \( \sigma_\phi^L \) of \( \phi \). An important effect of this phenomenon is a drastic local reduction of the energy in \( \sigma_{L,u} \) and one expects, as suggested by the simulations, that

\[ \lim_{\varepsilon \to 0^+} u^\varepsilon(\cdot, T_\varepsilon) = \overline{u}(\cdot) \quad (1.5) \]
and at the same time
\[
\lim_{\varepsilon \to 0^+} F^*(u^\varepsilon(\cdot, T_\varepsilon), \sigma_{L,u}) < F(\overline{u}, \sigma_{L,u}).
\]

That is, the size of microstructures vanishes in the limit \(\varepsilon \to 0^+\) and one has (1.5), but nevertheless by (1.6) there is a discontinuity of the energy at \(t = 0\) in the limit \(\varepsilon \to 0^+\). A rigorous proof of (1.5) and (1.6) would imply that the dynamics of (1.4) offers a first explicit example of the phenomenon of “fibrillation” as defined in [24]. After the formation of microstructures and the consequent reduction of the energy, the evolution of \(u^\varepsilon\) in \(\sigma_{L,u}\) is quite slow while, in time interval \(t \in O(1)\), the evolution of \(u^\varepsilon\) in \(\sigma_{L,u}^\varepsilon := \{ x \in I : \tau_x(x) \in \{ p \in \mathbb{R} : \phi''(p) > 0 \} \}\) seems to be dictated by (1.2), which in \(\sigma_{L,u}^\varepsilon\) has a forward parabolic character and therefore a heat-equation-like behaviour. The effect of this evolution is a substantial reduction of the energy also in \(\sigma_{L,u}^\varepsilon\). We remark that the different pace of evolution in regions \(\sigma_{L,u}\) and \(\sigma_{L,u}^\varepsilon\) may, as actually shown by the simulations, generate singularities and even discontinuities at the interface between \(\sigma_{L,u}\) and \(\sigma_{L,u}^\varepsilon\) (which actually has the rôle of a free boundary). When also the second phase of evolution is completed and the energy has been reduced to small values both in \(\sigma_{L,u}\) and \(\sigma_{L,u}^\varepsilon\), \(u^\varepsilon\) near the set of absolute minimizers of the convex envelope \(\phi^{**}\) of \(\phi\) and therefore \(u^\varepsilon\) is observed to assume a kind of piecewise linear structure which depends on the global structure of the particular \(\phi\) considered. In the subsequent evolution, \(u^\varepsilon\) keeps its approximate piecewise linear structure compatible with small values of the energy and evolves very slowly. This phase of “slow motion” is appropriately described by the fast time \(\tau\) and has a “coarsening” effect, which consists in the reduction of the numbers of pseudo-linear elements that one observes in the graph of \(u^\varepsilon\). In the limit \(\varepsilon \to 0^+\) the interval \([0, O(T_\varepsilon)]\) of first evolution is contracted to nothing while the interval of slow evolution \([O(1/T_\varepsilon), +\infty]\) is displaced to \(+\infty\). We remark that, while the formation of microstructures appears to be intrinsically related to the nonconvexity of \(\phi\), the qualitative aspects of the phenomenon are strongly dependent on the particular regularization of the functional \(F\) considered. For instance, for the regularization considered in [20], the region of interest for microstructures is the larger set \(\sigma_{G,u} := \{ x \in I : \phi(\tau_x(x)) > \phi^{**}(\tau_x(x)) \}\). This difference in the dynamics in the first time scale leads, in general, to striking different evolutions in the second time scale [11], [32]. A related phenomenon is that it is possible to associate with the same initial datum \(\overline{u}\) infinitely many different evolutions by considering sequences \(\overline{u}\) of initial data that converge uniformly to \(\overline{u}\) as \(\varepsilon \to 0^+\). We refer to [11] for a discussion of this pathological behaviour. The rigorous mathematical justification of this complex phenomenology and in particular the study of the limit (1.3) is outside the scope of the present work. In the following we concentrate on the third time scale and consider nonconvex energy densities \(\phi : \mathbb{R} \to [0, +\infty[\) with the following properties:

(i) \(\phi\) is continuous and \(\phi(p) = \phi(-p)\) for any \(p \in \mathbb{R}\);
(ii) \(\phi\) is nondecreasing in \([0, +\infty[\);
(iii) \(\phi^{-1}(0) = 0\);
(iv) \(\phi\) has sublinear growth at infinity, in the sense that
\[
\exists a \in [0, 1[ : \lim_{p \to +\infty} \frac{\phi(\lambda p)}{\phi(p)} = \lambda^a, \quad \forall \lambda > 0.
\]

Examples of functions \(\phi\) satisfying the above conditions are: \(\phi(p) = \frac{p^2}{1+p^2} |p|^a\) for \(a \in [0, 1[, \phi(p) = |p|^a\) for \(a \in [0, 1[\); \(\phi(p) = \log(1 + p^2), \phi(p) = p^2/(1 + p^2),\)
\( \phi(p) = \min(p^2, 1) \) for \( a = 0 \). In particular \( \phi(p) = \log(1 + p^2) \) is the choice considered by Perona-Malik in [43] in the context of image restoration, while \( \phi(p) = \min\{p^2, 1\} \) is studied in [12] by using space discretizations. The assumption (iv) of sublinear growth of \( \phi \) implies, together with (iii), that the convex envelope \( \phi^{**} \) of \( \phi \) is identically equal to zero, and the extreme points of the set of values of \( |p| \) where \( \phi^{**} \) assumes its minimum value are 0 and \( +\infty \). Therefore, as confirmed by numerical experiments, in the late stages of the evolution, the solution \( u^\varepsilon \) should have a staircase-like structure corresponding to small values of the energy. A simple argument indicates that the order of magnitude of the energy of a staircase-like function is \( O(\nu \phi(1/\nu)) \), where \( \nu = \nu(\varepsilon) \) is a small parameter related to the original parameter \( \varepsilon \) by

\[
\varepsilon^2 = \nu^4 \phi(1/\nu).
\]

Therefore we introduce the rescaled energy

\[
F_\nu(u) := \frac{F^\varepsilon(u)}{\nu \phi(1/\nu)} = \frac{1}{2} \int_I \left[ \nu^3 (u_{xx})^2 + \frac{1}{\nu \phi(1/\nu)} \phi(u_x) \right] dx,
\]

and, correspondingly, we rescale time by introducing the fast time \( \tau \) related to \( t \) by the relation

\[
t = \frac{\tau}{\nu \phi(1/\nu)},
\]

which transforms equation (1.4) into

\[
\begin{aligned}
&u_\tau = -\nu^3 u_{xxxx} + \frac{\phi''(u_x) u_{xx}}{2 \nu \phi(1/\nu)}, \\
&+ \text{B.C.,}
\end{aligned}
\]

coupled with the initial condition

\[
u(x, 0) = \eta \quad \text{on} \ I \times \{\tau = 0\}.
\]

Problem (1.10)-(1.11), assuming the initial datum \( \eta = \eta_\nu \) is chosen to coincide with the solution \( u^\varepsilon \) of (1.4) at time \( t \) of order \( O(\nu \phi(1/\nu)) \) when the first two phases of the evolution are completed, should describe the slow motion observed in the simulations in the late stages of the dynamics for \( \varepsilon \ll 1 \). Therefore we assume that the initial datum \( \eta_\nu \) satisfies

\[
F_\nu(\eta_\nu) < \text{const}.
\]

To justify the introduction of the new parameter \( \nu = \nu(\varepsilon) \) defined by (1.8) we estimate the minimum energy for an efficient smooth approximation of a single step of size \( s > 0 \). We let \( I = [0,1] \) and \( h : \mathbb{R} \rightarrow [0,1] \) be a smooth nondecreasing function such that \( h = 0 \) in \( ]-\infty, -1[ \) and \( h = 1 \) in \( ]1, +\infty[ \). We denote by \( \eta \) a constant to be chosen later and define \( u(r) := sh(r/(\eta \nu)) \). Then, as \( \varepsilon \to 0^+ \), \( u \)
converges to the step function \( sH \), where \( H \) is the Heaviside function. We compute

\[
F^\varepsilon(u) = \frac{1}{2} \int_{[0,1]} \left( \frac{s^2}{\nu \eta} (h_{xx})^2 + \eta \nu \phi(sh_x/(\eta \nu)) \right) d\sigma \\
= \frac{1}{2} \nu \phi(1/\nu) \left( \frac{s^2}{\eta} \int_{[0,1]} (h_{xx})^2 d\sigma + \eta \int_{[0,1]} \phi(sh_x/(\eta \nu)) d\sigma \right) \\
\simeq \frac{1}{2} \nu \phi(1/\nu) \left( \frac{s^2}{\eta^3} \int_{[0,1]} (h_{xx})^2 d\sigma + s \eta^{1-a} \int_{[0,1]} (h_x)^a d\sigma \right),
\]

where we used (1.8) and assumption (iv), that implies \( \phi(sh_x/(\eta \nu)) \simeq (\frac{s}{\nu \eta})^a \phi(1/\nu) \). For fixed \( \varepsilon \) (therefore for fixed \( \nu \)) the minimum of the right hand side of (1.13) is attained at \( \eta = cs^{\frac{2-n}{2}} \) and it is given by \( F^\varepsilon(u) = c_1 \nu \phi(1/\nu)s^{\frac{2-n}{2}} \) : \( c_1 \) and \( c_1 \) are coefficients that depend only on \( a \) and \( h \). This computation motivates the definition (1.8) of \( \nu \) and suggests for the \( \Gamma \)-limit of the rescaled functional \( F^\nu \) an expression of the form

\[
\mathcal{F}(u) := \gamma_a \sum_{x \in J_\nu} |u(x_+) - u(x_-)|^r, \quad u \in \mathcal{P}(I),
\]

where \( r = \frac{2+n}{2-n} \), \( \gamma_a = \inf_h c_1 > 0 \) (cf. (2.4)) and \( J_\nu \) is the jump set of \( u \). We observe that the abstract structure of (1.13) does not depend on the particular energy density in the class defined by (i)-(iv). We also remark that the derivation of (1.14) can be generalized to the case where, instead of the family \( F^\varepsilon \), we consider the family of functionals \( F^\nu \) obtained by replacing \( u_{xx} \) with the \( n \)-derivative for \( n \geq 2 \). In this more general situation (1.8) takes the form \( \varepsilon^2 = \nu^{2n} \phi(1/\nu) \) and the same argument developed above leads again to expression (1.14) with \( r = \frac{2+(2n-3)a}{2n-a} \) for the possible \( \Gamma \)-limit of the rescaled functional \( \frac{\mathcal{F}^\nu}{\nu \phi(1/\nu)} \).

We now describe the content of the paper. The paper is divided into two parts. The main results of the first part are Theorems 4.1 and 4.4 where we characterize the \( \Gamma - L^1(I) \)-limit \( \mathcal{F} \) of the sequence \( \{ F^\nu \} \) as \( \nu \to 0^+ \), and we find that the domain \( \text{Dom}(\mathcal{F}) \) of \( \mathcal{F} \) is a linear subspace \( \mathcal{P}(I) \) of the SBV(\( I \)) functions with vanishing absolutely continuous part of the distributional derivative, and that the \( \Gamma \)-limit is given by (1.14). Observe that, in general, \( \mathcal{F} \) may be finite on functions with an infinite number of jumps. We remark that the Perona-Malik case corresponds to \( a = 0 \), hence to the \( \Gamma \)-limit \( \mathcal{F}(u) := \gamma_0 \sum_{x \in J_\nu} |u(x_+) - u(x_-)|^\frac{2}{2} \).

The proofs of Theorems 4.1 and 4.4 use some ideas from [2], [39], [14] (where \( \Gamma \)-limits of functionals of the gradient with different scalings are studied) and it is based on: (a) a bound for the variation of a function \( u \) such that \( F^\nu(u) < C \) (cf. (3.14)); (b) a key observation that, in simple words, can be expressed by saying that \( F^\nu(u) < C_1, \int_I |u_x| \; dx > C_2 \), imply the existence of \( \eta, \zeta > 0 \) independent of \( \nu \), and of a subinterval \( [\alpha, \beta] \subseteq I \) such that \( \beta - \alpha > \eta \nu \) and \( |u_x| > \zeta/\nu \) on \( [\alpha, \beta] \). This fact allows for the proof that in the limit \( \nu \to 0^+ \), the variation of \( u \) is not diffused as in the Cantor-Vitali function but must concentrate on jumps and leads to the characterization of \( \text{Dom}(\mathcal{F}) \) described above. This is a result that does not seem to follow directly from standard compactness theorems on SBV functions. We conclude the first part of the paper with Theorem 4.7 which concerns the convergence of the solutions \( u_\nu \) to (1.10), (1.11) corresponding to an initial condition \( \pi_\nu \) satisfying (1.12). We prove that given a positive number \( T \), there
exists a subsequence of solutions \( u_n : I \times [0, T] \to \mathbb{R} \) converging in \( L^1 \) to a limit function \( u \in BV(I \times [0, T]) \) as \( n \to 0^+ \). Moreover, \( u \) has the following properties:

(i) almost any \( \tau \)-section \( u(\cdot, \tau) \) of \( u \) is in the domain of \( F \);

(ii) the atomic part of the derivative measure of the \( x \)-section \( u(x, \cdot) \) of \( u \) is zero for almost every \( x \in I \).

These rigorous results are in agreement with the numerical experiments of [28], [11] that show that in the late stages of the evolution the solutions of \((1.4)\) assume a staircase-like structure with jumps which are fixed in space. Theorem 4.7 is the motivation for the second part of the paper. Indeed (i) is a first step toward the proof of the reasonable fact that (as also suggested by numerical simulations) the dynamics \( \tau \to u(\cdot, \tau) \) defined by the limit function \( u \) in Theorem 4.7 should coincide with the dynamics associated with the limit functional \( F \). A proof of this fact is outside the scope of the present paper; note however that in Theorem 5.4 we show that the minimizing movement defined by the \( \Gamma \)-limit \( F \) shares with the map \( \tau \to u(\cdot, \tau) \) property (ii) above; that is, the points of discontinuity do not move in space. Our discussion of the gradient flow defined by \( F \) is valid for any \( r \in (0, 1) \) and therefore covers also the general case \( r = \frac{2n+2}{(2n+1)(n+1)} \) considered above. Let us denote by \( P_{\text{fin}}(I) \) the subspace of all functions of \( P(I) \) having a finite number of jumps. In Theorem 5.4 we focus on the case where the initial datum \( \mathbf{\pi} \) belongs to \( P_{\text{fin}}(I) \). Since Dom(\( F \)) is an infinite dimensional subspace of \( L^2(I) \), it is not clear a priori whether jumps may move in space and whether new jumps can be generated. Therefore we need a weak notion of gradient flow which is globally defined in time also past singularities. We adopt the notion of “minimizing movement” [22], [6]. We show that the minimizing movement \( \tau \to M(F, \mathbf{\pi})(\tau) \) starting from \( \mathbf{\pi} \) has the following properties:

a) in agreement with Theorem 4.7 the jump positions do not change with time;

b) the number \( \mathcal{H}^0(J_{M(F, \mathbf{\pi})}(\varepsilon)) \) of jump points is nonincreasing with time: there exist \( M \leq N \) singular times \( 0 < \tau_1 < \cdots < \tau_M \) at which there is a dropping of the number of jumps, i.e., \( \mathcal{H}^0(J_{M(F, \mathbf{\pi})}(\tau_{i+1})) < \mathcal{H}^0(J_{M(F, \mathbf{\pi})}(\tau_i)) \), and for \( \tau \geq \tau_M \), \( M(F, \mathbf{\pi})(\tau) \) coincides with the average of \( \mathbf{\pi} \). The behaviour of the minimizing movement \( \tau \to M(F, \mathbf{\pi})(\tau) \) corresponds to the coarsening phenomenon observed in numerical experiments [28], [11];

c) in the interval between two subsequent singular times, the vector of the survived jumps is determined by the ODE which expresses the \( L^2 \)-gradient of \( F \) restricted to the finite dimensional subspace defined by the survived jumps;

d) the minimizing movement is continuous with respect to the initial datum \( \mathbf{\pi} \) (Theorem 6.1) in the sense that, given \( \varepsilon > 0 \), there is \( \delta > 0 \) such that

\[
(1.15) \quad \|\mathbf{\pi} - \mathbf{\pi}\|_{L^2(I)} < \delta, \quad |F(\mathbf{\pi}) - F(\mathbf{\pi})| < \delta
\]

imply

\[
\|M(F, \mathbf{\pi})(\tau) - M(F, \mathbf{\pi})(\tau)\|_{L^2(I)} < \varepsilon \quad \tau \geq 0.
\]

We remark that the conditions \((1.15)\) do not impose an upper bound on the number of jump points of the perturbed initial condition \( \mathbf{\pi} \). Therefore d) is not a consequence of the standard theorems of continuous dependence for ODE but, as we show in the proof, depends on a regularizing property of the gradient dynamics.
defined by $\mathcal{F}$. This property is expressed by an inequality that we derive in Lemma 6.3 which implies that small jump points disappear very quickly.

In Section 7 we consider the case where $\nu \in \text{Dom}(\mathcal{F})$ is allowed to have an infinite number of jump points. Here we are not able to show that the minimizing movement is unique, but we still prove that any generalized minimizing movement $\mathcal{G}(\mathcal{F}, \nu)$ has the property that for each $\tau > 0$, $\mathcal{G}(\mathcal{F}, \nu)(\tau)$ has only a finite number of jump points. We also prove that for each $n \geq 1$ there is a $\tau_n$ such that $\mathcal{H}^0(J_{\mathcal{G}(\mathcal{F}, \nu)}(\tau)) < n$ for $\tau > \tau_n$. In these computations, we need the characterization of the relaxed minimizing movement $\mathcal{F}$; see Theorem 7.4.

We conclude this introduction by recalling that part of the results proved in the present paper were announced in [10] and [9].

2. Notation

By $I = ]\alpha, \beta[$ we indicate a bounded open interval of $\mathbb{R}$; if $v : I \to \mathbb{R}$ and $c \geq 0$, we set

$$S_c(v) := \{ x \in I : |v(x)| > c \},$$

the $c$-superlevel of $|v|$. If $A \subseteq \mathbb{R}$ we let $1_A$ be the characteristic function of $A$; i.e., $1_A(x) = 1$ if $x \in A$ and $1_A(x) = 0$ if $x \not\in A$. We indicate by $|A|$ the Lebesgue measure of $A$ and by $\overline{A}$ the closure of $A$; $\mathcal{H}^0(A)$ denotes the number of elements of $A$. By $\mathbb{N}$ we denote the set of all positive natural numbers. If $t \in \mathbb{R}$, we set $\text{sign}(t) := t/|t|$ if $t \neq 0$, and $\text{sign}(0) := 0$.

$BV(I)$ stands for the space of functions with bounded variation in $I$. If $u \in BV(I)$ and $x \in I$, $u(x_-)$ (resp. $u(x_+)$) is the right (resp. left) limit of $u$ at $x$. We let $J_u := \{ x \in I : u(x_+) \neq u(x_-) \}$ be the set of jump points of $u$, which is at most countable. We indicate by $Du$ the distributional derivative of $u$, which is represented by a measure with finite total variation in $I$, i.e., $\int_I |Du| < +\infty$.

We recall that $Du = u' + Du^d + Du^c$, where $u'$ (sometimes denoted also by $u_x$) is the absolutely continuous part of $Du$ with respect to the Lebesgue measure, $Du^d$ is the jump part of $Du$ and $Du^c$ is the Cantor part. Recall that $Du^d = \sum_{x \in J_u} (u(x_+) - u(x_-)) \delta_x$, where $\delta_x(A) = 1$ if $x \in A$ and $\delta_x(A) = 0$ if $x \not\in A$.

$SBV(I)$ is the space of functions of special bounded variation in $I$, i.e., $u \in SBV(I)$ if and only if $u \in BV(I)$ and $Du^c = 0$ in $I$. We refer to [4] for the general theory of $BV$ functions. We indicate by $\| \cdot \|_p$ the $L^p(I)$-norm, for $p \in [1, +\infty]$. We recall the following definition.

**Definition 2.1.** Let $\{ F_h \}, F : L^1(I) \to [0, +\infty]$. We say that the sequence $\{ F_h \}$ $\Gamma - L^1(I)$-converges to $F$, and we write $F = \Gamma - \lim_{h \to +\infty} F_h$, if the following two conditions are satisfied:

(i) for any $u \in L^1(I)$ and any sequence $\{ u_h \} \subset L^1(I)$ converging to $u$ in $L^1(I)$ we have $F(u) \leq \lim \inf_{h \to +\infty} F_h(u_h)$;

(ii) for any $u \in L^1(I)$ there exists a sequence $\{ u_h \} \subset L^1(I)$ converging to $u$ in $L^1(I)$ such that $F(u) = \lim h \to +\infty F_h(u_h)$.

When $\nu \in [0, 1]$ is a continuous parameter, we say that the family of functionals $\{ F_{\nu} \} \Gamma$-converges to $F$ as $\nu \to 0^+$ if $\{ F_{\nu_h} \} \Gamma$-converges to $F$ for every subsequence $\nu_h$ converging to zero as $h \to \infty$.

Concerning the main properties and definitions about $\Gamma$-convergence, we refer to [21], [15], [16].
2.1. The spaces \( \mathcal{P}(I) \) and \( \mathcal{P}_{\text{fin}} \). We let
\[
\mathcal{P}(I) := \{ u \in SBV(I) : u' = 0 \text{ in } I \}, \quad \mathcal{P}_{\text{fin}}(I) := \{ u \in \mathcal{P}(I) : J_u \text{ is a finite set} \}.
\]
We often represent a function \( u \in \mathcal{P}(I) \) as follows: if \( x \in I \), we have (see \cite[Theorem 3.28, Section 4.1]{5})
\[
\gamma(a) = u(\alpha_+) + \sum_{y \in J_u} (u(y_+) - u(y_-)) \mathbb{1}_{[\gamma,1]}(x), \quad x \in I,
\]
and we have chosen the right continuous representative of \( u \) in its Lebesgue equivalence class. Recall that \( \|u\|_\infty \leq |s_0| + \int_I |Du| = |u(\alpha_+)| + \sum_{y \in J_u} |u(y_+) - u(y_-)|. \)
Sometimes, instead of \((2.2)\), we write
\[
(2.2) \quad u(x) = s_0 + \sum_i s_i \mathbb{1}_{[x_1,x_2]}(x), \quad x \in I,
\]
where, unless otherwise specified,
\[
s_0 := u(\alpha_+), \quad s_i := u(x_{i+}) - u(x_{i-}) \neq 0, \quad J_u = \{ x_i \}.
\]
When \( u \in \mathcal{P}_{\text{fin}}(I) \), in \((2.3)\) there is a finite sum, and we usually assume that \( x_i < x_j \) for \( i < j \).

2.2. The rescaled functionals \( F_\nu \). Given \( \nu > 0 \) we define the map \( F_\nu : L^1(I) \to [0, +\infty] \) as
\[
F_\nu(u) := \begin{cases} \frac{1}{2} \int_I \left[ \nu^3 (u'')^2 + \frac{1}{\nu^\phi(1/\nu)} \phi(u') \right] dx & \text{if } u \in H^2(I), \\ +\infty & \text{elsewhere in } L^1(I). \end{cases}
\]
If \( A \subset I \) is a Borel set and \( u \in H^2(I) \), we set
\[
F_\nu(u, A) := \frac{1}{2} \int_A \left[ \nu^3 (u'')^2 + \frac{1}{\nu^\phi(1/\nu)} \phi(u') \right] dx.
\]
Remark 2.2. Observe that \( F_\nu \) enjoys the following scaling property: if \( u \in H^2(I) \) and if we define \( u_\nu \) by \( u_\nu(y) := u(\nu y) \) for any \( y \in I/\nu \), then \( u_\nu \in H^2(I/\nu) \) and
\[
F_\nu(u) = \frac{1}{2} \int_{I/\nu} \left[ (u_\nu'')^2 + \frac{\phi(u_\nu')}{\phi(1/\nu)} \right] dy.
\]

2.3. The limit functional \( \mathcal{F} \). The functional \( \mathcal{F} : L^1(I) \to [0, +\infty] \) is defined as follows:
\[
\mathcal{F}(u) := \begin{cases} \gamma_a \sum_{x \in J_u} |u(x_+) - u(x_-)|^{2/a} & \text{if } u \in \mathcal{P}(I), \\ +\infty & \text{elsewhere in } L^1(I). \end{cases}
\]
Here the constant \( \gamma_a \) will turn out to have the following expression:
\[
\gamma_a := \frac{1}{2} \left( \frac{3}{1-a} \right)^{\frac{2}{1+a}} + \left( \frac{1-a}{3} \right)^{\frac{1}{a}} \right) \right)^{\frac{1}{a}}
\]
(2.4)
\[
\times \inf_{\tilde{\psi} \in Y} \left\{ \left( \int_{[0,1]} \tilde{\psi}^a dx \right)^{\frac{1}{a}} \left( \int_{[0,1]} \tilde{\psi}^{2a} dx \right)^{\frac{1}{2}} \right. \right\},
\]
where

\[ \bar{Y} := \{ \tilde{\psi} \in H^2([0,1]) : \tilde{\psi}(0) = 0, \tilde{\psi}(1) = 1, \tilde{\psi}'(0) = \tilde{\psi}'(1) = 0 \}. \]

Observe that, if we represent \( u \in \mathcal{P}(I) \) as in (2.3), then \( \mathcal{F}(u) = \gamma_a \sum_i |s_i|^{\frac{2+a}{a}}. \)

Note that \( \mathcal{F} \) can be written, for \( u \in SBV(I) \), as

\[ \mathcal{F}(u) = \int_I \chi_{\mathbb{R}\setminus\{0\}}(u') \, dx + \gamma_a \sum_{x \in J_u} |u(x+) - u(x-)|^{\frac{2+a}{a}}, \]

where \( \chi_{\mathbb{R}\setminus\{0\}}(p) := +\infty \) if \( p \neq 0 \) and \( \chi_{\mathbb{R}\setminus\{0\}}(0) = 0. \)

**Remark 2.3.** When \( a = 0 \) we have \( \frac{2+a}{a} = 1/2 \) and \( \gamma_0 = 2\sqrt{2}/3. \)

In the following we often use the notation

\[ e_a(s) := \gamma_a |s|^r, \quad r := \frac{2 + a}{4 - a}. \]

We set

\[ \text{Dom}(\mathcal{F}) := \{ u \in L^1(I) : \mathcal{F}(u) < +\infty \}. \]

In the sequel we will use the following inequality, valid for any sequence of real numbers \( \{x_i\} \) and \( \alpha \in ]0,1[ : \)

\[ \sum_{i=1}^{\infty} |x_i| \leq \left( \sum_{i=1}^{\infty} |x_i|^\alpha \right)^{1/\alpha}. \]

Indeed, if the right hand side of (2.6) is finite, given \( N \) and letting \( |x| := \max\{|x_1|, \ldots, |x_N|\} \), we have

\[ \sum_{i=1}^{N} |x_i| = |x| \sum_{i=1}^{N} \left( \frac{|x_i|}{|x|} \right) \leq |x| \sum_{i=1}^{N} \left( \frac{|x_i|}{|x|} \right)^\alpha = |x|^{1-\alpha} \sum_{i=1}^{N} |x_i|^\alpha \leq \left( \sum_{i=1}^{N} |x_i| \right)^{1-\alpha} \sum_{i=1}^{N} |x_i|^\alpha, \]

which implies (2.6).

**Remark 2.4.** Observe that:

(a) \( \mathcal{P}_{\text{lim}}(I) \subset \text{Dom}(\mathcal{F}) \subset \mathcal{P}(I) \).

(b) If \( u \in \text{Dom}(\mathcal{F}) \), we have

\[ \|u\|_{\infty} \leq |s_0| + \int I |Du| = |s_0| + \sum_i |s_i| \leq |s_0| + \left( \frac{\mathcal{F}(u)}{\gamma_a} \right)^{1/r}. \]

### 3. Preliminary Lemmata

**Lemma 3.1.** For any \( \delta \in ]0,1[ \) there exists \( r_\delta > 0 \) such that

\[ (1 - \delta) \left( \frac{p}{q} \right)^{a(1+\theta \delta)} \leq \frac{\phi(p)}{\phi(q)} \leq (1 - \delta)^{-1} \left( \frac{p}{q} \right)^{a(1+\theta \delta)}, \quad \forall p, q \geq r_\delta, \]

where \( \theta := \text{sign}(p-q). \)

**Proof.** If \( a = 0 \), inequalities (3.1) follow directly from (1.7). Hence we suppose \( a \in ]0,1[ \). Let us assume first that \( p > q \). Fix \( \Lambda \in ]1, p/q[ \) and \( \eta \in ]0, \Lambda^a[ \) such that

\[ \frac{\log(\Lambda^{a+\eta})}{\log \Lambda} < \delta a, \quad \Lambda^a + \eta < (1 - \delta)^{-1}. \]
Assume now

(3.8) \( (a + \eta)^k \leq \frac{\phi(a + \eta)^k}{\phi(a)} \leq (a + \eta)^k, \quad \forall q \geq r_{\eta,a} \).

Let \( k > 0 \) be such that \( \frac{\log(p/q)}{\log a} \in [k, k+1], \) i.e.,

(3.9) \( \Lambda^k q \leq p \leq \Lambda^{k+1} q. \)

Iterating (3.4), it follows

(3.10) \( (\Lambda^a - \eta)^k \leq \frac{\phi(\Lambda^k q)}{\phi(q)} \leq (\Lambda^a - \eta)^k, \quad \forall q \geq r_{\eta,a}. \)

Using (3.5) and recalling that \( \phi \) is nondecreasing in \( [0, +\infty[ \), we get

(3.11) \( (\Lambda^a - \eta)^{k+1} = (\Lambda^a + \eta) \Lambda^k a^k \Lambda^a \leq (\Lambda^a + \eta) \Lambda^a \left( \frac{p}{q} \right)^a. \)

Since \( k \leq \frac{\log(p/q)}{\log a} \), by (3.8) we deduce

(3.12) \( (\Lambda^a + \eta)^{k+1} \leq (\Lambda^a + \eta) \left( \frac{\Lambda^a + \eta}{\Lambda^a} \right)^{\frac{\log(p/q)}{\log a}} \left( \frac{p}{q} \right)^{a+\left( \frac{\log(\Lambda^a + \eta)}{\log a} \right)} < (1 - \delta)^{-1} \left( \frac{p}{q} \right)^{a(1+\delta)}, \)

which is the right inequality in (3.11).

The left inequality for \( p > q \) in (3.11) can be proved as follows. Using (3.5) and (3.3) we have

(3.13) \( (\Lambda^a - \eta)^k = \left( \frac{\Lambda^a - \eta}{\Lambda^a} \right)^k \frac{1}{\Lambda^a} \Lambda^a (k+1) a = \left( \frac{\Lambda^a - \eta}{\Lambda^a} \right)^k \frac{1}{\Lambda^a} \left( \frac{p}{q} \right)^a \geq \frac{1}{\Lambda^a} \left( \frac{\Lambda^a - \eta}{\Lambda^a} \right)^{\frac{\log(p/q)}{\log a}} \left( \frac{p}{q} \right)^{a+\left( \frac{\log(\Lambda^a + \eta)}{\log a} \right)} > (1 - \delta) \left( \frac{p}{q} \right)^{a(1-\delta)}. \)

Assume now \( p \leq q \). From (3.2) we have

(3.14) \( (1 - \delta) \left( \frac{q}{p} \right)^{a(1-\delta)} \leq \frac{\phi(q)}{\phi(p)} \leq (1 - \delta)^{-1} \left( \frac{q}{p} \right)^{a(1+\delta)}, \quad \forall p, q > r_\delta, \)
where \( \hat{\phi} := \text{sign}(q - p) \). Hence
\[
(1 - \delta) \left( \frac{p}{q} \right)^{a(1 + \hat{\phi} \delta)} = (1 - \delta) \left( \frac{p}{q} \right)^{a(1 - \hat{\phi} \delta)} \leq \frac{\phi(p)}{\phi(q)} \leq (1 - \delta)^{-1} \left( \frac{p}{q} \right)^{a(1 + \hat{\phi} \delta)},
\]
for \( p, q > r \), and the assertion follows. \( \square \)

In the following lemma we give a bound for the \( L^\infty(I) \) and the \( L^1(I) \) norms of the derivative of a function \( u \) in \( H^2(I) \) in terms of its energy \( F_\nu(u) \).

**Lemma 3.2.** Let \( u \in H^2(I) \) and \( \nu \in [0, 1] \). Then
\[
|S_\alpha(u')| \leq \frac{2}{\nu \phi(1/\nu)} F_\nu(u), \quad \forall \alpha > 0.
\]
Moreover, there exist \( \overline{\nu} > 0 \) and a decreasing function \( \omega : [0, \overline{\nu}] \rightarrow [0, +\infty] \) with \( \lim_{s \to 0^+} \omega(s) = 0 \), such that
\[
||u'|| \leq \frac{1}{\nu} (1 + 2F_\nu(u)), \quad \nu \in [0, \overline{\nu}]
\]
and
\[
\int_I |u'| \, dx \leq C (\omega(\nu) + F_\nu(u)), \quad \nu \in [0, \overline{\nu}].
\]

**Proof.** Recalling the definition of \( S_\alpha(u') \) in (2.11) and that \( \phi \) is even and nondecreasing, we have
\[
F_\nu(u) \geq \frac{1}{2} \int_{S_\nu(u')} \frac{\phi(u')}{\nu \phi(1/\nu)} \, dx \geq \frac{|S_\alpha(u')| \phi(\alpha)}{2 \nu \phi(1/\nu)},
\]
and (3.12) follows.

Write \( S_{\nu'}(u') \) as the union of its connected components, i.e., \( S_{\nu'}(u') = \bigcup_{k} [a_{\nu'}^k, b_{\nu'}^k] \).

Arguing exactly as in [39, Lemma 3.8] and using (3.12) we get, for \( y \in [a_{\nu'}^k, b_{\nu'}^k] \),
\[
|u'(y)| \leq |u'(a_{\nu'}^k)| + \int_{[a_{\nu'}^k, y]} |u''| \, dx \leq \frac{1}{\nu} + \frac{|S_{\nu'}(u')|^{1/2}}{\nu^{3/2}} \left( \nu^{3} \int_{[a_{\nu'}^k, b_{\nu'}^k]} |u''|^2 \, dx \right)^{1/2}
\]
\[
\leq \frac{1}{\nu} + \frac{|S_{\nu'}(u')|^{1/2}}{\nu^{3/2}} (2F_\nu(u))^{1/2} \leq \frac{1}{\nu} + \frac{2\nu^{1/2}}{\nu^{3/2}} F_\nu(u) = \frac{1}{\nu} (1 + 2F_\nu(u)),
\]
and (3.13) follows.

It remains to prove (3.14). Define the increasing sequence \( \{ \alpha_k(\nu) \}_k \subset [0, +\infty[ \) as follows: \( \alpha_0(\nu) := 0 \), \( \alpha_1(\nu) := \max \{ \phi^{-1}(\nu(\phi(1/\nu))) \} \), \( \alpha_2(\nu) := 1 \), and
\[
\alpha_k(\nu) := \frac{k}{\nu \phi(1/\nu)}, \quad k \geq 3,
\]
where \( \nu > 0 \) is small enough in such a way that \( \alpha_1(\nu) < 1 \). In the remaining part of the proof we simply write \( S_\lambda \) instead of \( S_\lambda(u') \), and \( \alpha_k \) instead of \( \alpha_k(\nu) \). Set
\[
N_\nu := [(1 + 2F_\nu(u))\phi(1/\nu)],
\]
\[\text{[\ldots] denoting the integer part. From (3.13), we have } S_{\alpha k} = \emptyset \text{ for all } k > N_{\nu}. \text{ Hence we can write}\]
\[
\int_I |u'| \, dx = \sum_{k=1}^{N_{\nu}} \int_{S_{\alpha k-1} \setminus S_{\alpha k}} |u'| \, dx \leq \sum_{k=1}^{N_{\nu}} \alpha_k (|S_{\alpha k-1}| - |S_{\alpha k}|)
\]
\[
= \sum_{k=1}^{N_{\nu}} \alpha_k |S_{\alpha k-1}| - \sum_{k=2}^{N_{\nu}+1} \alpha_{k-1} |S_{\alpha k-1}|
\]
\[
= \alpha_1 |S_{\alpha 0}| + (\alpha_2 - \alpha_1) |S_{\alpha 1}| + \sum_{k=3}^{N_{\nu}} (\alpha_k - \alpha_{k-1}) |S_{\alpha k-1}| - \alpha_{N_{\nu}} |S_{\alpha N_{\nu}}|
\]
\[
\leq \alpha_1 |I| + \alpha_2 |S_{\alpha 1}| + \alpha_3 |S_{\alpha 2}| + \sum_{k=4}^{N_{\nu}} (\alpha_k - \alpha_{k-1}) |S_{\alpha k-1}|.
\]
Hence, using (3.12) and the equality \( \alpha_k - \alpha_{k-1} = \frac{1}{\nu\phi(1/\nu)}, k \geq 4 \), we deduce
\[
(3.16) \quad \int_I |u'| \, dx \leq \alpha_1 |I| + 2 F_{\nu}(u) + \frac{6}{\nu(1)} \cdot F_{\nu}(u) + 2 F_{\nu}(u) \sum_{k=4}^{N_{\nu}} \frac{1}{\nu\phi(1/\nu)}.
\]
We now prove that the sum on the right hand side of (3.16) is uniformly bounded with respect to \( \nu \), provided \( \nu > 0 \) is sufficiently small. Recalling also that \( \phi \) is nondecreasing and the definition of \( N_{\nu} \) in (3.15) we have
\[
\sum_{k=4}^{N_{\nu}} \phi \left( \frac{k-1}{\nu\phi(1/\nu)} \right) = \sum_{k=3}^{N_{\nu}-1} \int_{k}^{k+1} \phi \left( \frac{k}{\nu\phi(1/\nu)} \right) \, ds \leq \nu \int_{\frac{3}{\nu\phi(1/\nu)}}^{\frac{C}{\nu\phi(1/\nu)}} \frac{1}{\phi(s)} \, ds,
\]
where we have set \( C := [1 + 2 F_{\nu}(u)]. \) Fix \( \delta \in [0, 1] \) in such a way that \( a(1 + \delta) < 1 \). Then Lemma 3.1 and the change of variable \( \nu s = \tau \) imply
\[
\nu \int_{\frac{3}{\nu\phi(1/\nu)}}^{\frac{C}{\nu\phi(1/\nu)}} \phi(1/\nu) \, ds \leq (1 - \delta)^{-1} \int_{\frac{0}{\frac{1}{\nu\phi(1/\nu)}}}^{\frac{C}{\nu\phi(1/\nu)}} \frac{d\tau}{\tau^{a(1+\phi(1/\nu))}}
\]
where \( \phi(\tau) := \text{sign}(\frac{1}{\nu} - \frac{\tau}{C}). \) The last integral is bounded by a constant independent of \( \nu \), since
\[
\int_{\frac{0}{\frac{1}{\nu\phi(1/\nu)}}}^{\frac{C}{\nu\phi(1/\nu)}} \frac{d\tau}{\tau^{a(1+\phi(1/\nu))}} \leq \int_{0}^{\frac{C}{\nu\phi(1/\nu)}} \left( \frac{1}{\tau^{a(1-\delta)}} + \frac{1}{\tau^{a(1+\delta)}} \right) \, d\tau.
\]
Hence estimate (3.14) follows. \( \square \)

**Remark 3.3.** In the proof of Lemma 3.2 we have actually proved an assertion stronger than (3.13), namely \( \{|u'| > 1/\nu\} \subseteq \{|u'| \leq \frac{1}{\nu}(1 + 2 F_{\nu}(u))\}. \)**

4. **Equicoerciveness and \( \Gamma \)-convergence**

A key step toward the characterization of the \( \Gamma - L^1(I) \)-limit of the sequence \{F_{\nu}\} is the following compactness result.

**Theorem 4.1.** Let \( \{u_\nu\} \subset H^1(I) \) be a sequence satisfying
\[
(4.1) \quad \sup_{\nu} F_{\nu}(u_\nu) < +\infty
\]
and such that \( \int_I u_\nu \, dx = 0 \) for any \( \nu \). Then there exist a subsequence (still denoted by \( \{u_{\nu_k}\} \)) and a function \( u \in \mathcal{P}(I) \) such that \( \{u_\nu\} \) weakly* converges to \( u \) in \( BV(I) \) as \( \nu \to 0^+ \).

**Remark 4.2.** For the compactness result in Theorem 4.1 some assumption on \( u_{\nu_k} \) is necessary, because \( F_\nu \) depends on \( u' \) and \( u'' \), but does not depend explicitly on \( u \). The condition \( \int_I u_\nu \, dx = 0 \) is quite natural when we observe that the integral of \( u \) is conserved along solutions of (1.10), (1.11).

**Proof.** By (3.14), (4.1) and \( F \) is necessary, because \( u \) depends on \( \nu \) as \( \nu \to 0^+ \).

Hence there exist a subsequence (still denoted by \( \{u_{\nu_k}\} \)) and a function \( u \in BV(I) \) such that \( \{u_\nu\} \) converges pointwise almost everywhere and weakly* in \( BV(I) \) to \( u \) as \( \nu \to 0^+ \).

It remains to prove that \( u \in \mathcal{P}(I) \). We can assume that \( \int_I |Du| > 0 \); otherwise there is nothing to prove. Recall that

\[
\int_I |Du| \leq \liminf_{\nu \to 0} \int_I |u'_\nu| \, dx.
\]

Let

\[
E := \sup_{\nu} F_\nu(u_\nu) < +\infty.
\]

We divide the proof into five steps. Set \( S_\nu^\tau = S_\nu(u'_\nu) \) and \( S_\nu^\nu = S_\nu^\nu(\nu) \). Let \( \delta \in ]0,1[ \) be such that

\[
\delta a < \frac{1-a}{2} =: \theta
\]

(in particular \( a(1+\delta) < 1 \)). Let \( r_\delta \) be as in Lemma 3.1.

**Step 1.** There exist \( \nu_1 > 0 \) and a positive nondecreasing function \( \omega_1 : ]0,\nu_1[ \to ]0, +\infty[ \) with \( \lim_{\nu \to 0^+} \omega_1(\nu) = 0 \), such that

\[
\int_{1-S_\nu^\nu} |u'_\nu| \, dx \leq \omega_1(\nu), \quad \nu \in ]0,\nu_1[.
\]

Set \( \gamma(\nu) := \max\{\phi^{-1}(\nu^\theta)\} > 0 \). We have

\[
\int_{1-S_\nu^\nu} |u'_\nu| \, dx \leq \int_{\{0 < |u'_\nu| \leq \gamma(\nu)\}} |u'_\nu| \, dx + \int_{\{\gamma(\nu) < |u'_\nu| \leq 1\}} |u'_\nu| \, dx
\]

\[
+ \int_{\{1 < |u'_\nu| \leq \frac{1}{\nu^{-\theta}}\}} |u'_\nu| \, dx + \int_{\frac{1}{\nu^{-\theta}} < |u'_\nu| \leq \frac{1}{\nu^{-\theta/2}}\}} |u'_\nu| \, dx
\]

\[
\leq \gamma(\nu)|I| + |S_\gamma(\nu)| + \frac{1}{\nu^{\theta/2}}|S_{\nu^{1/2}}| + \frac{1}{\nu^\theta} |S_{\nu^{1/2}}|.
\]
Using (3.12), the definition of \( \gamma(\nu) \), (3.1), (4.3), and setting \( C_\delta := \frac{\phi(\nu)}{\nu} \), we have

\[
|S_{\gamma(\nu)}| \leq 2E\nu^{1-\theta} \phi(1/\nu) \leq 2EC_\delta(1-\delta)^{-1}\nu^{1-\theta-\delta}\leq 4EC_\delta\nu^{\theta-\delta},
\]

\[
\frac{1}{\nu^{\theta/2}}|S_1| \leq \frac{2E}{\phi(1)}\nu^{1-\theta}\phi(1/\nu) \leq 4E\frac{C_\delta}{\phi(1)}\nu^{1-\theta-a-\delta-a} = 4E\frac{C_\delta}{\phi(1)}\nu^{\theta-a-\delta},
\]

\[
\frac{1}{\nu^\theta} |S_{\gamma(\nu)}| \leq 2E\nu^{1-\theta} \phi(1/\nu) \leq 4E\nu^{1-\theta-a+\frac{a}{2}-\delta a(1-\frac{a}{2})} \leq 4E\nu^{\theta-a-\delta a}.
\]

Then step 1 follows with

\[
\omega_1(\nu) := \gamma(\nu)|I| + 4EC_\delta\nu^{\theta-\delta a} + \frac{4E}{\phi(1)}C_\delta\nu^{\theta-\delta a} + 4E\nu^{\theta-\delta a}.
\]

Write \( S_{\frac{1}{\nu^\theta}} \) as the union of its (open) connected components, i.e.,

\[
S_{\frac{1}{\nu^\theta}} = \bigcup_{j \geq 1} [\alpha_j, \beta_j[.
\]

Define

\[
\eta_j := \frac{\beta_j - \alpha_j}{\nu},
\]

\[
w_j(x) := u_\nu(x) - u_\nu(\alpha_j) - u'_\nu(\alpha_j)(x - \alpha_j), \quad x \in [\alpha_j, \beta_j],
\]

\[
\zeta_j := w_j(\beta_j).
\]

Observe that \( \alpha_j, \beta_j, \eta_j, w_j, \zeta_j \) depend on \( \nu \), and \( w_j(x) = u_\nu(x) - u_\nu(\alpha_j) - \text{sign}(u'_\nu(\alpha_j))\frac{1}{\nu}(x - \alpha_j) \) for \( x \in [\alpha_j, \beta_j] \) (see Figure 1). Without loss of generality, we can assume that

\[
|\zeta_{j+1}| \leq |\zeta_j| \quad \forall j, \forall \nu.
\]

Step 2. There exist \( \nu_2 > 0 \) and a positive nondecreasing function \( \omega_2 : [0, \nu_2[ \rightarrow [0, +\infty] \) with \( \lim_{\nu \rightarrow 0^+} \omega_2(\nu) = 0 \), such that

\[
\sum_j |\zeta_j| \geq \int_I |Du| - \omega_2(\nu), \quad \nu \in [0, \nu_2[.
\]

Recalling (3.12) we have

\[
\nu \sum_j \eta_j = |S_{\frac{1}{\nu^\theta}}| \leq 2E\nu^{1-\theta} \phi(1/\nu)
\]

hence from (3.1),

\[
\sum_j \eta_j \leq 4E\nu^{\theta-a(1-\theta)}
\]

provided \( \nu > 0 \) is small enough. Observe now that

\[
\zeta_j = \int_{[\alpha_j, \beta_j[} \left( u'_\nu - \text{sign}(u'_\nu(\alpha_j))\frac{1}{\nu^\theta} \right) dx = \text{sign}(u'_\nu(\alpha_j)) \left( \int_{[\alpha_j, \beta_j[} |u'_\nu| dx - \nu^{-\theta}\eta_j \right)
\]
Figure 1. $\zeta_j$ is the difference between the value of $u_\nu$ and the linear function with slope $\frac{1}{\nu^\theta}$, at the right extremum $\beta_j$ of the interval. The two dotted lines are parallel.

so that

\[(4.13)\]  

\[|\zeta_j| \geq \int_{[\alpha_j, \beta_j]} |u_\nu'| \, dx - \nu^{1-\theta} \eta_j.\]

Using (4.13) it follows that for $\nu > 0$ small enough,

\[\sum_j |\zeta_j| \geq \int_S |u_\nu'| \, dx - \nu^{1-\theta} \sum_j \eta_j \]

\[= \int_I |u_\nu'| \, dx - \int_{I \setminus S} |u_\nu'| \, dx - \nu^{1-\theta} \sum_j \eta_j \]

\[\geq \int_I |Du| - \int_{I \setminus S} |u_\nu'| \, dx - \lambda_\nu - \nu^{1-\theta} \sum_j \eta_j,\]

where in the last inequality we used (4.2) and $\{\lambda_\nu\}_\nu$ converges to zero as $\nu \to 0^+$. Hence, using (4.11) we deduce

\[(4.14)\]  

\[\sum_j |\zeta_j| \geq \int_I |Du| - \left( \omega_2(\nu) + 4E\nu^{(1-a)(1-\theta)} \right) - \lambda_\nu,\]

which proves (4.9) with $\omega_2(\nu) := \left( \omega_1(\nu) + 4E\nu^{(1-a)(1-\theta)} \right) - \lambda_\nu$.

Before moving to the next step, we introduce some notation. Following also [2, Remark 3.2], for any $s \geq 0$ we define

\[(4.15)\]  

\[c_\alpha(s) := \frac{1}{2} \inf \left\{ \int_{[0, \eta]} |\psi''|^2 \, dx + \int_{[0, \eta]} |\psi'|^a \, dx : \eta > 0, \; \psi \in Y_\eta(s) \right\},\]
where
\[ Y_\eta(s) := \{ \psi \in H^2([0, \eta]) : \psi(0) = 0, \psi(\eta) = s, \ \psi'(0) = \psi'(\eta) = 0 \}. \]
Making the change of variable \( \psi(x) = s \tilde{\psi}(x/\eta) \) we have
\[
e_a(s) = \frac{1}{2} \inf_{\psi \in \hat{Y}} \inf_{\eta > 0} \left\{ \frac{s^2}{\eta^2} \int_{[0,1]} |\tilde{\psi}'|^2 \, dx + s^\alpha \eta^{-1-a} \int_{[0,1]} |\tilde{\psi}'|^{\alpha} \, dx \right\},
\]
where \( \hat{Y} \) is defined in \( 2.5 \). For a fixed \( \tilde{\psi} \), the infimum with respect to \( \eta \) in \( 4.16 \)
is attained at
\[
\eta_{\text{min}} = \left( \frac{3 \int_{[0,1]} |\tilde{\psi}'|^2 \, dx}{(1-a) \int_{[0,1]} |\tilde{\psi}'|^\alpha \, dx} \right)^{\frac{1}{\alpha}} s^{\frac{\alpha}{\alpha+1}}.
\]
Hence
\[
e_a(s) = \gamma_a \ s^{\frac{\alpha}{\alpha+1}} ,
\]
and \( \gamma_a \) is defined in \( 2.3 \).
Observe that when \( a = 0 \) we have
\[
e_0(s) = \frac{1}{2} \inf_{\eta > 0} \left\{ \eta + \inf \left\{ \int_{[0,\eta]} |\psi''|^2 \, dx : \psi \in Y_\eta(s) \right\} \right\}
= \frac{1}{2} \inf_{\eta > 0} \{ \eta + s^2 \eta^{-3} c \} = \gamma_0 \sqrt{s},
\]
where \( c = \inf \{ \int_{[0,1]} |\tilde{\psi}'|^2 \, dx : \tilde{\psi} \in \hat{Y} \} = 12 \) and \( \gamma_0 = 2 \sqrt{2/3} \).

Step 3. There exists \( \nu_3 > 0 \) such that
\[
\sum_j |s_j|^{(2+a(1+\delta))/(4-a(1+\delta))} \leq C, \quad \nu \in [0, \nu_3],
\]
where \( C \) is a positive constant independent of \( \nu \).
Recalling that \( \phi \) is even and that on each interval \([\alpha_j, \beta_j]\) the function \( u_j' \) does not change sign, applying Lemma \[3.1\] we have, for \( \nu > 0 \) small enough (independent of \( j \)),
\[
\int_{[\alpha_j, \beta_j]} \frac{\phi(u_j')}{\phi(1/\nu)} \, dx = \int_{[\alpha_j, \beta_j]} \frac{\phi(|u_j'| + \frac{1}{\nu})}{\phi(1/\nu)} \, dx 
\geq (1 - \delta) \int_{[\alpha_j, \beta_j]} \left( \nu |u_j'| + \nu^{1-\theta} a^{(1-\theta)} \right) \, dx,
\]
where
\[
\theta = \theta(x) = \text{sign} \left( |u_j'(x)| + \frac{1}{\nu^\theta} - \frac{1}{\nu} \right).
\]
It follows
\[
\int_{[\alpha_j, \beta_j]} \frac{\phi(u_j')}{\phi(1/\nu)} \, dx \geq (1 - \delta) \int_{[\alpha_j, \beta_j]} \left( \nu |u_j'| \right)^{a(1-\theta)} \, dx.
\]
We now claim that
\[
\sum_j \int_{[\alpha_j, \beta_j]} \left( \nu |u_j'| \right)^{a(1-\theta)} \, dx \geq \sum_j \int_{[\alpha_j, \beta_j]} \left( \nu |u_j'| \right)^{a(1+\delta)} \, dx - C_0 \delta \nu,
\]
where \( C_0 \) is a positive constant independent of \( \nu \).
Indeed, for all $j \geq 1$, we have
\[
\int_{[\alpha_j, \beta_j]} (\nu |w_j'|^{1+\delta}) \, dx
= \int_{[\alpha_j, \beta_j]} (\nu |w_j'|^{1+\delta}) \, dx + \int_{[\alpha_j, \beta_j] \cap S_{1/\nu}} (\nu |w_j'|^{1+\delta}) \, dx
\geq \int_{[\alpha_j, \beta_j] \cap S_{1/\nu}} (\nu |w_j'|^{1+\delta}) \, dx + \int_{[\alpha_j, \beta_j] \cap S_{1/\nu}} (\nu |w_j'|^{1+\delta}) \, dx
= \int_{[\alpha_j, \beta_j]} (\nu |w_j'|^{1+\delta}) \, dx + \int_{[\alpha_j, \beta_j] \cap S_{1/\nu}} (\nu |w_j'|^{1+\delta}) \, dx.
\]

Now we recall that, from (3.13) we have
\[
(4.24)
\]
and observing that the map $j$ has
\[
\nu \rightarrow 1 + 2E \nu.
\]
Indeed, for all $\alpha \in S_{1/\nu}$, we have $|w_j'(x)| \geq 1 - \nu^{1-\delta} \geq 1/2$ for $\nu > 0$ small enough. Hence, using (3.12), and observing that the map $\delta \to \xi^{a(1-\rho(x)\delta) - \xi^{a(1+\delta)}}$ has, for $\xi \in [1/2, 1 + 2E]$, a derivative bounded by a constant $C_1$ depending on $E$ but independent of $\nu$, we have
\[
(4.25)
\]
(4.24), with $C_0 := 2C_1 E$.

From (4.22) and (4.23) we deduce that
\[
\sum_j \int_{[\alpha_j, \beta_j] \cap S_{1/\nu}} (\nu |w_j'|^{1+\delta}) \, dx \geq (1 - \delta) \sum_j \int_{[\alpha_j, \beta_j]} \frac{1}{\nu} (\nu |w_j'|^{1+\delta}) \, dx - C_0 \delta.
\]

For all $j$ let $\psi_j : [0, 1[ \to \mathbb{R}$ be defined by
\[
\psi_j(x) =: \zeta_j \psi_j \left( \frac{x - \alpha_j}{\beta_j - \alpha_j} \right), \quad x \in [\alpha_j, \beta_j[.
\]
Then $\psi_j(0) = 0, \psi_j(1) = 1, \psi_j'(0) = \psi_j'(1) = 0$. Moreover,
\[
(4.26)
\]
\[
\int_{[\alpha_j, \beta_j]} \frac{1}{\nu} (\nu |w_j'|^{1+\delta}) \, dx = \left( \frac{\beta_j - \alpha_j}{\nu} \right)^{1-a(1+\delta)} |\zeta_j|^{a(1+\delta)} \int_0^1 |\psi_j'|^{a(1+\delta)} \, dt
= \eta_j^{1-a(1+\delta)} |\zeta_j|^{a(1+\delta)} \int_0^1 |\psi_j'|^{a(1+\delta)} \, dt,
\]

\[
\int_{[\alpha_j, \beta_j]} \nu^3 |w_j''|^2 \, dx = \frac{\nu^3}{(\beta_j - \alpha_j)^3} \zeta_j^2 \int_0^1 |\psi_j''|^2 \, dt = \frac{\zeta_j^2}{\eta_j^3} \int_0^1 |\psi_j''|^2 \, dt.
\]
From the first equality in (4.21), the fact that $\phi$ is nondecreasing, (4.26) and (4.16) it follows
(4.27)
$$
\sum_j F_{\nu}(u_\nu, [\alpha_j, \beta_j]) \geq \sum_j F_{\nu}(w_j, [\alpha_j, \beta_j])
$$
$$
\geq \frac{1}{2}(1 - \delta) \sum_j \left[ \eta_j^{1-a(1+\delta)} |\zeta_j|^{a(1+\delta)} \int_0^1 |\psi_j|^{a(1+\delta)} \, dt + \frac{\zeta_j^2}{\eta_j} \int_0^1 |\psi_j|^2 \, dt \right] - C_0 \delta
$$
$$
\geq \frac{1}{2}(1 - \delta) \sum_j \inf \left\{ \int_{[0,1]} \left[ \eta_j^{1-a(1+\delta)} |\zeta_j|^{a(1+\delta)} |\hat{\psi}|^{a(1+\delta)} + \frac{\zeta_j^2}{\eta_j} |\hat{\psi}|^2 \right] \, dx : \eta > 0, \hat{\psi} \in \hat{Y} \right\} - C_0 \delta
$$
$$
= (1 - \delta) \sum_j \varepsilon_a(1+\delta)(\zeta_j) - C_0 \delta = \gamma_a(1+\delta)(1 - \delta) \sum_j |\zeta_j|^{\frac{2a(1+\delta)}{1-a(1+\delta)}} - C_0 \delta.
$$
Hence step 3 follows.

Step 4. Let $\gamma \in [0,1[\setminus B > 0$ and let $\{z_j\}$ be any nonincreasing sequence of nonnegative real numbers such that
(4.28)
$$
\sum_{j=1}^{\infty} z_j \geq 1, \quad \sum_{j=1}^{\infty} z_j^\gamma \leq B.
$$
Then for any $\mu > 0$ there exists $N \in \mathbb{N}$ depending on $\gamma$, $B$ and $\mu$ but independent of $\{z_j\}$, such that
$$
\sum_{j>N} z_j < \mu.
$$
Given $n \in \mathbb{N}$, we have $n z_n^\gamma \leq \sum_{j=1}^{n} z_j^\gamma \leq B$ so that $z_n \leq \left(\frac{B}{n}\right)^{1/\gamma}$. Given $\mu > 0$, we select $N$ in such a way that $B^{1/\gamma} \sum_{j>N} z_j^{-1/\gamma} \leq \mu$. We then have $\sum_{j>N} z_j \leq B^{1/\gamma} \sum_{j>N} \frac{1}{j^{1/\gamma}} \leq \mu$, which concludes the proof of step 4.

Possibly passing to a further subsequence (still denoted by $\{u_\nu\}$) we can assume that, for all $j \in \mathbb{N}$,
(4.29)
$$
\exists \lim_{\nu \to 0^+} \int_{[\alpha_j, \beta_j]} u'_\nu \, dx =: \chi_j,
$$
with $\sum_j |\chi_j| < +\infty$ (see (6.14)).

Recalling (4.11), we have in particular $\lim_{\nu \to 0} (\beta_j - \alpha_j) = 0$. Therefore we can also assume that there exist points $x_j \in \overline{\Omega}$ such that
(4.30)
$$
\lim_{\nu \to 0^+} \alpha_j = \lim_{\nu \to 0^+} \beta_j = x_j.
$$
Since (4.11) implies that $\lim_{\nu \to 0^+} \nu^{1-\theta} \eta_j = 0$ for all $j$, from (4.12) we have
(4.31)
$$
\chi_j = \lim_{\nu \to 0^+} \zeta_j.
Step 5. For any $\mu > 0$ there exist $N_\mu$ dependent on $\mu$ but independent of $\nu$ and a nondecreasing function $\omega_5 : [0, \min\{\nu_1, \nu_2, \nu_3\}] \to [0, +\infty]$, with $\lim_{\nu \to 0^+} \omega_5(\nu) = 0$, such that

$$u_\nu(x) = u_\nu(\alpha) + \sum_{j=1}^{N_\nu} \int_{[\alpha_j, \beta_j]} u'_\nu \, dt + \mu + \omega_5(\nu),$$

for any $x \in I$ and $\nu \in [0, \min\{\nu_1, \nu_2, \nu_3\}]$.

Recalling (4.9), (4.8) and (4.20), we can apply step 4 to $z_j := |\zeta_j|$, to obtain that for any $\mu > 0$ there exists $N_\mu > 0$ depending on $\mu$ but independent of $\nu$ such that

$$\sum_{j > N_\mu} |\zeta_j| < \mu.$$

For any $x \in I$ we can write

$$u_\nu(x) = u_\nu(\alpha) + \sum_{j=1}^{N_\nu} \int_{[\alpha_j, \beta_j]} u'_\nu \, dt + \sum_{j > N_\mu} \int_{[\alpha_j, \beta_j]} u'_\nu \, dt + \int_{I \setminus \bigcup_{\nu \geq \frac{1}{\mu}} Q} u'_\nu \, dt. $$

Using (4.13), (4.33) and (4.11) we get

$$\sum_{j > N_\mu} \left| \int_{[\alpha_j, \beta_j]} u'_\nu \, dt \right| \leq \sum_{j > N_\mu} \left( |\zeta_j| + \nu^1 - \theta \right) \leq \mu + \nu^1 - \theta \sum_{j > N_\mu} \eta_j \leq \mu + 4E\nu^{1-\theta(1-a(1+\delta))}, \quad \nu < \nu_2.$$

Inserting (4.35) into (4.34) and using (4.4) in step 1, we obtain (4.32) with $\omega_5(\nu) := \omega_1(\nu) + 4E\nu^{1-\theta(1-a(1+\delta))}$, and step 5 is proved.

We are now in a position to conclude the proof. Possibly passing to a subsequence, we can assume that there exists $\lim_{\nu \to 0^+} u_\nu(\alpha) =: \chi_0$. Define

$$Q := \left\{ x \in I \setminus \bigcup_j \{x_j\} : \lim_{\nu \to 0^+} u_\nu(x) = u(x) \right\}.$$

Since $\{u_\nu\}$ converges to $u$ almost everywhere in $I$, we have $|I \setminus Q| = 0$. Fix now $j \in \{1, \ldots, N_\mu\}$; observe that, if $x \in Q$, then there exists $\tau > 0$ such that either $\beta_j < x - \tau$ for $\nu$ small enough, or $\alpha_j > x + \tau$ for $\nu$ small enough. Hence passing to the limit as $\nu \to 0^+$ into (4.32) we deduce

$$u(x) = \chi_0 + \sum_{j = 1, \ldots, N_\mu, x_j \leq x} \chi_j + \mu, \quad x \in Q.$$

Passing to the limit as $\mu \to 0^+$ in (4.36) we get

$$u(x) = \chi_0 + \sum_{j>x_j < x} \chi_j, \quad x \in Q.$$

Since $Q$ is of full measure, (4.37) implies $u \in \mathcal{P}(I)$.

Remark 4.3. The numbers $x_j$ appearing in (4.30) do not coincide, in general, with the jump points of the limit function $u$. Indeed, it may happen that some of the limit points $x_j$ coincide; see the proof of Theorem 4.4 below for the relations between the representation (4.34) of $u$ and its canonical representation in the form (2.3).
Theorem 4.4. We have

$$\Gamma(L^1(I)) = \lim_{\nu \to 0^+} F_{\nu} = \mathcal{F}. $$

Proof. We first prove that $\mathcal{F} \leq \Gamma(L^1(I)) - \liminf_{\nu} F_{\nu}$. Let $u \in L^1(I)$ and let $\{u_{\nu}\}_{\nu} \subset H^2(I)$ be a sequence converging to $u$ in $L^1(I)$. We have to prove that

$$\mathcal{F}(u) \leq \liminf_{\nu} F_{\nu}(u_{\nu}).$$

We can assume that $\liminf_{\nu} F_{\nu}(u_{\nu}) < +\infty$; otherwise there is nothing to prove. Possibly passing to a subsequence (still denoted by $\{u_{\nu}\}$), we can assume that the $\liminf_{\nu} F_{\nu}(u_{\nu})$ is a limit and that

$$E := \sup_{\nu} F_{\nu}(u_{\nu}) < +\infty.$$

We follow the notation used in the proof of Theorem 4.1. Thanks to (4.39) and to Theorem 4.1 we have that $u \in \mathcal{P}(I)$. From (4.29) and (4.31) we have, for $\delta > 0$ sufficiently small and for a fixed $N \in \mathbb{N}$,

$$\lim_{\nu \to 0^+} F_{\nu}(u_{\nu}) \geq \liminf_{\nu} \sum_{j} F_{\nu}(u_{\nu}, [\alpha_j, \beta_j]) \geq \gamma_{\alpha(1+\delta)}(1-\delta) \sum_{j=1}^{N} |\chi_j|^{\frac{2+\alpha(1+\delta)}{4+\alpha}} - C_0\delta.$$

Letting first $\delta \to 0$ and then $N \to +\infty$ we deduce

$$\lim_{\nu \to 0^+} F_{\nu}(u_{\nu}) \geq \gamma_{\alpha} \sum_{J} |\chi_j|^{\frac{2+\alpha}{4+\alpha}}.$$

Let $j, k \in \mathbb{N}$; write $j \sim k$ if $x_j = x_k$, and set $[J] := \{k \in \mathbb{N} : k \sim j, x_k \notin \{\alpha, \beta\}\}$. From (4.41) we have

$$\lim_{\nu \to 0^+} F_{\nu}(u_{\nu}) \geq \gamma_{\alpha} \sum_{h \in [J]} |\chi_h|^{\frac{2+\alpha}{4+\alpha}}.$$

Using the subadditivity of the function $\xi \to |\xi|^{\frac{2+\alpha}{4+\alpha}}$, we have $\sum_{h \in [J]} |\chi_h|^{\frac{2+\alpha}{4+\alpha}} \geq |\chi_i|^{\frac{2+\alpha}{4+\alpha}}$ for all $i$, where $i := \sum_{h \in [J]} \chi_h$. Hence from (4.42) we get

$$\lim_{\nu \to 0^+} F_{\nu}(u_{\nu}) \geq \gamma_{\alpha} \sum_{i} |\chi_i|^{\frac{2+\alpha}{4+\alpha}} \geq \gamma_{\alpha} \sum_{i, s \neq 0} |\chi_i|^{\frac{2+\alpha}{4+\alpha}} = \gamma_{\alpha} \sum_{x \in J_u} |u(x_+) - u(x_-)|^{\frac{2+\alpha}{4+\alpha}}.$$

Inequality (4.39) is proved.

We now prove that $\mathcal{F} \geq \Gamma(L^1(I)) - \limsup_{\nu} F_{\nu}$, i.e., for $u \in L^1(I)$ we have to show that there exists a sequence $\{u_{\nu}\} \subset H^2(I)$ converging to $u$ in $L^1(I)$ such that

$$\mathcal{F}(u) \geq \limsup_{\nu \to 0^+} F_{\nu}(u_{\nu}).$$

Obviously, we can assume that $u \in \text{Dom}(\mathcal{F})$. Since $u$ can be approximated in $L^1(I)$ by a sequence $\{u_{\nu}\}_{\nu} \subset \mathcal{P}_{\text{fin}}(I)$ of functions such that $\lim_{\nu} \mathcal{F}(u_{\nu}) = \mathcal{F}(u)$, we can assume that $J_u$ consisting of a finite set of points in $I$. By a standard localization argument, we can also suppose that $J_u = \{\overline{x}\}$. Set $\overline{\sigma} := u(\overline{x}+) - u(\overline{x}-)$. With no loss of generality, we can assume $\overline{\sigma} > 0$. We will follow [39]. Fix $b > 0$ and let $(\eta, \psi) \in [0, +\infty) \times Y_0(\overline{\sigma})$ be a pair such that

$$\int_{[0, \eta]} |\psi''|^2 + |\psi'|^a \ dx < c_d(\overline{\sigma}) + b.$$
Define

$$u_\nu(x) := \begin{cases} u(\overline{x}_-) & x < \overline{x}, \\ \psi(\frac{x}{\nu}) + u(\overline{x}_-) & x \in [\overline{x}, \overline{x} + \eta \nu], \\ u(\overline{x}_+) & x \geq \overline{x} + \eta \nu. \end{cases}$$

Then $u_\nu \to u$ in $L^1(I)$ as $\nu \to 0^+$ and $F_\nu(u_\nu, [\alpha, \overline{x}]) = F_\nu(u_\nu, [\overline{x} + \eta \nu, \beta]) = 0$. Moreover

$$F_\nu(u_\nu) = F_\nu(u_\nu, [\alpha, \overline{x} + \eta \nu]) = \int_{[0, \eta]} \left[ |\psi''|^{2} + \frac{\phi'(\psi'/\nu)}{\phi(1/\nu)} \right] dx.$$

Since $\psi' \in L^\infty([0, \eta])$ and $\frac{\phi'(\psi'/\nu)}{\phi(1/\nu)} \leq 2 \|\psi'\|_{L^\infty([0, \eta])}$ for $\nu > 0$ small enough, by the dominated convergence theorem we deduce

$$\limsup_{\nu \to 0^+} F_\nu(u_\nu) \leq c_0(u(\overline{x}_+) - u(\overline{x}_-)) + b.$$

Letting $b \to 0^+$, inequality (4.43) follows. $\square$

Remark 4.5. Theorems 4.1 and 4.4 hold also with respect to the $L^p(I)$-topology, for all $p \in ]1, +\infty[$.

Remark 4.6. Assume that $a = 0$. Then the optimal sequence $\{u_\nu\}$ for the construction leading to the $\Gamma$-limsup inequality in Theorem 4.4 can be described as follows. From (4.19) it follows that

$$c_0(s) = \frac{1}{2} \inf_{\eta > 0} \left\{ \eta + \int_{[0, \eta]} |\psi''_{\text{opt}}|^2 \, dx \right\} = \frac{1}{2} \left( \eta_{\text{opt}} + 12s^2 \eta_{\text{opt}}^{-3} \right),$$

where $\psi_{\text{opt}}(s) = -\frac{2s^3}{\eta} + \frac{3s^2}{\eta^2}$ and $\eta_{\text{opt}} = 6s$. It follows that when $u$ is a two-valued function jumping from 0 to $s$ at the origin, $u_\nu$ has the form depicted in Figure 2.
4.1. On the convergence of solutions to the fourth order equation. Let $u_{\nu}(x,t,\pi_{\nu})$ be the solution of the gradient flow associated with $F_{\nu}$, i.e., the solution to (1.10), (1.11), assuming the validity of (1.12). Concerning boundary conditions on $\partial I \times [0,+,\infty]$, different choices can be made; for instance the choices $u_{\nu} = u_{\nu xx} = 0$, or $u_{\nu xx} = \frac{1}{\nu \nu(1/\nu)} \delta'(u_{\nu}) - \nu^{3} u_{\nu xxx} = 0$ are such that the space integral of $u$ remains constant in time.

**Theorem 4.7.** Let $T > 0$. There exist a subsequence (still denoted by $\{u_{\nu}\}$) and a function $u : I \times [0, T[ \rightarrow \mathbb{R}$ such that

(i) $\{u_{\nu}\}$ converges to $u$ in $L^{2}(I \times [0, T[)$ as $\nu \rightarrow 0^{+}$.

(ii) $u \in BV(I \times [0, T[)$, and $u(\cdot, \tau) \in \mathcal{P}(I)$ for almost every $\tau \in ]0, T[.$

(iii) $\sup_{\tau \in [0, T]} \int_{I} |Du(\cdot, \tau)| < +\infty$.

(iv) The map $\tau \rightarrow u(\cdot, \tau)$ has derivative in $L^{2}(I \times [0, T[)$.

(v) For each $x \in I$ let $u^{x}(\cdot) := u(x, \cdot)$. Then the atomic part of the measure $Du^{x}$ is zero for almost every $x \in I$.

**Proof.** Assertions (i), (ii), (iii) follow from (3.14), Theorem 4.1 and

\[ \int_{I \times [0, T[} |u_{\nu \tau}| \, dx \, d\tau = F_{\nu}(\pi_{\nu}) - F_{\nu}(u_{\nu}(\tau)) \leq F_{\nu}(\pi_{\nu}). \]  

Assertion (iv) follows from the weak lower semicontinuity of the $L^{2}$-norm.

Denote by $J_{\delta} \subset I \times [0, T]$ the jump set of $u$. Since $J_{\delta}$ is countably $\mathcal{H}^{1}$-rectifiable [23], given $\delta > 0$ there is an open set $J_{\delta} \subset I \times [0, T]$ that covers $J$ and such that $\mathcal{H}^{2}(J_{\delta}) < \delta$. From [5] Theorem 3.103 we have

\[ \int_{J_{\delta}} |Du| = \int_{I} \int_{J_{\delta}^{x}} |Du^{x}| \, dx, \]  

where $J_{\delta}^{x} := \{ \tau \in [0, T]: (x, \tau) \in J_{\delta} \}$ for any $x \in I$. From the $L^{1}(J_{\delta})$-lower semicontinuity of $\int |Du|$, (4.45), (4.44) and the Hölder's inequality, we have

\[ \int_{I} \int_{J_{\delta}^{x}} |Du^{x}| \, dx \leq \liminf_{\delta \rightarrow 0^{+}} \int_{J_{\delta}} |u_{\nu \tau}| \, dx \, d\tau \leq \delta^{1/2}(F_{\nu}(\pi_{\nu}))^{1/2}. \]  

Hence, by Fatou's lemma, $\liminf_{\delta \rightarrow 0^{+}} \int_{J_{\delta}^{x}} |Du^{x}| = 0$ for almost every $x \in I$. In particular, $\sum_{\tau \in \tau_{x}^{+} \cap \tau_{x}^{-}} |u^{x}(\tau_{x}^{+}) - u^{x}(\tau_{x}^{-})| = 0$ for almost every $x \in I$, where $\tau_{x}^{+} := \{ \tau \in ]0, T[ : (x, \tau) \in J_{\nu} \}.$

**Remark 4.8.** Assertion (v) of Theorem 4.7 can be interpreted by saying that the jump points of the limit function $u(\tau)$ do not change their position with $\tau$.

5. Gradient flow of $\mathcal{F}$: Weak solutions starting from $\pi \in \mathcal{P}_{\text{fin}}(I)$

Our aim in this and in the following section is to study the gradient flow in $L^{2}(I)$ of the functional $\mathcal{F}$, in the case where the initial datum $\pi$ has a finite number of jumps. In Section 7 we extend some of the results to the case of $\pi$ with an infinite number of jumps. As we shall see, $\mathcal{F}$ does not admit a well defined gradient vector field. The appropriate generalized definition of gradient flow is the minimizing movement in the sense of De Giorgi in [22] (see [3], [6]).
Let $\mathcal{G} : [1, +\infty[ \times L^2(I) \times L^2(I) \to [0, +\infty]$ be defined as

\begin{equation}
\mathcal{G}(\lambda, v, w) := \mathcal{F}(v) + \frac{\lambda}{2} \int_I |v - w|^2 \, dx.
\end{equation}

**Definition 5.1.** Let $\overline{\pi} \in L^2(I)$. We say that $u : [0, +\infty[ \to L^2(I)$ is a minimizing movement associated with $\mathcal{F}$ and starting from $\overline{\pi}$ if there exists $w : [1, +\infty[ \times \mathbb{N} \cup \{0\} \to L^2(I)$ such that $w(\lambda, 0) = \overline{\pi}$ for any $\lambda \in [1, +\infty[$, and

(i) for each $\lambda \in [1, +\infty[$ and $k \in \mathbb{N} \cup \{0\}$:

\begin{equation}
\mathcal{G}(\lambda, w(\lambda, k + 1), w(\lambda, k)) = \min \{ \mathcal{G}(\lambda, v, w(\lambda, k)) : v \in L^2(I) \};
\end{equation}

(ii) $\lim_{\lambda \to +\infty} w(\lambda, [\lambda\tau]) = u(\tau)$ in $L^2(I)$ for any $\tau \in [0, +\infty[$.

In (ii) the symbol $[\cdot]$ stands for the integer part. Observe that $u(0) = \overline{\pi}$.

**Remark 5.2.** If $\overline{\pi} \in \text{Dom}(\mathcal{F})$ and if $u$ is a minimizing movement associated with $\mathcal{F}$ starting from $\overline{\pi}$, then we have $u(\tau) \in \text{Dom}(\mathcal{F})$ for any $\tau \geq 0$. Indeed, $\mathcal{F}(w(\lambda, [\lambda\tau] + 1)) \leq \mathcal{F}(w(\lambda, [\lambda\tau])) \leq \mathcal{F}(\overline{\pi})$; hence using the $L^2$-lower semicontinuity of $\mathcal{F}$ we get $\mathcal{F}(u(\tau)) \leq \liminf_{\lambda \to +\infty} \mathcal{F}(w(\lambda, [\lambda\tau])) \leq \mathcal{F}(\overline{\pi})$.

**Proposition 5.3.** Let $w \in L^2(I)$ and $\lambda > 1$. Then there exists a function which solves the problem

\begin{equation}
\min \{ \mathcal{G}(\lambda, v, w) : v \in L^2(I) \}.
\end{equation}

Any solution $v$ of (5.3) belongs to $\text{Dom}(\mathcal{F})$, and if $w \in L^\infty(I)$, then $\|v\|_\infty \leq \|w\|_\infty$.

**Proof.** As a consequence of (4.1) and (4.4), $\mathcal{G}(\lambda, w)$ is $L^2(I)$-coercive and $L^2(I)$-lower semicontinuous, and the existence assertion follows. If $w \in L^\infty(I)$ and $\|v\|_\infty > \|w\|_\infty$, then the function $\hat{v} := (-\|w\|_\infty)v \wedge \|w\|_\infty$ is such that $\mathcal{G}(\lambda, \hat{v}, w) < \mathcal{G}(\lambda, v, w)$.

The main result of this section is the following theorem.

**Theorem 5.4.** Let $\overline{\pi} \in \mathcal{P}_{\text{fin}}(I)$, $\overline{\pi} = \pi_0 + \sum_{i=1}^N \tau_i \mathbb{1}_{[\tau_i, \tau_{i+1})}$. Then there exists a unique minimizing movement $u$ starting from $\overline{\pi}$. Moreover $u : [0, +\infty[ \to \mathcal{P}_{\text{fin}}(I) \subset L^2(I)$ is $\frac{1}{2}$-Hölder continuous, and

a) there exist $M \in \mathbb{N}$, $M \leq N$, and times $\tau_1, \ldots, \tau_M$, with $0 =: \tau_0 < \tau_1 < \cdots < \tau_M < +\infty$, with the following properties:

(1) the set-valued function $\tau \in [0, +\infty[ \mapsto J_u(\tau) \subset I$ is constant on each interval $[\tau_i, \tau_{i+1})$ for any $i = 0, \ldots, M - 1$;

(2) $\mathcal{H}^0(J_u(\tau_{i+1})) < \mathcal{H}^0(J_u(\tau_i))$ for any $i = 1, \ldots, M$; $J_u(\tau) = \emptyset$ for all $\tau \in [\tau_M, +\infty[$;

(3) $\int_I u(\tau) \, dx = \int_I \overline{\pi} \, dx$ for any $\tau \in [0, +\infty[$.

b) For $i = 0, \ldots, M - 1$, writing $u$ in $[\tau_i, \tau_{i+1}]$ as

$$u(\tau) = s_0(\tau) + \sum_{j=1}^{N_i} s_j(\tau) \mathbb{1}_{[x_j(\tau), \beta]}$$
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where \( N_i := \mathcal{H}^0(J_{w(x_i)}) \) and \( N_0 = N \), we have that the evolution of \( u \) in \([\tau_i, \tau_{i+1}]\) is determined by the following system of ordinary differential equations: if \( N_i > 2 \),

\[
\begin{aligned}
\dot{x}_j &= 0, \quad j = 1, \ldots, N_i, \\
\dot{s}_0 &= \frac{1}{x_1 - \alpha} e'_a(|s_1|) \frac{s_1}{|s_1|}, \\
\dot{s}_1 &= \frac{1}{x_2 - x_1} e'_a(|s_2|) \frac{s_2}{|s_2|} - \left( \frac{1}{x_1 - \alpha} + \frac{1}{x_2 - x_1} \right) e'_a(|s_1|) \frac{s_1}{|s_1|}, \\
& \vdots \\
\dot{s}_h &= \frac{1}{x_{h+1} - x_h} e'_a(|s_{h+1}|) \frac{s_{h+1}}{|s_{h+1}|} - \left( \frac{1}{x_h - x_{h-1}} + \frac{1}{x_{h+1} - x_h} \right) e'_a(|s_h|) \frac{s_h}{|s_h|}, \\
& \quad + \frac{1}{x_h - x_{h-1}} e'_a(|s_{h-1}|) \frac{s_{h-1}}{|s_{h-1}|}, \quad h = 1, \ldots, N_i - 1, \\
& \vdots \\
\dot{s}_{N_i} &= - \left( \frac{1}{x_{N_i} - x_{N_i-1}} + \frac{1}{x_{N_i} - x_1} \right) e'_a(|s_{N_i}|) \frac{s_{N_i}}{|s_{N_i}|} + \frac{1}{x_{N_i} - x_{N_i-1}} e'_a(|s_{N_i-1}|) \frac{s_{N_i-1}}{|s_{N_i-1}|},
\end{aligned}
\]

(5.4)

if \( N_i = 1 \),

\[
\begin{aligned}
\dot{x}_1 &= 0, \\
\dot{s}_0 &= \frac{1}{x_1 - \alpha} e'_a(|s_1|) \frac{s_1}{|s_1|}, \\
\dot{s}_1 &= - \left( \frac{1}{x_1 - \alpha} + \frac{1}{x_2 - x_1} \right) e'_a(|s_1|) \frac{s_1}{|s_1|}.
\end{aligned}
\]

(5.5)

if \( N_i = 2 \),

\[
\begin{aligned}
\dot{x}_1 &= \dot{x}_2 = 0, \\
\dot{s}_0 &= \frac{1}{x_1 - \alpha} e'_a(|s_1|) \frac{s_1}{|s_1|}, \\
\dot{s}_1 &= \frac{1}{x_2 - x_1} e'_a(|s_2|) \frac{s_2}{|s_2|} - \left( \frac{1}{x_1 - \alpha} + \frac{1}{x_2 - x_1} \right) e'_a(|s_1|) \frac{s_1}{|s_1|}, \\
\dot{s}_2 &= - \left( \frac{1}{x_2 - x_1} + \frac{1}{x_2 - x_1} \right) e'_a(|s_2|) \frac{s_2}{|s_2|} + \frac{1}{x_2 - x_1} e'_a(|s_1|) \frac{s_1}{|s_1|}.
\end{aligned}
\]

(5.6)

We divide the proof of Theorem 5.4 into several parts.

**Definition 5.5.** For each \( w \in \mathcal{P}_{\text{fin}}(I) \), \( w = \sigma_0 + \sum_{j=1}^{\mathcal{H}^0(J_w)} \sigma_j J_{[x_j, x_j]} \), we set

\[
l_w := \min_{x, y \in J_w, x \neq y} |x - y|,
\]

(5.7)

\[
h_w = \min \{|\sigma_j| : x_j \in J_w\}.
\]

(5.8)

We begin with the following proposition.

**Proposition 5.6.** The following properties hold.

(i) Let \( w \in L^2(I) \) and let \( v \) be a solution of (5.3). Then \( \mathcal{H}^0(J_w) < +\infty \).

(ii) Let \( w \in \text{Dom}(F) \). Then there exists a solution \( \omega \) of (5.3) with \( J_\omega \subseteq I_w \).

(iii) Let \( w \in \mathcal{P}_{\text{fin}}(I) \). Then any solution \( v \) of (5.3) has the property that \( \mathcal{H}^0(J_v) \leq \mathcal{H}^0(J_w) \). Moreover,

\[
|v - w| \text{ is constant on each connected component of } I \setminus J_w,
\]

(5.9)
\[ l_v \geq l_w \]

and
\[ \mathcal{H}^0(J_v) = \mathcal{H}^0(J_w) \iff J_v = J_w. \]

(iv) Let \( w \in \mathcal{P}_{m}(I) \) and let \( v \) be a solution of (5.3). Then there exists a solution \( \tilde{v} \in \mathcal{P}_{m}(I) \) of (5.3) such that \( J_{\tilde{v}} \subseteq J_w \) and \( \tilde{v}(I) = v(I) \). Therefore \( \Phi(\tilde{v}) = \Phi(v) \) and 
\[
\int_I |\tilde{v} - w|^2 \, dx = \int_I |v - w|^2 \, dx.
\]

(v) Let \( w \in \mathcal{P}_{m}(I) \). If \( \lambda > 1 \) is sufficiently large, then (5.3) admits a unique solution \( v \) and \( J_v = J_w \).

**Proof.** Let \( w \in L^2(I) \) and let \( v \in \text{Dom}(\Phi) \) be a solution of (5.3). We argue by contradiction. Assume \( v \notin \mathcal{P}_{m}(I) \), \( v = s_0 + \sum_{i \in \mathbb{N}} s_i 1_{[x_i, \beta_i]} \), \( \sum_{i \in \mathbb{N}} |s_i|^2 < +\infty \), \( s_i \neq 0 \) for all \( i \in \mathbb{N} \), with \( x_i \neq x_k \) for \( i \neq k \), and where \( r := \frac{2^m + 1}{2} \). For \( m \in \mathbb{N} \) let
\[ v_m := s_0 + \sum_{i=1}^{m} s_i 1_{[x_i, \beta_i]}, \quad R_m := \gamma_a \sum_{i=m+1}^{+\infty} |s_i|^r. \]

Since \( \Phi(v) = \Phi(v_m) + R_m \), we have
\[ \mathcal{G}(\lambda, v, w) - \mathcal{G}(\lambda, v_m, w) = R_m + \frac{\lambda}{2} \left( \|v - w\|^2_2 - \|v_m - w\|^2_2 \right). \]

Moreover \( \mathcal{G}(\lambda, v, w) \leq \mathcal{G}(\lambda, 0, w) \) implies \( \|v - w\| \leq \|v_m - w\| \). Using the triangular inequality we have
\[
\|v_m - w\|^2_2 - \|v - w\|^2_2 \leq (\|v - w\|_2 + \|v_m - w\|_2) \|v - v_m\|_2
\]
\[
\leq (2\|v - w\|_2 + \|v - v_m\|_2) \|v - v_m\|_2
\]
\[
\leq (2\|w\|_2 + \|v - v_m\|_2) \|v - v_m\|_2.
\]

Observe now that
\[ \frac{1}{|I|^{1/2}} \|v - v_m\|_2 \leq \|v - v_m\|_\infty \leq \sum_{i=m+1}^{+\infty} |s_i| \leq \left( \frac{R_m}{\gamma_a} \right)^{1/r}, \]

where in the last inequality we have used (2.9). From (5.13) and (5.14) we deduce
\[
\|v_m - w\|^2_2 - \|v - w\|^2_2 \leq \left( 2\|w\|_2 + |I|^{1/2} \left( \frac{R_m}{\gamma_a} \right)^{1/r} \right) |I|^{1/2} \left( \frac{R_m}{\gamma_a} \right)^{1/r}.
\]

Therefore from (5.12),
\[
\mathcal{G}(\lambda, v, w) - \mathcal{G}(\lambda, v_m, w) \geq R_m \left( 1 - \frac{\lambda}{2} \left( 2\|w\|_2 + |I|^{1/2} \left( \frac{R_m}{\gamma_a} \right)^{1/r} \right) \left( \frac{|I|^{1/2} \left( \frac{R_m}{\gamma_a} \right)^{1/r}}{\gamma_a} \right)^{1/r} \right).
\]

Since \( \lim_{m \to +\infty} R_m = 0 \), \( R_m > 0 \), and \( 1/r > 1 \), it follows that the left hand side of (5.15) is positive for \( m \) large enough. This contradicts the minimality of \( v \), and proves that \( v \) has a finite number of jumps.

Assume now that \( w \in \text{Dom}(\Phi) \). If \( \mathcal{H}^0(J_w) \) is infinite, let \( \{J^m\} \) be a sequence of sets such that \( \mathcal{H}^0(J^m) = m \), \( J^m \subseteq J^{m+1} \) and \( \bigcup_m J^m = J_w \). Write \( J^m = \{x^m_j\} \), where \( \alpha < x^m_1 < x^m_2 < \cdots < x^m_n \).
\( \overline{\nu}^m < \beta \). Define \( w_m := w(\alpha_+) + \sum_j (w(\overline{\nu}^m_j) - w(\overline{\nu}^m_i)) |\overline{\nu}^m_j - \overline{\nu}^m_i| \). Let \( I_0 := |\alpha, \overline{\nu}^m| \), \( I_j := [\overline{\nu}^m_j, \overline{\nu}^m] \) for \( j \in \{2, \ldots, m\} \), and \( I_{m+1} := [\overline{\nu}^m, \beta] \).

If \( \mathcal{H}^0(J_w) \) is finite, let \( w_m := w \), write \( J_w = \{ \overline{\nu}^m_1, \ldots, \overline{\nu}^m(J_w) \} \), and let \( I_1 := |\alpha, \overline{\nu}^m|, I_j := [\overline{\nu}^m_{j-1}, \overline{\nu}^m] \) for \( j \in \{2, \ldots, \mathcal{H}^0(J_w)\} \), and \( I_{\mathcal{H}^0(J_w)+1} := [\overline{\nu}^m, \beta] \) (in this case we can assume \( m = \mathcal{H}^0(J_w) \), and we drop the superscript \( m \)).

Let \( v \in \text{Dom}(\mathcal{F}) \) be a solution of \((5.3)\). By (i) it follows that \( v \in \mathcal{P}_{\text{fin}}(I) \). Write \( v = s_0 + \sum_{i=1}^{\mathcal{H}^0(J_w)} s_i(x, \beta) \). To prove (ii) it suffices to construct a function \( \omega \in \mathcal{P}_{\text{fin}}(I) \) with \( \mathcal{G}(\lambda, \omega, w) \leq \mathcal{G}(\lambda, v, w) \) and \( J_w \subseteq J_w \). For all \( j \in \{1, \ldots, m+1\} \) let \( \nu^m_j \in I_j \) be such that

\[
|v(\nu^m_j) - w_m(\nu^m_j)| = \min_{x \in I_j} |v(x) - w_m(x)|, \tag{5.16}
\]

and let \( v^*_m \in \mathcal{P}_{\text{fin}}(I) \) be defined as \( v^*_m(x) := v(\nu^m_j) \) for \( x \in I_j \). Then

\[
 v^*_m \subseteq J_w, \quad v^*_m(I) \subseteq \nu(I), \quad \mathcal{H}^0(J_{v^*_m}) \leq \mathcal{H}^0(J_v) \quad \forall m \in \mathbb{N}, \tag{5.17}
\]

and \( \mathcal{F}(v^*_m) = \gamma \sum_{j=1}^m |v(\nu^m_{j+1}) - v(\nu^m_j)|^r \). Moreover, for any \( j \in \{1, \ldots, m+1\} \),

\[
 \int_{I_j} (v - w_m)^2 \, dx \geq \left( \min_{x \in I_j} |v(x) - w_m(x)| \right)^2 |I_j|^r = \int_{I_j} (v(\nu^m_j) - w_m(\nu^m_j))^2 \, dx
\]

hence

\[
\|v^*_m - w_m\|_2 \leq \|v - w_m\|_2. \tag{5.18}
\]

Finally, \( v(\nu^m_{j+1}) - v(\nu^m_j) = \sum_{i=1}^{\mathcal{H}^0(J_w)} s_i(x, \beta) \). Hence, using the subadditivity of the function \( s \rightarrow |s|^r \), we have

\[
 \mathcal{F}(v^*_m) = \gamma \sum_{j=1}^m |v(\nu^m_{j+1}) - v(\nu^m_j)|^r
\]

\[
 = \gamma \sum_{j=1}^m \left( \sum_{i=1}^{\mathcal{H}^0(J_w)} s_i(x, \beta) \right)^r \leq \gamma \sum_{i=1}^{\mathcal{H}^0(J_v)} |s_i|^r = \mathcal{F}(v). \tag{5.19}
\]

From \((5.18)\) and \((5.19)\), we deduce

\[
 \mathcal{G}(\lambda, v^*_m, w_m) \leq \mathcal{G}(\lambda, v, w_m), \quad m \in \mathbb{N}. \tag{5.20}
\]

From \((5.19), (5.17)\) and the coercivity of \( \mathcal{F} \), there exist a subsequence \( \{m_k\} \) and a function \( \omega \in \text{Dom}(\mathcal{F}) \) such that \( \{v^*_m\} \) converges to \( \omega \) in \( L^2(I) \) as \( k \rightarrow +\infty \). Observe that \((5.17)\) implies that the number of jumps of \( v^*_m \) is uniformly bounded with respect to \( k \). Hence there exists \( l \in \mathbb{N}, l \leq \mathcal{H}^0(J_v) \) such that \( J_{v^*_m} = \{y_1, \ldots, y_l\} \) for all \( k \). Therefore, possibly extracting a further subsequence, we can suppose that \( \{y_r\} \) converges, as \( k \rightarrow +\infty \), to a point \( y_r \in \overline{\mathcal{F}} \) for any \( r \in \{1, \ldots, l\} \); moreover, by the inclusion in \((5.17)\), it follows that \( y_r \in \overline{\mathcal{F}}^c \).
Since \( v_m^* - w \leq v_m^* - w_m + w_m - w \), from (5.20), the lower semicontinuity of \( F \) and the \( L^2(I) \)-convergence of \( \{w_m\} \) to \( w \), we deduce

\[
\mathcal{G}(\lambda, \omega, w) \leq \mathcal{G}(\lambda, v, w),
\]

so that \( \omega \) minimizes \( \mathcal{G}(\lambda, \cdot, w) \). Since \( J_\omega \subseteq \{y_1, \ldots, y_r\} \), assertion (ii) follows.

To prove (iii), let \( J_w = \{x_1, \ldots, x_m\} \) with \( \alpha < x_1 < \cdots < x_m < \beta \), and \( J_v = \{x_1, \ldots, x_{\mathcal{H}^0(J_v)}\} \). We argue by contradiction. Assume that \( \mathcal{H}^0(J_v) > m \). As in the proof of (ii), we can construct points \( x_1, \ldots, z_m \) satisfying (when \( z_j \) is substituted for \( z_j^m \)) formulae (5.16) and a function \( v^* \) which satisfies (when substituted for \( v_m^* \)) formulae (5.17), (5.18) and (5.19). Then for at least one \( j \), the set \( \{i \in \{1, \ldots, \mathcal{H}^0(J_v)\} : z_j < x_i \leq z_{j+1}\} \) in (5.19) has cardinality strictly larger than one; hence \( \mathcal{H}^0(J_{v^*}) \leq \mathcal{H}^0(J_v) \). Then the strict subadditivity of the function \( s \rightarrow |s|^r \) implies that the last inequality in (5.19) is strict, and therefore \( F(v^*) < F(v) \), and in turn \( \mathcal{G}(\lambda, v^*, w) < \mathcal{G}(\lambda, v, w) \), contradicting the minimality of \( v \). It follows that \( \mathcal{H}^0(J_v) \leq \mathcal{H}^0(J_w) \).

Let us prove (5.9), (5.10) and the final assertion of (iii). Assume that (5.9) is false. Let \( x_0 \in I_j \) be such that \( |v(x_0) - w(x_0)| > \min_{x \in I_j} |v(x) - w(x)| \). Then the function \( v^* \) defined in the proof of (ii) satisfies \( F(v^*) \leq F(v) \), and \( \int_I |v^* - w|^2 \, dx < \int_I |v - w|^2 \, dx \), contradicting the minimality of \( v \).

We then notice that \( v \) has at most one jump point \( \xi_j \in [x_{j-1}, x_j] \) for any \( j \in \{1, \ldots, m+1\} \). Indeed, define \( \tilde{v} := v(x_{j-1}) \) on \( [x_{j-1}, \frac{x_{j-1} + x_j}{2}] \), \( \tilde{v} := v(x_{j-1}) \) on \( [\frac{x_{j-1} + x_j}{2}, x_j] \), and \( \tilde{v} := v \) on \( I \setminus I_j \). Then \( \int_I |\tilde{v} - w|^2 \, dx = \int_I |v - w|^2 \, dx \) by the previous observation, and \( F(\tilde{v}) \leq F(v) \), with the strict inequality whenever the number of jump points of \( v \) in \( [x_{j-1}, x_j] \) is larger than or equal to two. Let us prove that \( v \) is constant on \( I_1 \) and on \( I_{m+1} \). Indeed, if \( v \) has a jump point \( \xi_j \in [\alpha, x_1] \), then the function \( \tilde{v} \) defined as \( \tilde{v} := v(x_{j-1}) \) on \( [\alpha, x_1] \) and \( \tilde{v} := v \) on \( I \setminus [\alpha, x_1] \) has \( \int_I |\tilde{v} - w|^2 \, dx = \int_I |v - w|^2 \, dx \) and \( F(\tilde{v}) \leq F(v) \). The same arguments apply to the interval \( [x_m, \beta] \).

Furthermore, we observe that if \( v \) has a jump point \( \xi_j \in [x_{j-1}, x_j] \) for some \( j \in \{2, \ldots, m\} \), then \( v \) is constant on \( [x_{j-2}, x_{j-1}] \) and on \( [\xi_j, x_{j+1}] \). We only discuss the interval \( [x_{j-2}, x_{j-1}] \) since the analysis of the other interval is similar. The function \( \tilde{v} \) defined as \( \tilde{v} := v(x_{j-2}) \) on \( [x_{j-2}, x_{j-1}] \), \( \tilde{v} := v(x_{j-1}) \) on \( [x_{j-1}, x_j] \) and \( \tilde{v} := v \) on \( I \setminus [x_{j-2}, x_{j-1}] \) satisfies \( \int_I |\tilde{v} - w|^2 \, dx = \int_I |v - w|^2 \, dx \) and \( F(\tilde{v}) \leq F(v) \), with the strict inequality if \( v \) has a jump point in \( [x_{j-2}, x_{j-1}] \). This proves (5.10) and concludes the proof of (iii).

To prove (iv), it is sufficient to define \( \tilde{v} := v(x_{j-1}) \) on \( I_j \) and to use (iii).

In order to prove (v), let \( v \in \mathcal{P}_{\text{fin}}(I) \) be a solution of (5.3). From Lemma 5.7 below it follows that, if \( \lambda > 1 \) is sufficiently large, then \( \mathcal{H}^0(J_v) \geq \mathcal{H}^0(J_w) \). Hence, by (iii), we have \( \mathcal{H}^0(J_v) = \mathcal{H}^0(J_w) \). The functional \( F \), restricted to the finite-dimensional subset \( X \) of functions in \( \mathcal{P}_{\text{fin}}(I) \) having exactly \( \mathcal{H}^0(J_w) \) jumps, is a \( C^\infty \) function. Therefore, for \( \lambda > 1 \) sufficiently large, \( \mathcal{G}(\lambda, \cdot, w) \) becomes strictly convex on \( X \), hence has a unique minimizer \( v \). The equality \( J_v = J_w \) follows from (iii). \( \square \)
Lemma 5.7. Let \( w \in P_{\infty}(I) \), \( w = \sigma_0 + \sum_{h=1}^{\nu(I)} \sigma_h 1_{[y_h, \beta]} \). Then there exists \( \delta > 0 \) such that, if \( v \in P_{\infty}(I) \) satisfies \( \|v - w\|_2 < \delta \), then
\[
\mathcal{H}^0(J_v) \geq \mathcal{H}^0(J_w),
\]
and
\[
\forall h \in \{0, \ldots, \mathcal{H}^0(J_w)\} \quad \exists \xi_h \in ]y_h, y_{h+1}[ : |\xi_h, \xi_{h+1} - \mathcal{J}_w = \{y_{h+1}\},
\]
where \( y_0 := \alpha, y_{\mathcal{H}^0(J_w)+1} := \beta \).

Proof. Let \( v = s_0 + \sum_{j=1}^{\nu(I)} s_j 1_{[x_j, \gamma]} \). For all \( h = 0, \ldots, \mathcal{H}^0(J_w) \), let \( d_h := \min_{x \in [y_h, y_{h+1}]} |w(y_h) - v(x)| \). Then \( \sum_{h=0}^{\nu(I)} d_h^2 (y_{h+1} - y_h) \leq \|v - w\|_2^2 \); hence \( d_h \leq l_w^{-1/2} \|v - w\|_2 \). It follows that for each \( h = 0, \ldots, \mathcal{H}^0(J_w) \) there exists \( \xi_h \in ]y_h, y_{h+1}[ \) such that \( d_h = |w(y_h) - v(\xi_h)| \leq l_w^{-1/2} \|v - w\|_2 \). Since \( \sigma_h = w(y_{h+1}) - w(y_h) \) we have
\[
|v(\xi_{h+1}) - v(\xi_h) - \sigma_h| \leq |v(\xi_{h+1}) - w(y_{h+1})| + |v(\xi_h) - w(y_h)| \leq 2l_w^{-1/2} \|v - w\|_2.
\]
If we take \( \delta < \frac{l_w^{1/2} h_w}{2} \), we deduce \( |v(\xi_{h+1}) - v(\xi_h) - \sigma_h| < h_w \), and hence there must be a jump point of \( v \) between \( \xi_h \) and \( \xi_{h+1} \). \( \square \)

Remark 5.8.

1. Proposition 5.6 (i) can be considered as a regularity result for minimizers of (5.3); if \( w \) is an arbitrary function in \( L^2(I) \), solutions to (5.3) have a finite number of jumps.

2. Let \( w \in L^2(I) \) and let \( v = s_0 + \sum_i s_i 1_{[x_i, \gamma]} \) be a solution of (5.3). Then
\[
\mathcal{H}^0(J_w) \leq C \lambda^\frac{2r}{\gamma} \|w\|_2^{\frac{4-2r}{\gamma}},
\]
where
\[
C := \frac{|I|^{\frac{2r}{\gamma}}}{\gamma a^{\frac{1}{2}} 2^\frac{\gamma}{2}}.
\]
Indeed, let us order the \( s_i \) in such a way that \( |s_1| \geq |s_2| \geq \cdots \geq |s_N| \). From the minimality of \( v \) it follows \( G(\lambda, v, w) \leq G(\lambda, v_{N-1}, w) \), where \( v_{N-1} \) is defined in (6.11) with \( m := N - 1 \). Inserting this inequality into (6.10) and setting \( \eta_{N-1} := \gamma a |s_N|^{-1} \) yields
\[
\left( 2 \|w\|_2 + |I|^{1/2} \left( \frac{\eta_{N-1}}{\gamma a} \right)^{1/r} \right) \left( \frac{|I|^{1/2}}{\gamma a} \left( \frac{\eta_{N-1}}{\gamma a} \right)^{-1} \right)^{1/r} \geq \frac{1}{\lambda},
\]
Hence, observing that \( \mathcal{F}(v) \leq \frac{1}{\lambda} \|w\|_2^2 \), we have
\[
\eta_{N-1} \geq \left( \frac{1}{\lambda} \left( 2 \|w\|_2 + |I|^{1/2} \left( \frac{\gamma a}{2} \right)^{1/r} \|w\|_2^{2/r} |I|^{1/2} \right) \right)^{\frac{r}{1-r}}.
\]
Since \( N \eta_{N-1} \leq \mathcal{F}(v) \), using (5.24) we deduce (5.20).
On the basis of Proposition \[5.3\] given \(\pi \in \mathcal{P}_{\text{fin}}(I)\) and \(\lambda > 1\), there exists a sequence \(\{w(\lambda, k)\}_k\), \(w(\lambda, 0) = \pi\), with the property that, for each \(k \in \mathbb{N} \cup \{0\}\), \(w(\lambda, k + 1)\) is a solution of \(\mathcal{P}_{\text{fin}}(I)\). Examples show that \(\mathcal{P}_{\text{fin}}(I)\) may have more than one solution (see Example 2 in Section \[5.2\] below). It follows that, in general, the sequence \(\{w(\lambda, k)\}_k\) is not uniquely determined. Therefore, to prove Theorem \[5.4\] we need to show that, independently of the particular sequence \(\{w(\lambda, k)\}_k\) considered
\[
\lim_{\lambda \to +\infty} \|w(\lambda, [\lambda \tau]) - u(\tau)\|_2 = 0 \quad \forall \tau \in [0, +\infty[,
\]
where \(u(\tau)\) is determined by \(\mathcal{P}_{\text{fin}}(I)\).

**Definition 5.9.** We define \(\Sigma_1\) as the finite dimensional subset of \(\mathcal{P}_{\text{fin}}(I)\) of the functions \(w\) such that
\[
\left\{
\begin{array}{l}
w = \sigma_0 + \sum_{j=1}^{N} \sigma_j 1_{[\lambda j, \lambda(k+1)]}, \\
\text{sign}(\sigma_j) = \text{sign}(\pi_j), \quad 1 \leq j \leq N
\end{array}
\right.
\]
(recall that \(\pi = \pi_0 + \sum_{j=1}^{N} \pi_j 1_{[\lambda j, \lambda(k+1)]}\)).

**Lemma 5.10.** There exist \(\overline{\lambda} > 1\) and \(\varpi > 0\) such that
\[
w(\lambda, k) \in \Sigma_1 \quad \forall \lambda > \overline{\lambda}, \quad \forall k \in [0, \lambda \varpi[ \cap \mathbb{N}.
\]

**Proof.** From the minimality of \(w(\lambda, k + 1)\) it follows that
\[
\frac{\lambda}{2} \|w(\lambda, k + 1) - w(\lambda, k)\|_2^2 \leq \mathcal{F}(w(\lambda, k)) - \mathcal{F}(w(\lambda, k + 1)).
\]
Therefore
\[
\sum_{k_0 \leq k \leq k_0 + K} \|w(\lambda, k + 1) - w(\lambda, k)\|_2^2 \leq \frac{2}{\lambda} \mathcal{F}(\pi), \quad k_0, K \in \mathbb{N}.
\]
From \[5.28\] and the H"{o}lder inequality we get
\[
\|w(\lambda, k) - w(\lambda, k_0)\|_2 \leq \left(\frac{2K\mathcal{F}(\pi)}{\lambda}\right)^{1/2}, \quad k_0, K \in \mathbb{N}, \quad k_0 \leq k \leq k_0 + K.
\]
From Lemma \[5.7\] (applied with \(\pi\) in place of \(w\)) there exists \(\overline{\varpi} > 0\) such that
\[
\|v - \pi\|_2 < \overline{\varpi} \Rightarrow \mathcal{H}^0(J_v) \geq \mathcal{H}^0(J_\pi).
\]
Using \[5.29\] with \(k_0 = 0\) we get
\[
\|w(\lambda, k) - \pi\|_2 < \overline{\varpi}, \quad \lambda > \overline{\lambda}, \quad k \in [0, \lambda \varpi[ \cap \mathbb{N},
\]
with
\[
\overline{\lambda} := \frac{2\mathcal{F}(\pi)}{\overline{\varpi}}, \quad \overline{\varpi} := \frac{1}{\overline{\lambda}}.
\]
Then, using \[5.30\] and Proposition \[5.6\] (iii), assertion \[5.27\] follows. \(\square\)

In view of Lemma \[5.10\] we can give the following definition.

**Definition 5.11.** We define \(\tau_1 \in [\varpi, +\infty]\) as
\[
\tau_1 := \sup \left\{\tau > 0 : \exists \lambda > 1 : w(\lambda, k) \in \Sigma_1 \quad \forall \lambda > \lambda, \quad \forall k \in [0, \lambda \varpi[\right\}.
\]
Remark 5.12. From (5.27) and standard arguments from the theory of minimizing movements [3], [30], [6] it follows that the limit \( \lim_{\lambda \to \infty} \lambda \) is not differentiable at \( s = 0 \). If \( u \in \mathcal{P}_h(\mathcal{I}) \), then the descending slope coincides with the norm of the gradient of the restriction of \( \mathcal{F} \) to the set \( \{ v \in \mathcal{P}_h(\mathcal{I}) : J_v = J_u \} \). As an illustration of the singularities of \( \mathcal{F} \), we depict the graph of \( f(s_1, s_2) := f(s_1[x_1, \beta] + s_2[x_2, \beta]) \) for \( x_1 \neq x_2 \).

\[ \sum_{j=1}^{N} s_j \mathcal{F}(s_0 + \sum_{j=1}^{N} s_j 1_{[\tau_j, \beta]}) \]
Subtracting from (5.36) the one corresponding to \( k + 1 \), we obtain
\[
(5.37) \quad g_0(\tau_1 - \tau_0) = -\gamma_a e'_a(|s_1|) \frac{s_1}{|s_1|}
\]
and for \( k = 1, \ldots, N - 1 \),
\[
(5.38) \quad \left( \sum_{j=0}^{k} g_j \right)(\tau_{k+1} - \tau_k) = \gamma_a e'_a(|s_k|) \frac{s_k}{|s_k|} - \gamma_a e'_a(|s_{k+1}|) \frac{s_{k+1}}{|s_{k+1}|},
\]
while for \( k = N \) equality (5.36) becomes
\[
(5.39) \quad \left( \sum_{j=0}^{N} g_j \right)(\tau_{N+1} - \tau_N) = \gamma_a e'_a(|s_N|) \frac{s_N}{|s_N|}.
\]

The above equations uniquely determine \( \sum_{j=0}^{k} g_j \); hence system (5.33) can be explicitly written as
\[
(5.40) \quad \begin{aligned}
    \dot{s}_0 &= -g_0 = \frac{1}{\tau_1 - \alpha} e'_a(|s_1|) \frac{s_1}{|s_1|}, \\
    \frac{d}{dt} \sum_{j=0}^{k} s_j &= -\sum_{j=0}^{k} g_j = -\frac{1}{\tau_{k+1} - \tau_k} \left( e'_a(|s_k|) \frac{s_k}{|s_k|} - e'_a(|s_{k+1}|) \frac{s_{k+1}}{|s_{k+1}|} \right), \\
    \frac{d}{dt} \sum_{j=0}^{N} s_j &= -\sum_{j=0}^{N} g_j = -\frac{1}{\tau_{N+1} - \alpha} e'_a(|s_N|) \frac{s_N}{|s_N|}.
\end{aligned}
\]

This triangular system can be solved for the \( s_i \), thus yielding (5.4).

To prove (a3) in Theorem 5.4, we observe that, as a consequence of (5.37), (5.38), (5.39), we have
\[
(5.41) \quad \int_I g \, dx = \sum_{k=0}^{N} \left( \sum_{j=0}^{k} g_j \right)(\tau_{k+1} - \tau_k) = 0.
\]

**Lemma 5.13.** We have \( \tau_1 < +\infty \).

**Proof.** For \( 1 < h < k < N \), (5.40) implies
\[
(5.42) \quad \frac{d}{dt} \sum_{h \leq j \leq k} s_j = -\frac{1}{\tau_{k+1} - \tau_k} \left( e'_a(|s_k|) \frac{s_k}{|s_k|} - e'_a(|s_{k+1}|) \frac{s_{k+1}}{|s_{k+1}|} \right)
\]
\[
+ \frac{1}{\tau_h - \tau_{h-1}} \left( e'_a(|s_{h-1}|) \frac{s_{h-1}}{|s_{h-1}|} - e'_a(|s_{h}|) \frac{s_{h}}{|s_{h}|} \right).
\]

Assume that \( h, k \) are such that \( s_{h-1}s_h < 0, s_{j-1}s_j > 0 \) for \( h < j \leq k \), and \( s_{k}s_{k+1} < 0 \). Multiplying (5.42) by \( \text{sign}(s_h) = \text{sign}(s_j) = \text{sign}(s_k), h \leq j \leq k \), we obtain
\[
(5.43) \quad \frac{d}{dt} \sum_{h \leq j \leq k} |s_j| = -\left( \frac{1}{\tau_{k+1} - \tau_k} (e'_a(|s_k|) + e'_a(|s_{k+1}|)) \right)
\]
\[
+ \frac{1}{\tau_h - \tau_{h-1}} (e'_a(|s_{h-1}|) + e'_a(|s_{h}|)) \leq -\frac{4}{\beta - \alpha} e'_a \left( \sum_{j=1}^{N} |s_j| \right),
\]
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where we have used $|\pi_j - \pi_i| < \beta - \alpha$ and the fact that $e_i'$ is decreasing on $[0, +\infty[$. Inequality (5.43) is valid also when $h = 1$ and/or $k = N$ (and when $N = 1, 2$). Therefore

\begin{equation}
\frac{d}{dt} V(u(\tau)) < -\frac{1}{\beta - \alpha} e'_a(V(u(\tau))) < -\frac{4}{\beta - \alpha} e'_a(V(u(\pi))) ,
\end{equation}

where $V(u(\tau)) := \sum_{j=1}^N |s_j(\tau)|$ is the variation of $u(\tau)$. Inequality (5.44) implies $\tau_1 < +\infty$.

Note that (5.44) shows that, besides $F$, (5.4)-(5.6) have a second Liapunov functional; we shall later in Remark 5.25 that actually (5.4)-(5.6) have also a third Liapunov functional.

The $1/2$-Hölder continuity of $u$ implies the existence of

\begin{equation}
\pi_1 := \lim_{\tau \to \tau_1} u(\tau).
\end{equation}

**Lemma 5.14.** We have $\pi_1 \in \partial \Sigma_1$, and therefore

\[ \mathcal{H}^0(J_{\pi_1}) < \mathcal{H}^0(J_{\pi}). \]

**Proof.** If $\pi_1 \in \Sigma_1$, then Lemma 5.7 (applied with $\pi_1$ in place of $w$) yields a $\overline{\delta} > 0$ such that $\|v - \pi_1\|_2 < \overline{\delta}$ implies $\mathcal{H}^0(J_v) \geq \mathcal{H}^0(J_{\pi_1})$. By an argument similar to the one developed in the proof of Lemma 5.10 we can establish (5.27) for some $\pi_1 > \tau_1$ and some $\overline{\tau}_1 < +\infty$, thus contradicting the definition of $\tau_1$. \hfill \Box

5.1. Continuing the proof of Theorem 5.4: the minimizing movement beyond a singularity. We have to show that, independently of the particular sequence $\{w(\lambda, k)\}_k$ considered,

\begin{equation}
\lim_{\lambda \to +\infty} \|w(\lambda, [\lambda \tau]) - u_1(\tau)\|_2 = 0 \quad \forall \tau \in [\tau_1, \tau_2],
\end{equation}

where $u_1$ is the function corresponding to the solution of system (5.4) with initial condition $\pi_1$ at time $\tau_1$, and $\tau_2$ is defined as $\tau_2$ with $\pi$ replaced by $\pi_1$.

**Remark 5.15.** From the definition (5.32) of $\tau_1$, it follows

\[ \forall \tau \in [0, \tau_1[ \exists \lambda_\tau > 1 : \quad w(\lambda, k) \in \Sigma_1 \quad \forall \lambda > \lambda_\tau, \quad \forall k \in [0, \lambda \tau[ \cap \mathbb{N}, \]

independently of the particular sequence $\{w(\lambda, k)\}_k$ considered. This observation and the theory of minimizing movements imply that we can also assume $\lambda_\tau$ so large that the sequence $\{w(\lambda, k)\}_k$ is uniquely determined, provided that $\lambda > \lambda_\tau$ and $k \in [0, \lambda \tau[ \cap \mathbb{N}$ (see also Proposition 5.6 (vi)).

For later reference we quote as a lemma some consequences of the above remark.

**Lemma 5.16.** Let $\eta \in [0, 1]$. Then there exist $\mu_\eta \in [0, \tau_1]$ and $\lambda^\eta > 1$ such that, independently of the particular sequence $\{w(\lambda, k)\}_k$ considered,

\[ J_{w(\lambda, [\lambda(\tau_1 - \mu)]))} = J_{\pi_1}, \]

\begin{equation}
\mu \in [0, \mu_\eta[, \quad \lambda > \lambda^\eta \implies \begin{cases} 
\|w(\lambda, [\lambda(\tau_1 - \mu)]) - \pi_1\|_2 < \eta, \\
\sum_{x_j \in J_{\pi_1} \setminus J_{\pi_1}} |s_j(\lambda, [\lambda(\tau_1 - \mu)])| < \eta \cdot b_{\pi_1},
\end{cases}
\end{equation}
where \( w(\lambda, k) = \sum_{x_j \in J(w(\lambda,k))} s_j(\lambda,k) 1_{[x_j,\beta]} \) and we recall that \( \Omega_{\lambda_1} \) is defined in (5.8).

For any \( \mu \in ]0,\tau_1[ \) write
\[
\omega_{\lambda,\mu}(k) := w(\lambda, [\lambda(\tau_1-\mu)]+k) = s_0^k(\lambda, \mu) + \sum_{x \in J_{\omega_{\lambda,\mu}(k)}} s_x^k(\lambda, \mu) 1_{[x,\beta]}, \quad k \in \mathbb{N} \cup \{0\},
\]
where \( s_x^k(\lambda, \mu) \) is the jump of \( \omega_{\lambda,\mu}(k) \) at the jump point \( x \in J_{\omega_{\lambda,\mu}(k)} \).

For any \( k \in \mathbb{N} \cup \{0\} \) we denote by \( \hat{\omega}_{\lambda,\mu}(k+1) \) a solution of (5.3) associated with \( \omega_{\lambda,\mu}(k+1) \) in the sense of Proposition 5.6 (iv). Since
\[
(5.48) \quad J_{\hat{\omega}_{\lambda,\mu}(k+1)} \subseteq J_{\omega_{\lambda,\mu}(k)},
\]
we write
\[
\hat{\omega}_{\lambda,\mu}(k+1) = \hat{s}_0^{k+1}(\lambda, \mu) + \sum_{x \in J_{\omega_{\lambda,\mu}(k)}} \hat{s}_x^{k+1}(\lambda, \mu) 1_{[x,\beta]},
\]
where we do not exclude that some of the \( \hat{s}_x^{k+1}(\lambda, \mu) \) may vanish.

Whenever no confusion is possible, we write \( s_x^k \) for \( s_x^k(\lambda, \mu) \), \( \omega(k) \) for \( \omega_{\lambda,\mu}(k) \), \( \hat{s}_x^k \) for \( \hat{s}_x^{k+1}(\lambda, \mu) \) and \( \hat{\omega}(k) \) for \( \hat{\omega}_{\lambda,\mu}(k) \).

**Lemma 5.17.** For any \( \mu \in ]0,\tau_1[ \), \( \lambda > 1 \) and \( k \in \mathbb{N} \cup \{0\} \) we have
\[
(5.49) \quad |\hat{s}_x^{k+1}(\lambda, \mu) - s_x^k(\lambda, \mu)| \leq 2\tau \lambda^{-1/2} \quad \forall x \in J_{\omega(k)},
\]
where \( \tau := \left( \frac{2F(\pi)}{\lambda} \right)^{1/2} \). Therefore
\[
(5.50) \quad \left| \sum_{x \in J_{\omega(k+1)}} |\hat{s}_x^{k+1}(\lambda, \mu)| - \sum_{x \in J_{\omega(k)}} |s_x^k(\lambda, \mu)| \right| \leq 2N\tau \lambda^{-1/2}.
\]

**Proof.** From Proposition 5.6 (iv) and (5.28) we obtain
\[
(5.51) \quad \|\hat{\omega}(k+1) - \omega(k)\|_2 = \|\omega(k+1) - \omega(k)\|_2 \leq \left( \frac{2F(\pi)}{\lambda} \right)^{1/2}.
\]
Inclusion (5.48), the fact that the range of \( \hat{\omega}(k+1) \) equals the range of \( \omega(k+1) \), and (5.10) imply
\[
\frac{1}{\sqrt{\tau}} \|\hat{\omega}(k+1) - \omega(k)\|_{\infty} \leq \|\hat{\omega}(k+1) - \omega(k)\|_2.
\]
Therefore, from (5.51),
\[
\|\hat{\omega}(k+1) - \omega(k)\|_{\infty} \leq \left( \frac{2F(\pi)}{\lambda\tau} \right)^{1/2}.
\]
From this and (5.48) it follows
\[
|\hat{s}_x^{k+1} - s_x^k| \leq 2\|\hat{\omega}(k+1) - \omega(k)\|_{\infty} \leq 2 \left( \frac{2F(\pi)}{\lambda\tau} \right)^{1/2},
\]
and (5.49) follows. \( \square \)

**Remark 5.18.** We explicitly note that all the estimates and the constants considered in the following will be independent of the particular sequence \( \{w(\lambda,k)\}_k \) considered; we do not mention this property in the sequel of the section.
Lemma 5.19. There exist \( \mu_1 > 0 \) and \( \tau_0 > 0 \) satisfying the following property: for any \( \mu \in [0, \mu_1] \) there exists \( \lambda_\mu \in ]1, +\infty[ \) such that for any \( \lambda > \lambda_\mu \) and any \( k \in [0, \lambda \tau_0] \cap \mathbb{N} \) we have

(i) \( J_{\pi_1} \subseteq J_{\omega(\lambda_\mu(k))} \);
(ii) \( x \in J_{\pi_1} \implies \| \omega(\lambda_\mu(k)) - \pi_1 \|_{L^\infty((x-1, x+1)} < \frac{1}{4}\delta_1 \).

Proof. Given \( \delta > 0 \), define

\[
\tau_0 := \frac{\delta^2}{4F(\pi_1)}, \quad \lambda_0 := \frac{1}{\tau_0},
\]

From (5.29) with \( k = \lfloor \lambda(\tau_1 - \mu) \rfloor \) and (5.30) it follows

\[
\| \omega(k) - \omega(0) \|_2 < \frac{\delta}{2}, \quad \mu \in [0, \tau_1], \lambda > \lambda_0, k \in [0, \lambda \tau_0] \cap \mathbb{N}.
\]

This and the second equality in (5.47) with \( \eta = \delta/2 \) yield

\[
\| \omega(k) - \pi_1 \|_2 < \delta, \quad \mu \in [0, \mu_\eta], \lambda > \lambda_\mu, k \in [0, \lambda \tau_0] \cap \mathbb{N},
\]

where

\[
\lambda_\mu := \max(\lambda_0, \lambda^0).
\]

By reducing the value of \( \delta \) if necessary, we can assume that Lemma 5.7 holds (with \( \pi_1 \) in place of \( w \)). Therefore we have

\[
\mathcal{H}^0(J_{\omega(k)}) \geq \mathcal{H}^0(J_{\pi_1}), \quad \mu \in [0, \mu_\eta], \lambda > \lambda_\mu, k \in [0, \lambda \tau_0] \cap \mathbb{N},
\]

and (5.21) implies that for each \( x \in J_{\pi_1} \) there are \( \xi^l = \xi^l(\lambda, \mu) \in I, \xi^r = \xi^r(\lambda, \mu) \in I \) with

\[
\xi^l < x < \xi^r, \quad [\xi^l, \xi^r] \cap J_{\pi_1} = \{x\}, \quad [\xi^l, \xi^r] \cap J_{\omega(k)} \neq \emptyset.
\]

Note also that (5.10) implies

\[
l_\omega(k) \geq l_{\omega(k-1)} \geq \cdots \geq l_{\omega(0)} = l_{\omega(\lfloor \lambda(\tau_1 - \mu) \rfloor)} \geq l_{\pi_1}.
\]

Let \( y = y_{k_\mu, \lambda} \in J_{\omega(k)} \) be a point such that

\[
|y - x| = \min_{y \in J_{\omega(k)}} |y - x|.
\]

Step 1. For all \( \mu \in [0, \mu_\eta], \lambda > \lambda_\mu \) and \( k \in [0, \lambda \tau_0] \) we have

\[
|y - x| < \frac{l_{\pi_1}}{2},
\]

\[
|\omega(k)(y) - \pi_1(y)| + |\omega(k)(y_-) - \pi_1(x_-)| < \frac{1}{4}|\pi_1(x) - \pi_1(x_-)|.
\]

Let \( x', x^r \) be defined by \( [x', x^r] \cap J_{\pi_1} = \{x', x, x^r\} \) (\( x' = \alpha \) if \( x = \min J_{\pi_1} \), \( x^r = \beta \) if \( x = \max J_{\pi_1} \)), and \( y' < y < y^r \) be defined by \( [y', y^r] \cap J_{\omega(k)} = \{y', y, y^r\} \). See Figure [4] For definiteness we consider the case

\[
y \geq x,
\]

the case \( y \leq x \) being similar. Then (5.97) and (5.96) imply

\[
x - y' \geq \frac{1}{2}(y - y') \geq \frac{l_{\pi_1}}{2}.
\]

From this and \( x - x^r \geq l_{\pi_1} \) it follows that the length of the interval \( [x', x] := |y', x| \cap [x', x] \) is at least \( \frac{l_{\pi_1}}{2} \). Therefore we have from (5.94),

\[
\frac{l_{\pi_1}}{2}|\omega(k)(y_-) - \pi_1(x_-)|^2 \leq (x - z') |\omega(k)(y_-) - \pi_1(x_-)|^2 < \delta^2.
\]
so that

\( |\omega(k)(y_-) - \omega_1(x_-)| < \frac{\sqrt{2}}{l_\eta} \delta, \)

for all \( \mu, \lambda \) and \( k \) for which (5.54) is valid.

From \( ]\xi_l, \xi_r[ \cap J_{u_1} = \{ x \} \) it follows \( y < x \). This and (5.59) imply, provided \( \delta > 0 \) is sufficiently small,

\[
\frac{1}{2} (y - x) |\omega_1(x) - \omega_1(x_-)|^2 \leq (y - x) |\omega_1(x) - \omega(k)(y_-)|^2 < \delta^2;
\]

effhence

\( y - x < \frac{2\delta^2}{|\omega_1(x) - \omega_1(x_-)|^2} \leq \frac{l_\eta}{2} \).

It follows that the length of the interval \( \| y, z_r[ := \) \( x, x \cap ]y, y \) \( ] \) is a least \( l_\eta/2 \). This and (5.54) yield

\( \frac{l_\eta}{2} \omega(k)(y) - \omega_1(y)|^2 \leq (z_r - y) |\omega(k)(y) - \omega_1(y)|^2 < \delta^2, \)

and therefore

\( |\omega(k)(y) - \omega_1(y)| < \frac{\sqrt{2}}{l_\eta} \delta. \)

Then (5.60) follows from (5.60), and provided \( \delta > 0 \) is sufficiently small, from (5.59) and (5.62).

**Step 2.** We have

\( y^{k, \mu, \lambda} = x, \quad \forall \mu \in [0, \mu_\eta[, \quad \forall \lambda > \lambda_\mu, \quad \forall k \in [0, \lambda \tau_0[ \cap \mathbb{N}. \)

We argue by induction on \( k \). Since we can assume \( \lambda > 1 \) so large that \( \mathcal{H}^0(J_{\omega(0)}) = \mathcal{H}^0(J_{\omega}), \) from Proposition 5.6 (iii) it follows that \( J_{\omega(0)} = J_{\omega} \); hence \( y^{k-1, \mu, \lambda} = x \) holds for \( k = 1 \). Now let \( k > 1 \) and assume that \( y^{k-1, \mu, \lambda} = x \) and \( y^{k, \lambda, \mu} \neq x \).

Then (5.10) and (5.58) imply that \( y^{k, \lambda, \mu} \notin J_{\omega(k-1)}. \) Therefore, if we let \( \hat{y} \in J_{\omega(k-1)} \) be defined by \( y^{k, \lambda, \mu} \notin [y^{k-1, \mu, \lambda}, \hat{y}[ \), \( \{ y^{k-1, \mu, \lambda}, \hat{y} \} = [y^{k-1, \mu, \lambda}, \hat{y}[ \cap J_{\omega(k-1)} \) if
\[ y^{k-1, \lambda, \mu} < \hat{y} \] (and with \( y^{k-1, \lambda, \mu} \) and \( \hat{y} \) exchanged if \( y^{k-1, \mu, \lambda} > \hat{y} \)), from (5.58) we get
\[
|\omega(k)(s) - \omega(k-1)(s)| = \frac{1}{2} |\omega(k)(y^{k, \lambda, \mu}) - \omega(k)(y^{k, \mu, \lambda})| \\
> \frac{1}{4} |\mu_1(x) - \mu_1(x_-)|, \quad s \in |y^{k-1, \mu, \lambda}, \hat{y}|,
\]
From this inequality, (5.10) and (5.54) we get
\[
\frac{b}{32} |\mu_1(x) - \mu_1(x_-)|^2 \leq \frac{1}{32} |\hat{y} - y^{k-1, \mu, \lambda}|^2 |\mu_1(x) - \mu_1(x_-)|^2 \leq ||\omega(k) - \omega(k-1)||_2^2 \leq 2\delta^2.
\]
This contradiction implies \( y^{k, \lambda, \mu} = x \). This proves (i). Statement (ii) follows from (i), estimate (5.55) and \( |x - x'| \geq l(x), |x - x'| \geq l(x), |y - y'| \geq l(x), |y - y'| \geq l(x) \). □

**Definition 5.20.** Let \( \mu \in ]0, \mu_1[ \) and \( \lambda > \lambda_\mu \). We define
\[
K_{\lambda, \mu} := \{ k \in ]0, \lambda \tau_0[ \cap \mathbb{N} : \mathcal{H}^0(J_{\omega, \mu}(k+1)) < \mathcal{H}^0(J_{\omega, \mu}(k)) \} = \{ k^{\lambda, \mu}_1, \ldots, k^{\lambda, \mu}_M \},
\]
where \( k^{\lambda, \mu}_h < k^{\lambda, \mu}_{h+1} \) for \( h \in \{1, \ldots, M\} \).

Whenever no confusion is possible, we write \( k_h \) for \( k^{\lambda, \mu}_h \) and \( M \) for \( M_{\lambda, \mu} \).

Set
\[
E(p) := \gamma_\alpha p^{r_\gamma - 1}, \quad p > 0,
\]
which coincides with \( e'_\alpha(p) \) for \( p > 0 \) and therefore is a strictly decreasing function diverging to \( +\infty \) as \( p \to 0^+ \).

**Proposition 5.21.** There exists \( \mu_2 \in ]0, \mu_1[ \) such that
\[
\forall \mu \in ]0, \mu_2[ \exists \lambda > \lambda_\mu > 0 : k_{M, \lambda, \mu} \leq \lambda \tau(\mu, \lambda) < \lambda_{\tau_0}, \quad J_{\omega, \mu}(k) = \mathcal{J}_\mu, \forall k \in [k_{M, \lambda, \mu} + 1, \lambda \tau_0[ \cap \mathbb{N},
\]
where \( \tau(\mu, \lambda) \) is a positive continuous function with
\[
\lim_{\mu \to 0^+} \lim_{\lambda \to +\infty} \tau(\mu, \lambda) = 0.
\]

**Proof.** We can assume that we are in the conditions to apply Lemma [5.19] in particular, from (i) we have \( J_\mu \subseteq J_{\omega, \mu}(k) \), and therefore
\[
V^k := \sum_{x \in J_{\omega, \mu}(k) \setminus J_\mu} |s^k_x|
\]
is well defined. From Lemma [5.17] we have
\[
|V^{k_h+1} - V^{k_h}| \leq 2N \sigma \lambda^{-1/2}, \quad h \in \{1, \ldots, M - 1\},
\]
We now estimate \( V^k \) when \( k \) varies between two consecutive indices in \( K_{\lambda, \mu} \), \( k_h + 1 \leq k \leq k_{h+1} \). By Proposition 5.6 (iii), for \( k \) in this interval the set \( J_{\omega, \mu}(k) \) is constant and is equal to \( J_{\omega, \mu}(k_{h+1}) \).
Claim. There exists \( \mu_2 \in ]0, \mu_1[ \) such that for any \( \mu \in ]0, \mu_2[ \) there exists \( \lambda > \lambda_\mu \) such that
\[
V^{k_1} - V^0 \leq -\frac{k_1}{\lambda}, \\
V^{k_{h+1}} - V^{k_h} \leq -\frac{(k_{h+1} - k_h - 1)}{\lambda} \quad \forall h \in \{1, \ldots, M - 1\}.
\]
We will prove only (5.71), since the proof of (5.72) is similar. If \( k_1 = 0 \) there is nothing to prove in (5.71). Therefore, we can assume \( k_1 > 0 \).

We have \( J_{\omega(k+1)} = J_{\omega(0)}(= J_{\pi}) \) for \( k \in \{0, \ldots, k_1\} \); hence, using the minimality of \( \omega(k + 1) \), it follows that \( \omega(k + 1) \) satisfies the Euler-Lagrange equation
\[
\omega(k + 1) - \omega(k) = -\frac{1}{\lambda} \nabla F_{\lambda,\mu}(\omega(k + 1)),
\]
where \( F_{\lambda,\mu} \) denotes the restriction of \( F \) to the subspace of \( P_{\text{lin}}(I) \) of the functions \( w \) of the form \( w = \sigma_0 + \sum_{x \in J_{\pi}} \sigma_x 1_{[x, \beta]} \) (also represented as in (5.26)). Define
\[
I^1 := \{ j : \pi_j \in J_{\pi} \setminus J_{\pi_i} \}.
\]
To prove (5.71) we begin by making a partition of the set \( I^1 \) into equivalence classes as follows.

Let \( i, j \in I^1 \); we say that \( i \) and \( j \) are equivalent if either \( i = j \) or, if \( i \neq j \), then
\[
\{ \min(i, j), \ldots, \max(i, j) \} \subseteq I^1,
\]
and
\[
s_l^{k_1} > 0 \quad \forall l \in \{ \min(i, j), \ldots, \max(i, j) \} - \{ i, j \}.
\]
We denote by \([i]\) the equivalence class of \( i \).

That is, the set of “small” jumps is subdivided into maximal subgroups of jumps having the same sign, and each subgroup has on the left and/or on the right either one of the extrema of \( I \), or a “large” jump, or the extremum of another subgroup.

We also define
\[
i_- := \min[i], \quad i_+ := \max[i],
\]
and we say that \( \text{sign}[i] = + \) (resp. \( \text{sign}[i] = - \)) if \( s_k^i > 0 \) (resp. if \( s_k^i < 0 \)) in (5.74).

We define the total variation \( V^k([i]) \) at step \( k \) of the equivalence class \([i]\) as
\[
V^k([i]) := \sum_{j=i_-}^{i_+} |s_j^k|, \quad k \in \{1, \ldots, k_1\}.
\]
From (5.73) and the explicit expression (5.37)–(5.39) of the gradient of \( F_{\lambda,\mu} \) it follows that for all \( k \in \{0, \ldots, k_1 - 1\} \) we have
\[
\lambda \left( V^{k+1}([i]) - V^k([i]) \right) = -\frac{E(s_{i_+}^{k+1})}{\pi_{i_+}^{k+1} - \pi_{i_-}^{k+1}} - \frac{E(s_{i_-}^{k+1})}{\pi_{i_-}^{k+1} - \pi_{i_-}^{k+1}} + \mathcal{E}^+ + \mathcal{E}^-,
\]
where
\[
\mathcal{E}^+ = \begin{cases}
\text{sign}[i] \text{sign}(s_{i_+}^{k+1}) \frac{E(s_{i_+}^{k+1})}{\pi_{i_+}^{k+1} - \pi_{i_-}^{k+1}} & \text{if } i_+ < N, \\
0 & \text{if } i_+ = N,
\end{cases}
\]
and
\[
\mathcal{E}^- = \begin{cases}
\text{sign}[i] \text{sign}(s_{i_-}^{k+1}) \frac{E(s_{i_-}^{k+1})}{\pi_{i_-}^{k+1} - \pi_{i_-}^{k+1}} & \text{if } i_- < N, \\
0 & \text{if } i_- = N,
\end{cases}
\]
From (5.78), (5.79) we deduce, summing over $k$

$$(5.80) \quad \lambda (V^{k+1} - V^k) \leq -2 \frac{E(V^k + \tau \lambda^{-1/2})}{\beta - \alpha} + 2 N E(h_{\tau_\Lambda}),$$

where in the last inequality we have used (5.70).

From the expressions of $\mathcal{E}^\pm$ in (5.76), (5.77), it follows that $\mathcal{E}^\pm \leq 0$, unless $\text{sign}[i]\text{sign}(s^{k+1}_i) > 0$, i.e., unless $i_\pm \pm 1 \in \{1, \ldots, N\} \setminus I^\dagger$. In this case, Lemma 5.19 (ii) and (5.10) imply

$$(5.79) \quad \mathcal{E}^\pm \leq \frac{2E(h_{\tau_\Lambda})}{l_{\tau_\Lambda}}.$$ 

From (5.78), (5.79) we deduce, summing over $[i]$,

$$(5.80) \quad \lambda (V^{k+1} - V^k) \leq -2 \frac{E(V^0 + \tau \lambda^{-1/2})}{\beta - \alpha} + 2 N E(h_{\tau_\Lambda}),$$

We can assume that $\eta$ in Lemma 5.16 has been fixed so small that the right hand side of (5.80), with $k = 0$ (provided $\mu \in [0, \mu']$ and $\lambda > \lambda^0$) satisfies

$$-2 \frac{E(V^0 + \tau \lambda^{-1/2})}{\beta - \alpha} + 2 N E(h_{\tau_\Lambda}) \leq -1,$$

so that $V^1 < V^0$. By induction, this and (5.80) yield

$$\lambda (V^{k+1} - V^k) \leq -1.$$

Summing over $k \in \{0, \ldots, k_\Lambda - 1\}$, inequality (5.71) follows.

From the claim, (5.70) and an induction argument it follows

$$(5.81) \quad V^{k_\Lambda} \leq V^0 + h \frac{\tau}{\lambda^{1/2}} \leq V^0 + N \frac{\tau}{\lambda^{1/2}}.$$

From this and the claim we deduce

$$V^{k_M} \leq V^0 + N \frac{\tau}{\lambda^{1/2}} - \frac{(k_M - N)}{\lambda},$$

which implies

$$(5.82) \quad k_M \leq N + \lambda(V^0 + N \frac{\tau}{\lambda^{1/2}}),$$

and

$$(5.83) \quad V^k = 0 \quad \text{for} \quad k > k_M.$$

The inequalities on the right hand side of (5.64) follow with

$$(5.84) \quad \tau(\mu, \lambda) := \frac{N}{\lambda} + V^0 + N \frac{\tau}{\lambda^{1/2}}.$$

Then (5.68) is a consequence of this expression for $\tau(\mu, \lambda)$ and

$$(5.85) \quad \lim_{\lambda \to +\infty} V^0 = \sum_{j \in I^\dagger} |s_j(\tau_j - \mu)|.$$

Finally, the equality $J_\omega(k) = J_\tau$ is a consequence of (5.68) and (5.83). \hfill \Box
Definition 5.22. Define
\[ \overline{\mu}_\lambda := \min \{ k \in \mathbb{N} : J_{m(\mu, k)} = J_{m_i} \}. \]

Recalling the definition of \( k_{M_{\lambda, \mu}} \) in (5.65), it follows
(5.86) \[ \overline{\mu}_\lambda = [\lambda(\tau_1 - \mu)] + k_{M_{\lambda, \mu}} + 1. \]

Lemma 5.23. We have
(5.87) \[ \lim_{\lambda \to +\infty} \| \overline{\pi}_1 - w(\lambda, \overline{\mu}_\lambda) \|_2 = 0, \]
(5.88) \[ \lim_{\lambda \to +\infty} \| w(\lambda, \overline{\mu}_\lambda + [\lambda(\tau - \tau_1)]) - w(\lambda, [\lambda\tau]) \|_2 = 0 \quad \forall \tau \geq \tau_1. \]

Proof. Fix \( \varepsilon > 0 \). Write
(5.89) \[ \| \overline{\pi}_1 - w(\lambda, \overline{\mu}_\lambda) \|_2 \leq \| w(\lambda, \overline{\mu}_\lambda) - w(\lambda, [\lambda(\tau_1 - \mu)]) \|_2 \]
\[ + \| w(\lambda, [\lambda(\tau_1 - \mu)]) - w(\tau_1 - \mu) \|_2 + \| w(\tau_1 - \mu) - \overline{\pi}_1 \|_2 =: I + II + III. \]

Since III converges to zero as \( \mu \to 0^+ \) by the definition of \( \overline{\pi}_1 \), we can choose \( \overline{\pi} > 0 \)
in such a way that
(5.90) \[ III < \frac{\varepsilon}{3} \quad \forall \mu \in [0, \overline{\pi}]. \]

From (5.86) and (5.28) it follows
(5.91) \[ I \leq (2\mathcal{F}(\overline{\pi}))^{1/2} \left( \frac{k_{M_{\lambda, \mu}} + 1}{\lambda} \right)^{1/2}. \]

This, (5.67) and (5.68) imply that we can fix \( \mu \in [0, \overline{\pi}] \) in such a way that
(5.92) \[ I < \frac{\varepsilon}{3} \]
for \( \lambda \) sufficiently large. Finally, observe that for \( \lambda > 1 \) sufficiently large we have
(5.93) \[ II < \varepsilon/3. \]
Therefore \( I + II + III < \varepsilon \), and (5.87) follows.

Now write \( [\lambda(\tau - \tau_1)] = [\lambda \tau] - [\lambda(\tau_1 - \mu)] - [\lambda\mu] + \sigma \), where \( |\sigma| \leq 2 \). Using also
(5.86) we have
(5.94) \[ \| w(\lambda, \overline{\mu}_\lambda + [\lambda(\tau - \tau_1)]) - w(\lambda, [\lambda\tau]) \|_2 \]
\[ = \| w(\lambda, [\lambda\tau] + k_{M_{\lambda, \mu}} + 1 - [\lambda\mu] + \sigma) - w(\lambda, [\lambda\tau]) \|_2 \]
\[ \leq \frac{(2\mathcal{F}(\overline{\pi}))^{1/2}}{(\lambda_1)^{1/2}} (k_{M_{\lambda, \mu}} + 1 + |\sigma|)^{1/2}. \]

As before, formulas (5.68), (5.67) show that the right hand side of (5.91) is smaller
than \( \varepsilon \), provided \( \mu \) is sufficiently small and \( \lambda > 1 \) sufficiently large, and therefore
(5.88) follows.

Lemma 5.24. Let \( \Omega \subseteq \mathbb{R}^n \) be an open set and \( f \in C^2(\Omega) \). For any \( \phi \in \Omega \),
\( k \in \mathbb{N} \) and \( \lambda > 1 \) denote by \( \phi(\lambda, k) \) the minimizing sequence originating at \( \phi \), in
the construction of the minimizing movement for the gradient flow of \( f \). Fix \( \overline{\nu} \in \Omega \)
and \( R \in [0, \text{dist}(\overline{\nu}, \partial \Omega)] \). Then for any \( \rho \in [0, R/2] \) there exist \( T > 0 \) and \( L > 0 \)
independent of \( \rho \), and there exists \( \overline{\lambda} > 1 \) such that
(5.95) \[ \| \phi(\lambda, [\lambda\tau]) - \overline{\nu}(\lambda, [\lambda\tau]) \| \leq \rho, \quad \text{for all } \tau \in [0, T] \]
\[ \text{and } \lambda > \overline{\lambda}. \]
Proof: Given \( \rho \in ]0,R/2[ \) there exists \( T(\overline{\varphi}) > 0 \) independent of \( \rho \) such that if \( \varphi \in \Omega, \| \varphi - \overline{\varphi} \| < \rho \), then the solutions to the gradient system of \( f \) starting from \( \varphi \) lie in the fixed ball \( B_R(\overline{\varphi}) \subset \Omega \) centered at \( \overline{\varphi} \) for any \( \tau \in [0,2T(\overline{\varphi})] \). Since under our assumption on \( f \) the minimizing movement converges to the solution to the gradient flow system of \( f \), for \( \lambda \) large enough \( \varphi(\lambda,k) \) and \( \overline{\varphi}(\lambda,k) \) belong to \( B_R(\overline{\varphi}) \) for all \( k \leq \lambda T(\overline{\varphi}) \). If \( L \) denotes the Lipschitz constant of \( \nabla f \) on \( B_R(\overline{\varphi}) \), from the minimality property of \( \varphi(\lambda,\cdot) \) and \( \overline{\varphi}(\lambda,\cdot) \) it follows (5.93)

\[
\varphi(\lambda,k+1) - \overline{\varphi}(\lambda,k+1) = \varphi(\lambda,k) - \overline{\varphi}(\lambda,k) - \frac{1}{\lambda} (\nabla f(\varphi(\lambda,k+1)) - \nabla f(\overline{\varphi}(\lambda,k+1))).
\]

From (5.93) we get \( \| \varphi(\lambda,k+1) - \overline{\varphi}(\lambda,k+1) \| (1 - \frac{1}{\lambda}) \leq \| \varphi(\lambda,k) - \overline{\varphi}(\lambda,k) \| \), and therefore

(5.94) \[
\| \varphi(\lambda,k) - \overline{\varphi}(\lambda,k) \| \leq \left( 1 - \frac{L}{\lambda} \right)^{-k} \| \varphi - \overline{\varphi} \|.
\]

Setting \( k = [\lambda \tau] \) for \( \tau \in [0,T(\overline{\varphi})] \) yields

(5.95) \[
\| \varphi(\lambda,[\lambda \tau]) - \overline{\varphi}(\lambda,[\lambda \tau]) \| \leq \left( 1 - \frac{L}{\lambda} \right)^{-\frac{T(\overline{\varphi})L}{\lambda}} \| \varphi - \overline{\varphi} \|.\]

If \( \lambda \) is sufficiently large we have \( (1 - \frac{L}{\lambda})^{-\frac{T(\overline{\varphi})L}{\lambda}} \leq 2e^{LT(\overline{\varphi})} \), and (5.92) follows. \( \Box \)

We are now in a position to conclude the proof of Theorem 5.4.

We apply Lemma 5.24 (taking as initial time \( \tau_1 \)) with the choice \( \overline{\varphi} := \overline{\varphi}_1 \), \( \varphi := w(\lambda,\overline{\varphi}_\lambda) \).

From (5.92) we have that there is \( T > 0 \) such that, for \( \lambda \) large,

(5.96) \[
\| v(\lambda, [\lambda(\tau - \tau_1)]) - w(\lambda, \overline{\varphi}_\lambda) \| \leq C \| \overline{\varphi}_1 - w(\lambda, \overline{\varphi}_\lambda) \|, \quad \tau \in [\tau_1, \tau_1 + T],
\]

for a suitable constant \( C > 0 \) independent of \( \lambda \), where \( v(\lambda,k) \) is the sequence corresponding to the minimizing movement of \( \mathcal{F}^2 \) starting from \( \overline{\varphi}_1 \), and \( \mathcal{F}^2 \) is the restriction of \( \mathcal{F} \) to the \( (N_2 + 1) \) dimensional set \( \Sigma_2 \) of all functions \( f \) of the form \( \sigma_0 + \sum_{j \in J_2} \sigma_j \xi_j \). Recall that the theory of minimizing movement [3] implies that \( \lim_{\lambda \to +\infty} \| v(\lambda, [\lambda(\tau - \tau_1)]) - u_1(\tau) \| = 0 \) for \( \tau \in [\tau_1, \tau_2] \).

From (5.96) and (5.87) we deduce

(5.97) \[
\lim_{\lambda \to +\infty} \| w(\lambda, \overline{\varphi}_\lambda) + [\lambda(\tau - \tau_1)] - u_1(\tau) \| = 0, \quad \tau \in [\tau_1, \tau_1 + T].
\]

Then (5.97) and (5.88) imply

(5.98) \[
\lim_{\lambda \to +\infty} \| w(\lambda, [\lambda \tau]) - u_1(\tau) \| = 0 \quad \forall \tau \in [\tau_1, \tau_1 + T],
\]

which is the conclusion (5.46) on the interval \( [\tau_1, \tau_1 + T] \). Equation (5.98) can be extended beyond \( \tau_1 + T \) by a further application of Lemma 5.24 with the choice \( \overline{\varphi} = u_1(\tau_1 + T) \) and \( \omega = w(\lambda, \lambda [\tau_1 + T]) \), and to the whole interval \( [\tau_1, \tau_2] \) by successive extensions of this kind.

The previous analysis can be applied in exactly the same way for the discussion of the other singular times \( \tau_i, i = 2, \ldots, M \), by substituting \( \mathcal{F}^1 \) with the restriction
$\mathcal{F}^i$ of $\mathcal{F}$ to the $(N_i + 1)$-dimensional set $\Sigma_i$ of all functions of the form

$$v = \sigma_0 + \sum_{j=1}^{N_i} \sigma_j 1_{[\tau_j, \beta]},$$

and $\nabla \mathcal{F}^i$ is the gradient of $\mathcal{F}^i$ with respect to the inner product $\langle \cdot, \cdot \rangle_i$,

$$\langle v, w \rangle_i = \sum_{h=1}^{N_i} \left( \sum_{j=0}^{h} s_j \right) \left( \sum_{j=0}^{h} \sigma_j \right) (\mathcal{T}_{h+1} - \mathcal{T}_h),$$

where $v = \sum_{j=1}^{N_i} s_j 1_{[\tau_j, \beta]}$, $w = \sum_{j=1}^{N_i} \sigma_j 1_{[\tau_j, \beta]}$.

Eventually, arguing as in Lemma 5.13, it follows that $\tau_M < +\infty$. The proof of Theorem 5.3 is concluded.

**Remark 5.25.** Besides the functional $\mathcal{F}$, system (5.33) has another Liapunov functional, namely the $L^2(I)$-norm of $u$. Indeed,

$$(5.99)$$

$$\frac{1}{2} \frac{d}{d\tau} \| u \|_2^2 = \sum_{h=0}^{N} \sum_{j=0}^{h} s_j \left( \sum_{j=0}^{h} s_j \right) (\mathcal{T}_{h+1} - \mathcal{T}_h)$$

$$= \sum_{h=0}^{N} \left( \sum_{j=0}^{h} s_j \right) \left( e'_{\alpha}(|s|_{h+1}) \frac{s_{h+1}}{|s_{h+1}|} - e'_{\alpha}(|s_h|) \frac{s_h}{|s_h|} \right)$$

$$= \sum_{h=0}^{N} \left( \sum_{j=0}^{h} s_j \right) e'_{\alpha}(|s_h|) \frac{s_h}{|s_h|} - \sum_{h=0}^{N} \left( \sum_{j=0}^{h} s_j \right) e'_{\alpha}(|s_k|) \frac{s_k}{|s_k|}$$

$$= - \sum_{k=1}^{N} s_k e'_{\alpha}(|s_k|) \frac{s_k}{|s_k|} - \sum_{k=1}^{N} s_k e'_{\alpha}(|s_k|) \frac{s_k}{|s_k|} = -r \mathcal{F}(u) \leq 0.$$

**Remark 5.26.** It is interesting to notice that (5.99) corresponds to an analogous property of (1.10), (1.11), for which it turns out that

$$\frac{d}{d\tau} \int_J u^2 \, dx = - \int_J \left[ v^3 (u_{xx})^2 + \frac{1}{2} \frac{\phi'(u_x)u_x}{\phi(1/\nu)} \right] \, dx \leq 0.$$

### 5.2. Some examples.

Our first example shows that with the help of Proposition 5.6 we can characterize minimizers of (5.3) for simple choices of $w$.

**Example 1.** Let $w : [-1, 1] \to \mathbb{R}$ be the odd function defined as follows: $w := 0$ in $[-\delta, \delta]$, and $w := h > 0$ in $[\delta, 1]$, with $\delta \in [0, \frac{1}{2}]$; see Figure 3. If $\lambda > 1$ is sufficiently large, Proposition 5.6 (iv) implies that there is a unique minimizer $v$ of (5.3) of the form $v = s_0 + s_1 1_{[-\delta, 1]} + s_2 1_{[\delta, 1]}$. A direct computation shows that $s_1 = s_2 = -s_0 = \hat{h}$, where $\hat{h}$ is the unique solution near $h$ of the equation

$$\frac{r_{\lambda}}{h^{1-r}} = \frac{\lambda(1-\hat{h})}{h^{1-\hat{h}}} + o(1/\lambda).$$

The next example shows that, depending on the choice of $w$ and $\lambda$, solutions of (5.3) are not necessarily unique.
Example 2. Let \( w \) be as in Example 1. Let \( v \) be a solution of (5.3). We have \( J_v \subset [-\delta, \delta] \) because, otherwise, the function \( v^* \) constructed in the proof of Proposition 5.6 (ii) is such that \( G(\lambda, v^*, w) < G(\lambda, v, w) \). Hence from Proposition 5.6 (iii) it follows that \( v = s_0 + s_1[x_1, 1] + s_2[x_2, 1] \) with \(-\delta \leq x_1 \leq x_2 \leq \delta\). From this and \( \delta \in [0, 1/2[ \) it follows that we can fix \( \lambda > 0 \) sufficiently large to ensure
\[
\delta \geq \frac{\lambda h s_1}{3} \quad \text{for } \delta \in [0, 1/2[.\]

Therefore
\[
|v(x) - w(x)| = |v(x)| < \frac{3}{2} h, \quad x \in [-\delta, \delta], \quad h < s_1 + s_2 < 3h.
\]
Moreover, (5.100) also implies that \( v \) is not constant and therefore \( 1 \leq \mathcal{H}^0(J_v) \leq 2 \). We claim that there is \( \delta > 0 \) such that
\[
\delta \in [0, \delta[ \implies \mathcal{H}^0(J_v) = 1.
\]
Assume instead that \( x_1 < x_2 \) and \( s_j > 0 \) for \( j = 1, 2 \). We can also suppose \( s_1 \leq s_2 \) because if \( v \) is a minimizer also the function \(-v(-\cdot)\) is a minimizer. Set \( \tilde{v} := s_0 + (s_1 + s_2)1_{[x_2, 1]} \). Then by a computation similar to the one in the proof of Proposition 5.6, we have
\[
|\tilde{v} - w|^2 \leq (|\tilde{v} - v| + 2|v - w|)|\tilde{v} - v| \leq (s_1 + s_2^2) h s_1 \leq 3 h s_1 \quad \text{on } [x_1, x_2].
\]
Therefore
\[
G(\lambda, v, w) - G(\lambda, \tilde{v}, w) \geq \gamma_3(s_1^2 + s_2^2 - (s_1 + s_2)^2) - \frac{3}{2} \lambda h s_1 \delta.
\]
If we let \( R(\rho) \) denote the right hand side of (5.104) considered as a function of \( \rho := s_1^2 \), then we have \( R(0) = 0, R'(0) = \gamma_3 \) independently of \( \delta \in [0, 1/2[ \) and \( s_1 + s_2 > h \). It follows that there is a constant \( c > 0 \) independent of \( \delta \) such that
\[
R(\rho) > 0 \quad \forall s_1 \in [0, c[.\]

On the other hand, \( s_1 \geq c \) implies \( \gamma_3(s_1^2 + s_2^2 - (s_1 + s_2)^2) \geq C > 0 \) for some constant \( C \); therefore we conclude that, for \( \delta \in [0, \delta[, \delta := \frac{4 C}{\gamma_3 h^2} \), the right hand
side of \((5.104)\) is positive, thus contradicting the minimality of \(v\). This proves \((5.102)\).

Once \((5.102)\) is established, the nonuniqueness of \(v\) follows from Proposition \((5.6)\) (ii) and the above observation that \(-v(\cdot, -)\) is also a minimizer. We observe that all minimizers \(v\) must have \(J_v = \{-\delta\}\) or \(J_v = \{\delta\}\). To see this, assume that there is a minimizer \(v\) of the form \(v = -h + p + (2h - p - q)1_{\delta},\)

where \(\xi \in [0, 2\delta]\). Then \(\mathcal{G}(\lambda, v, w)\) is linear in \(\xi\), and in order that \(v\) be a minimizer we must have \(p = q\). Therefore \(\mathcal{G}(\lambda, v, w)\) is independent of \(\xi\). This implies the existence of a minimizer of the form \((5.106)\) with \(\xi = 0\) and \(p = q\). In this case the variation of \(\mathcal{G}(\lambda, \cdot, w)\) restricted to \(2h - p - q = \text{const}\) should vanish for some \(p = q\). That is, \((p - h)\delta = 0\), which is impossible.

In the next examples we solve explicitly systems \((5.4), (5.5)\) in two particularly simple cases.

**Example 3.** Assume \(a = 0, \bar{\sigma}_0 > 0, \bar{\sigma}_1 > 0, \alpha = 0, \beta = 2, x_1 = 1, \) and \(\pi = \bar{\sigma}_0 + \bar{\sigma}_1 x_1, 0, 1\). Then from \((5.5)\) it follows

\[
\frac{\partial \hat{s}_0}{\partial \bar{\sigma}_0} = \frac{\gamma_0}{\sqrt{s_1}}, \quad \frac{\partial \hat{s}_1}{\partial \bar{\sigma}_0} = \frac{2 \gamma_0}{\sqrt{s_1}}, \quad s_i(0) = \bar{\sigma}_1, \quad i = 0, 1.
\]

Therefore \(s_0(\tau) = \bar{\sigma}_0 + \frac{\bar{\sigma}_1}{2} - \frac{1}{2}(\bar{\sigma}_1^2/2 - 3 \gamma_0 \tau)^{2/3}\) and \(s_1(\tau) = (\bar{\sigma}_1^2/2 - 3 \gamma_0 \tau)^{2/3}\) for all \(\tau \in [0, \bar{\sigma}_1^{2/3}]\); see Figure \(6\) (a).

**Example 4.** Assume \(a = 0, \bar{\sigma}_1 = -\bar{\sigma}_0 > 0, \bar{\sigma}_2 = \bar{\sigma}_1, \alpha = -1, \beta = 1, x_1 = -\delta, x_2 = \delta\). Then from \((5.6)\) it follows \((5.107)\)

\[
\begin{cases}
\frac{\partial \hat{s}_0}{\partial \bar{\sigma}_0} = \frac{\gamma_0}{1 - \delta} \frac{s_1}{s_1^{3/2}}, \\
\frac{\partial \hat{s}_1}{\partial \bar{\sigma}_0} = \frac{\gamma_0}{2 \delta} \frac{s_2}{s_1^{3/2}} - \gamma_0 \left(1 - \frac{1}{2 \delta}\right) \frac{s_1}{s_1^{3/2}}, \\
\frac{\partial \hat{s}_2}{\partial \bar{\sigma}_0} = -2 \gamma_0 \left(1 - \frac{1}{2 \delta}\right) \frac{s_2}{s_1^{3/2}} + \gamma_0 \frac{s_1}{s_1^{3/2}},
\end{cases}
\]

Then \(s_1(\tau) = (\frac{2 \gamma_0 \tau}{1 - \delta} + \bar{\sigma}_1^{2/3})^{2/3}\) and \(s_1(\tau) = -s_0(\tau), s_2(\tau) = s_1(\tau)\) for all \(\tau \in [0, \frac{1}{1 - \delta} \bar{\sigma}_1^{2/3}]\); see Figure \(6\) (b).

6. **Continuity of the minimizing movement with respect to initial data**

The following theorem states that the minimizing movement is continuous with respect to the initial data.

**Theorem 6.1.** Let \(\pi \in \mathcal{P}_{\text{fin}}(I)\). Then, given \(\varepsilon > 0\), there exists \(\delta > 0\) such that the conditions

\[(6.1) \quad \pi \in \mathcal{P}_{\text{fin}}(I), \quad \|\pi - \bar{\pi}\|_2 < \delta, \quad |\mathcal{F}(\pi) - \mathcal{F}(\bar{\pi})| < \delta\]

imply

\[\|v(\tau) - u(\tau)\|_2 < \varepsilon, \quad \tau \in [0, +\infty],\]

where \(v(\tau)\) (resp. \(u(\tau)\)) denotes the minimizing movement starting from \(\pi\) (resp. from \(\bar{\pi}\)).
Figure 6. Examples 3 and 4. The arrows indicate the evolution of the function $u(τ) = s_0(τ) + s_1(τ)1_{[x_1,1]}$ in case a), and $u(τ) = s_0(τ) + s_1(τ)1_{[-δ,1]} + s_2(τ)1_{[δ,1]}$ in case b).

The proof is based on two lemmata.

**Lemma 6.2.** Let $w ∈ P_{\text{fin}}(I)$, $w = σ_0 + \sum_{h=1}^{M} σ_h 1_{[y_h,β]}$. Let $κ ∈ ]0,1[$. Then we can find $δ_κ > 0$ such that the conditions

\[
(6.2) \quad u ∈ P_{\text{fin}} , \quad u = s_0 + \sum_{j=1}^{N} s_j 1_{[x_j,β]} , \quad ∥u − w∥_2 < δ_κ , \quad |F(u) − F(w)| < δ_κ ,
\]

imply the existence of distinct indices $j_h$, $h = 1,\ldots,M$, satisfying

\[
(6.3) \quad \frac{1}{M} \sum_{h=1}^{M} |σ_h − s_{j_h}| + \sum_{j=1,\ldots,N,j \notin \{j_1,\ldots,j_M\}} |s_j| < κ σ ,
\]

where $σ := h_w = \min_h \{|σ_h|\}$.

**Proof.** We assume that $δ$ is so small that Lemma 5.7 is valid. In particular $N ≥ M$, and the points $ξ_h$, $h = 1,\ldots,M$, are well defined as in the proof of Lemma 5.7. Define $j_h$ as follows:

\[
(6.4) \quad \begin{cases} 
ξ_{h-1} < x_{j_h} ≤ ξ_h , \\
|s_j| ≤ |s_{j_h}| \quad ∀j : ξ_{h-1} < x_j ≤ ξ_h ,
\end{cases} \quad h = 1,\ldots,M .
\]

We first prove that

\[
(6.5) \quad ∀κ ∈ ]0,1[ \quad ∃δ_κ > 0 : (6.2) \implies |σ_h − s_{j_h}| < κ σ \quad ∀h = 1,\ldots,M .
\]

We argue by contradiction. Assume that there exist $π > 0$ and a sequence $\{u^n\}$, $u^n = s^n_0 + \sum_{j=1}^{N_h} s^n_j 1_{[x^n_j,β]}$, such that

\[
(6.6) \quad \lim_{n → +∞} \left( ∥u^n − w∥_2 + |F(u^n) − F(w)| \right) = 0 ,
\]

and $|σ_h − s^n_{j_h}| ≥ π σ$ for some $h ∈ \{1,\ldots,M\}$. Possibly passing to a subsequence, we can find $κ_1 ≥ 0,\ldots,κ_M ≥ 0, \sum_{h=1}^{M} κ_h ≥ π$, such that

\[
(6.7) \quad |σ_h − s^n_{j_h}| ≥ κ_h σ \quad ∀h ∈ \{1,\ldots,M\} , \quad ∀n ∈ \mathbb{N} .
\]
For later reference, we observe that we can assume
\begin{equation}
0 < \pi \leq \sum_{h=1}^{M} \kappa_h \leq b_0, \tag{6.8}
\end{equation}
where \( b_0 \) is a given fixed number. From (5.22) and
\[ u^n(\xi_h) - u^n(\xi_h - 1) = \sum_{\xi_{h-1} < x_j \leq \xi_h} s^n_j, \quad h = 1, \ldots, M, \]
it follows
\begin{equation}
|\sigma_h| - \frac{2}{l_1^{1/2}} \|u^n - w\|_2 \leq \left| \sum_{\xi_{h-1} < x_j \leq \xi_h} s^n_j \right|, \tag{6.9}
\end{equation}
\begin{equation}
|\kappa_h\sigma - \frac{2}{l_1^{1/2}} \|u^n - w\|_2 | \leq |\sigma_h - s^n_j| - \frac{2}{l_1^{1/2}} \|u^n - w\|_2 \leq \left| \sum_{\xi_{h-1} < x_j \leq \xi_h} s^n_j - s^n_j \right|, \tag{6.10}
\end{equation}
where in (6.10) we have also used (6.7).
To each \( h \in \{1, \ldots, M\} \) such that \( \kappa_h = 0 \) we associate the inequality
\begin{equation}
|\sigma_h| - \eta \left( \frac{2}{l_1^{1/2}} \|u^n - w\|_2 \right)^r \leq \left( |\sigma_h| - \frac{2}{l_1^{1/2}} \|u^n - w\|_2 \right)^r \leq \left( |\sigma_h| - \frac{2}{l_1^{1/2}} \|u^n - w\|_2 \right)^r \leq \sum_{\xi_{h-1} < x_j \leq \xi_h} |s^n_j|^r, \tag{6.11}
\end{equation}
which follows from (6.9). Using (2.6) and the elementary inequality
\begin{equation}
B^r \leq (B - b)^r + \eta b^r, \tag{6.12}
\end{equation}
which is valid for \( 0 < b < B, 0 < \eta < 1, b < b_n \), with \( b_n \) a positive number which depends on \( \eta \), from (6.11) we deduce that, for such values of \( h \),
\begin{equation}
|\sigma_h|^r - \eta \left( \frac{2}{l_1^{1/2}} \|u^n - w\|_2 \right)^r \leq \sum_{\xi_{h-1} < x_j \leq \xi_h} |s^n_j|^r. \tag{6.13}
\end{equation}
If instead \( \kappa_h > 0 \) for some \( h \in \{1, \ldots, M\} \), denoting by \( A_h \) (resp. \( a_h \)) the left hand side of (6.9) (resp. of (6.10)) we have, for \( n \) sufficiently large and provided \( b_0 \) in (6.10) is taken sufficiently small, \( 0 < a_h < A_h/2 \). Observe that, given numbers \( 0 < a < A/2 \), the concavity of the function \( p \to p^r \) implies
\begin{equation}
\min \left\{ \sum_{i=0}^{H} p_i : H \in \mathbb{N}, H \geq 1, \sum_{i=0}^{H} p_i \geq A, \sum_{i=1}^{H} p_i \geq a, p_0 \geq \min_{i=1, \ldots, H} \{p_i\} > 0 \right\} = \min \{p_0^r + p_1^r : p_0 + p_1 = A, a \leq p_1 \leq A/2\} = (A - a)^r + a^r. \tag{6.14}
\end{equation}
From this observation and the definition of \( a_h, A_h \), we deduce
\begin{equation}
|\kappa_h - \kappa_h\sigma|^r - \eta \left( \frac{2}{l_1^{1/2}} \|u^n - w\|_2 \right)^r \leq \left( |\sigma_h| - \kappa_h\sigma \right)^r + \left( \kappa_h\sigma - \frac{2}{l_1^{1/2}} \|u^n - w\|_2 \right)^r \leq \sum_{\xi_{h-1} < x_j \leq \xi_h} |s^n_j|^r, \tag{6.15}
\end{equation}
where we have again made use of (6.12). By adding the M-equations (6.11), (6.15), we get
\begin{equation}
\sum_{h=1}^{M} |\sigma_h|^r + (1 - \eta) \sum_{h=1}^{M} (\kappa_h \sigma)^r \leq \sum_{j} |s_j|^r + \eta M \left( \frac{2}{\kappa_{\min}^2} \|u^n - w\|_2 \right)^r.
\end{equation}
Therefore, recalling that \(F(w)/\gamma_a = \sum_{h=1}^{M} |\sigma_h|^r\), we have
\begin{equation}
\gamma_a (1 - \eta) \left( \sum_{h=1}^{M} (\kappa_h \sigma)^r \right) \leq \gamma_a (1 - \eta) \sum_{h=0}^{M} (\kappa_h \sigma)^r
\end{equation}
\begin{equation}
\leq F(u^n) - F(w) + \eta M \gamma_a \left( \frac{2}{\kappa_{\min}^2} \|u^n - w\|_2 \right)^r
\end{equation}
\begin{equation}
\leq |F(u^n) - F(w)| + \eta M \gamma_a \left( \frac{2}{\kappa_{\min}^2} \|u^n - w\|_2 \right)^r,
\end{equation}
which, thanks to (6.10), contradicts the assumption that \(\sum_{h=1}^{M} \kappa_h > \eta\). This concludes the proof of (6.5).

To complete the proof we observe that
\begin{equation}
\gamma_a \left( \sum_{j=1, \ldots, N, j \notin \{j_1, \ldots, j_M\}} |s_j|^r - \sum_{h=1}^{M} (|\sigma_h|^r - |s_{j_h}|^r) \right) = F(u) - F(w).
\end{equation}
If \(|\sigma_h| - |s_{j_h}| > 0\), using (6.12) and (6.5) we can write
\begin{equation}
|\sigma_h|^r - \eta (|\sigma_h| - |s_{j_h}|)^r \leq |\sigma_h|^r - \eta (\kappa \sigma)^r \leq |s_{j_h}|.
\end{equation}
From this and (6.18) it follows
\begin{equation}
\gamma_a \left( \sum_{j=1, \ldots, N, j \notin \{j_1, \ldots, j_M\}} |s_j|^r \right) \leq \gamma_a \sum_{j=1, \ldots, N, j \notin \{j_1, \ldots, j_M\}} |s_j|^r
\end{equation}
\begin{equation}
\leq |F(u) - F(w)| + \eta M (\kappa \sigma)^r.
\end{equation}
This, together with (6.5), implies (6.2), and concludes the proof. \(\square\)

The next lemma is a generalization of inequality (6.99) and can be considered as a proof that the gradient flow defined by \(F\) has a regularizing effect. Roughly speaking, this lemma says that \(u(\tau)\) always tries to reduce its distance from a suitable defined step average of \(u(\tau)\) which is naturally regarded as a regularization of \(u(\tau)\). To state the lemma we introduce the operator \(u \in P_{\text{fin}}(I) \rightarrow z_u \in P_{\text{fin}}(I)\) defined for \(u\) sufficiently close to \(\tau\) in the sense of Lemma 6.2 so that \(j_h, h = 0, \ldots, M\) are well defined:
\begin{equation}
z_{u} := \tilde{\sigma}_0 + \sum_{h=1}^{M} \tilde{\sigma}_h 1_{[x_{j_h}, \beta]}, \quad \sum_{h=0}^{h} \tilde{\sigma}_h := \frac{1}{x_{j_{h+1}} - x_{j_h}} \int_{x_{j_h}}^{x_{j_{h+1}}} u \, dx, \quad h = 0, \ldots, M, \quad x_{j_0} := \alpha, x_{j_{M+1}} := \beta.
\end{equation}
In the following lemma the function \(u\) denotes the minimizing movement starting at time zero from a given initial datum in \(P_{\text{fin}}(I)\), and the derivatives in (6.20), (6.21) below are computed at \(\tau = 0\).
Lemma 6.3. Let $u = s_0 + \sum_{j=1}^{N} s_j 1_{[x_j, \beta_j]} \in P_{\text{fin}}(I)$ be in a neighbourhood of $w$ as in (6.2). Then

\begin{equation}
\frac{d}{dt} \frac{1}{2} \| u - z_u \|^2 \leq - \sum_{j=1,\ldots,N, j \neq j_h, h=1,\ldots,M} s_j (q_j - \tilde{q}_j^h),
\end{equation}

where

\begin{equation}
\begin{cases}
q_l := e^l(s_l) \frac{s_l}{|s_l|}, & 0 < l \leq N, \\
q_0 = q_{N+1} = q_{j_0 + 1} = 0,
\end{cases}
\end{equation}

and

\begin{equation}
\tilde{q}_j^h = q_{j_h} - q_{j_h+1} + \frac{1}{x_{j_h+1} - x_{j_h}} [(x_{j_h+1} - x_j) q_{j_h} + (x_j - x_{j_h}) q_{j_h+1}],
\end{equation}

Moreover, given $\lambda \in [0, 1]$, if $\kappa$ in Lemma 6.2 is sufficiently small, we have

\begin{equation}
|\tilde{q}_j^h| < \lambda q_j, \quad \forall j
\end{equation}

and

\begin{equation}
\frac{d}{dt} \frac{1}{2} \| u - z_u \|^2 \leq -C \| u - z_u \|^2,
\end{equation}

with $C = \gamma a r^{1 - \lambda} |I|^{-1/2}$.

Proof. Set for simplicity $z := u$ and $z_h$ the constant value (in space) of $z|_{x_{j_h}, x_{j_h+1}}$, and observe that $\dot{z} = \dot{u}$. We compute

\begin{equation}
\frac{1}{2} \frac{d}{dt} \| u - z \|^2 = \langle u - z, \dot{u} - \dot{z} \rangle = \langle u, \dot{u} \rangle - \langle z, \dot{z} \rangle,
\end{equation}

where $\langle \cdot, \cdot \rangle$ is the $L^2(I)$-scalar product, and we have used the following facts:

\begin{equation}
\langle z, \dot{u} \rangle = \sum_{h=0}^{M} \int_{x_{j_h}}^{x_{j_h+1}} z \dot{u} \, dx = \sum_{h=0}^{M} z_h \frac{d}{dt} \int_{x_{j_h}}^{x_{j_h+1}} u \, dx
\end{equation}

\begin{equation}
= \sum_{h=0}^{M} z_h \dot{z}_h (x_{j_h+1} - x_{j_h}) = \langle z, \dot{z} \rangle,
\end{equation}

and

\begin{equation}\begin{aligned}
\langle u, \dot{z} \rangle &= \sum_{h=0}^{M} \int_{x_{j_h}}^{x_{j_h+1}} u \dot{z}_h \, dx = \sum_{h=0}^{M} z_h \dot{z}_h (x_{j_h+1} - x_{j_h}) = \langle z, \dot{z} \rangle.
\end{aligned}\end{equation}

Observe now that (5.40) can be rewritten as

\begin{equation}
\sum_{j=0}^{l} \delta_j = \frac{1}{x_{l+1} - x_l} (q_{l+1} - q_l), \quad l = 0, \ldots, N,
\end{equation}
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where we adopt the notation in (6.21), with \(x_0 := \alpha, x_{N+1} = \beta\), and we set \(j_0 := 0, j_{M+1} := N + 1\). Since, for \(h = 0, \ldots, M\),

\[
\begin{aligned}
  z &= \frac{1}{x_{j_{h+1}} - x_{j_h}} \sum_{i=0}^{j_{h+1} - j_h - 1} (x_{j_h+i+1} - x_{j_h+i}) \sum_{j=0}^{j_h+i} s_j, \\
  \dot{z} &= \frac{1}{x_{j_{h+1}} - x_{j_h}} \sum_{i=0}^{j_{h+1} - j_h - 1} (x_{j_h+i+1} - x_{j_h+i}) \sum_{j=0}^{j_h+i} \dot{s}_j,
\end{aligned}
\]

from (6.28) it follows

\[
\begin{aligned}
  \dot{z} &= \frac{1}{x_{j_{h+1}} - x_{j_h}} \sum_{i=0}^{j_{h+1} - j_h - 1} (q_{j_h+i+1} - q_{j_h+i}) \\
  &= \frac{1}{x_{j_{h+1}} - x_{j_h}} (q_{j_h+1} - q_{j_h}),
\end{aligned}
\]

on \([x_{j_h}, x_{j_{h+1}}]\).

Therefore

\[
\langle z, \dot{z} \rangle = \sum_{h=0}^{M} (x_{j_{h+1}} - x_{j_h}) z_h \dot{z}_h
\]

\[
= \sum_{h=0}^{M} \sum_{i=0}^{j_{h+1} - j_h - 1} (q_{j_h+i+1} - q_{j_h+i}) \frac{x_{j_{h+1}+i} - x_{j_h+i}}{x_{j_{h+1}} - x_{j_h}} \sum_{j=0}^{j_h+i} s_j
\]

\[
+ \sum_{h=0}^{M} \sum_{i=1}^{j_{h+1} - j_h - 1} (q_{j_h+i} - q_{j_h+i}) \frac{x_{j_{h+1}+i} - x_{j_h+i}}{x_{j_{h+1}} - x_{j_h}} \sum_{j=j_{h+1}}^{j_h+i} s_j =: A + B.
\]

If we set

\[
\sum_{j=j_{h+1}}^{j_{h+1}-1} s_j = \bar{s}_k
\]

we can write

\[
\sum_{j=0}^{j_h} s_j = \sum_{k=0}^{h} s_{j_k} + \sum_{k=0}^{h-1} \bar{s}_k.
\]

Using this we rewrite \(A\) in the form \(A = A_1 + A_2\) where

\[
A_1 = \sum_{h=0}^{M} \frac{(q_{j_{h+1}} - q_{j_h})}{x_{j_{h+1}} - x_{j_h}} \sum_{i=0}^{j_{h+1} - j_h - 1} (x_{j_h+i+1} - x_{j_h+i}) \sum_{k=0}^{h} s_{j_k}
\]

\[
= \sum_{h=0}^{M} \frac{(q_{j_{h+1}} - q_{j_h})}{x_{j_{h+1}} - x_{j_h}} \sum_{k=0}^{h} q_{j_h} \sum_{k=0}^{h-1} s_{j_k} - \sum_{h=0}^{M} \frac{q_{j_{h+1}}}{x_{j_{h+1}} - x_{j_h}} \sum_{k=0}^{h} s_{j_k}
\]

\[
= q_{j_{M+1}} \sum_{k=0}^{h-1} s_{j_k} - \sum_{h=1}^{M} q_{j_h} \sum_{k=0}^{h} s_{j_k} = M \sum_{h=1}^{M+1} s_{j_h} - \sum_{h=1}^{M} q_{j_h} \sum_{k=0}^{h} s_{j_k}
\]

where we have used \(q_{j_0} = q_{j_{M+1}} = 0\). The term \(A_2\) has the same algebraic structure as \(A_1\) with \(\bar{s}_k\) replacing \(s_{j_k}\). Hence

\[
A_2 = -\sum_{h=1}^{M} \bar{s}_{h-1} q_{j_h} = -\sum_{h=1}^{M} \sum_{j=j_{h-1}+1}^{j_{h+1}-1} s_{j} q_{j_h} = -\sum_{h=0}^{M-1} \sum_{j=j_{h+1}}^{j_{h+1}+1} s_{j} q_{j_h}.
\]
In order to derive a useful expression for $B$ we use the formula
\begin{equation}
\sum_{i=1}^{j_{h+1}-j_h-1} \sum_{j=j_h+1}^{j_{h+1}-1} i = \sum_{j=j_h+1}^{j_{h+1}-1} \sum_{i=j-j_h}^{j_{h+1}-j_h-1} ;
\end{equation}
see Figure 7.

From this observation it follows
\begin{equation}
B = \sum_{h=0}^{M} (q_{j_{h+1}} - q_{j_h}) \sum_{j=j_h+1}^{j_{h+1}-1} s_j \sum_{i=j-j_h}^{j_{h+1}-j_h-1} x_{j_{h+1}+i} - x_{j_h+i} x_{j_{h+1}} - x_{j_h}.
\end{equation}

From (6.30), (6.32) we get (using again that $q_{j_0} = 0 = q_{j_M}$)
\begin{equation}
A_2 + B = - \sum_{h=0}^{M} \sum_{j=j_h+1}^{j_{h+1}-1} s_j \left[ q_{j_h} + (q_{j_h} - q_{j_{h+1}}) \sum_{i=j-j_h}^{j_{h+1}-j_h-1} \frac{x_{j_{h+1}+i} - x_{j_h+i}}{x_{j_{h+1}} - x_{j_h}} \right]
\end{equation}
\begin{equation}
= - \sum_{h=0}^{M} \sum_{j=j_h+1}^{j_{h+1}-1} s_j \tilde{q}_j^h,
\end{equation}
where we have set, for $j \notin \{j_h : h = 0, \ldots, M\}$,
\begin{equation}
\tilde{q}_j^h := q_{j_h} + (q_{j_h} - q_{j_{h+1}}) \sum_{i=j-j_h}^{j_{h+1}-j_h-1} \frac{x_{j_{h+1}+i} - x_{j_h+i}}{x_{j_{h+1}} - x_{j_h}},
\end{equation}
which turns out to be equal to (6.22). We conclude that
\begin{equation}
\langle z, \dot{z} \rangle = - \sum_{h=1}^{M} s_{j_h} q_{j_h} - \sum_{h=0}^{M} \sum_{j=j_h+1}^{j_{h+1}-1} s_j \tilde{q}_j^h.
\end{equation}
From (6.33) and $\langle u, \dot{u} \rangle = - \sum_{j=1}^{M} s_j q_j = - \sum_{h=1}^{M} s_{j_h} q_{j_h} - \sum_{h=0}^{M} \sum_{j=j_h+1}^{j_{h+1}-1} s_j q_j$ (see (6.39)) we get
\begin{equation}
\frac{1}{2} \frac{d}{dt} \|u - z\|^2 = - \sum_{h=0}^{M} \sum_{j=j_h+1}^{j_{h+1}-1} s_j (q_j - \tilde{q}_j^h) = - \sum_{j=1, \ldots, N, j \neq j_h, h=0, \ldots, M} s_j (q_j - \tilde{q}_j^h),
\end{equation}
and this proves (6.20).
Assume now that there is a constant $0 < \lambda < 1$ such that (6.23) holds. Then from (6.34) and (6.21) it follows
\begin{equation}
(6.35) \quad \frac{d}{dt} \|u - z\|_2^2 \leq -\gamma_0 (1 - \lambda) \sum_{j=1, N, \neq j_h, h=0, \ldots, M} |s_j|^r.
\end{equation}

Define
\begin{equation}
(6.36) \quad \omega = \omega_u := s_0 + \sum_{h=1}^M s_{j_h} \delta_{x_{j_h}, \beta_i}.
\end{equation}

It follows
\begin{equation}
(6.37) \quad \|u - \omega\|_2 \leq |I|^{1/2} \sum_{j=1, N, \neq j_h, h=0, \ldots, M} |s_j| \leq |I|^{1/2} \left( \sum_{j=1, N, \neq j_h, h=0, \ldots, M} |s_j|^r \right)^{1/r}.
\end{equation}

Similarly from (6.29) it follows, for $x_{j_h} \leq x < x_{j_h+1}$,
\begin{equation}
(6.38) \quad z(x) = \frac{1}{x_{j_h+1} - x_{j_h}} \sum_{h=0}^{j_h+1 - j_h-1} \left( x_{j_h+1+i} - x_{j_h+i} \right) \left( \sum_{k=0}^h s_{j_k} + \sum_{j=0, j \neq j_h, h=0, \ldots, h} s_j \right)
= \sum_{k=0}^h s_{j_k} + \frac{1}{x_{j_h+1} - x_{j_h}} \sum_{h=0}^{j_h+1 - j_h-1} \left( x_{j_h+1+i} - x_{j_h+i} \right) \sum_{j=0, j \neq j_h, h=0, \ldots, h} s_j.
\end{equation}

Using (6.38) and the definition (6.36) of $\omega$ it follows
\begin{equation}
(6.39) \quad \|z - \omega\|_2 \leq |I|^{1/2} \sum_{j=1, N, \neq j_h, h=0, \ldots, M} |s_j| \leq |I|^{1/2} \left( \sum_{j=1, N, \neq j_h, h=0, \ldots, M} |s_j|^r \right)^{1/r}.
\end{equation}

From (6.37) and (6.39) it follows
\begin{equation}
(6.40) \quad \|u - z\|_2^2 \leq 2^r |I|^r/2 \sum_{j=1, N, \neq j_h, h=0, \ldots, M} |s_j|^r.
\end{equation}

From (6.40) and (6.35) we derive
\begin{equation}
\frac{d}{dt} \|u - z\|_2^2 \leq -\gamma_0 \frac{r(1 - \lambda)}{2^r |I|^r/2} \|u - z\|_2^2,
\end{equation}
which is (6.24).

To conclude the proof it remains to show that we can assume inequality (6.23). From the definition (6.21) of $q_i$ it follows that, if $\kappa$ is the number in Lemma 6.2, then, recalling (6.3),
\begin{equation}
(6.41) \quad \frac{|q_{j_h}|}{|q_j|} = \left( \frac{|s_j|}{|s_{j_h}|} \right)^{1-r} \leq \left( \frac{\kappa \sigma}{|\sigma_h - \kappa \sigma|} \right)^{1-r} \leq (2\kappa)^{1-r}, \quad j \neq j_h, h = 0, \ldots, M.
\end{equation}

Therefore, from the expression (6.22) of $\tilde{q}_j^h$ it follows
\begin{equation}
(6.42) \quad |\tilde{q}_j^h| \leq 3 \max_h |q_{j_h}| \leq 3(2\kappa)^{1-r} |q_j|, \quad j \neq j_h, h = 0, \ldots, M.
\end{equation}

This shows that, by taking $\kappa$ such that $3(2\kappa)^{1-r} < \lambda$, we can satisfy condition (6.21). This concludes the proof of the lemma. \qed
We are now in a position to prove Theorem 6.1. Set \( \overline{\tau} = \overline{\tau}_0 + \sum_{h=1}^M \overline{\tau}_h 1_{|y_h|, \beta|} \) and \( \overline{\tau} := \min_h |\overline{\tau}_h| \). Define
\[
W := \{ u \in \mathcal{P}_{\text{fin}}(I) : \mathcal{H}^0(J_u) = \mathcal{H}^0(J_{\overline{\tau}}) \}.
\]
From Theorem 5.4 and the general theory of ODEs, it follows that given \( \varepsilon > 0 \) there exists an \( L^2 \)-neighbourhood \( W_\varepsilon \subset W \) of \( \overline{\tau} \) such that, for each choice of \( \overline{\tau}_i \in W_\varepsilon, i = 1, 2 \), the minimizing movements \( w_i(\tau) \) starting from \( \overline{\tau}_i \) satisfy
\[
\| u_1(\tau) - u_2(\tau) \|_2 < \varepsilon, \quad \tau \in [0, +\infty[.
\]
The main point in the proof is to show (see Figure 8) that if \( \tau \in V_\delta := \{ u \in \mathcal{P}_{\text{fin}}(I) : \| u - \overline{\tau} \|_2 < \delta, \ |\mathcal{F}(u) - \mathcal{F}(\overline{\tau})| < \delta \} \), and \( 0 < \delta \leq \delta_\varepsilon \) for some \( \delta_\varepsilon > 0 \), then there exists \( \tau > 0 \) such that
\[
\begin{align*}
\| v(\tau) - u(\tau) \|_2 &< \varepsilon, \quad \forall \tau \in [0, \overline{\tau}], \\
v(\tau), u(\tau) &\in W_\varepsilon.
\end{align*}
\]
Once this is proved, to conclude the proof it suffices to identify \( v(\tau), u(\tau) \) with \( \overline{\tau}_1, \overline{\tau}_2 \) and \( v(\tau + s), u(\tau + s) \) with \( w_1(s), w_2(s) \).

On the basis of Lemmata (6.2) and (6.3) there exist \( \delta > 0 \) and a function \( \delta : [0, \delta] \rightarrow \kappa_\delta > 0 \), with \( \lim_{\delta \rightarrow 0^+} \kappa_\delta = 0 \), such that
\[
\begin{align*}
\kappa_\delta > 0, \qquad \| u - z_u \|_2 &+ \| u - \omega_u \|_2 + \| \overline{\tau} - z_u \|_2 + \| \overline{\tau} - \omega_u \|_2 = O(\kappa_\delta \delta) = O(\delta),
\end{align*}
\]
where \( O : [0, \delta] \rightarrow [0, +\infty] \) denotes a function such that \( \lim_{\delta \rightarrow 0^+} \kappa_\delta \delta = 0 \).

Moreover we can assume that \( \delta \) is sufficiently small to ensure that (6.23) and (6.24) hold for any \( u \in V_\overline{\tau} \).
Claim 1. There exist \( \tau_1 > 0 \) and \( \delta_1 \in ]0, \delta/2[ \) such that

\[
(6.45) \quad v(\tau) \in V_\tau \quad \forall \tau \in [0, \tau_1], \quad \forall \nu \in V_{\delta_1/2}.
\]

Thanks to the semicontinuity of \( \mathcal{F} \) we can fix \( \delta_1 > 0 \) such that

\[
(6.46) \quad \| u - \nu \|_2 < \delta_1 \implies \mathcal{F}(u) \geq \mathcal{F}(\nu) - \frac{\overline{\sigma}}{2}.
\]

We have

\[
\| v(\tau) - \nu \|_2 \leq \int_0^\tau \| \dot{v}(t) \|_2 \, dt \leq \tau^{1/2} \left( \int_0^\tau \| \dot{v}(t) \|_2^2 \, dt \right)^{1/2} \leq \tau^{1/2} \mathcal{F}(v(\tau)) - \mathcal{F}(\nu)^{1/2} \leq \tau^{1/2} \left( \mathcal{F}(\nu) + \frac{\delta_1}{2} \right)^{1/2},
\]

where the last inequality follows from the assumption \( \nu \in V_{\delta_1/2} \). Therefore

\[
(6.47) \quad \| v(\tau) - v(\cdot) \|_2 \leq \| v(\tau) - \nu \|_2 + \| \nu - v(\cdot) \|_2 \leq \frac{\delta_1}{2} + \tau^{1/2} \left( \mathcal{F}(\nu) + \frac{\delta_1}{2} \right)^{1/2} < \delta_1, \quad \forall \tau \in [0, \tau_1],
\]

where \( \tau_1 = \frac{\delta_1^2}{2 \mathcal{F}(\nu) + \delta_1} \). From (6.46) and (6.47) we derive \( \mathcal{F}(v(\tau)) \geq \mathcal{F}(\nu) - \frac{\overline{\sigma}}{2} \) and \( \mathcal{F}(\nu) \geq \mathcal{F}(v(\tau)) \), both together imply

\[
(6.48) \quad \| \mathcal{F}(v(\tau)) - \mathcal{F}(\nu) \| < \frac{\delta_1}{2} + \frac{\overline{\sigma}}{2} < \delta,
\]

\( \forall \tau \in [0, \tau_1] \).

From this and (6.47) the claim follows.

Claim 2. There exist \( \delta \in ]0, \delta/2[ \) and \( \tau_5 > 0, \tau_5 = O(\delta_1) \), such that

\[
(6.49) \quad \forall \nu \in V_{\delta} \quad \exists \tau \in [0, \tau_5] : \quad v(\tau) = z_{v(\nu)} = \omega_{v(\nu)}.
\]

From the previous part of the proof and (6.24) it follows

\[
(6.50) \quad \frac{d}{d\tau} \| v(\tau) - z_{v(\nu)} \|_2^2 \leq -C \| v(\tau) - z_{v(\nu)} \|_2^2 r/2 \quad \forall \tau \in [0, \tau_1], \quad \nu \in V_{\delta_1/2}.
\]

Let \( \delta \in ]0, \delta_1/2[ \) be chosen in such a way that

\[
(6.51) \quad \| \nu - z_{\nu} \| \leq O(\delta) \leq \left( \frac{C(2 - r)}{2} \tau_1 \right)^{\frac{2}{2-r}}.
\]

Then (6.50) and \( \| \nu - \nu \|_2 \leq \delta \) imply

\[
\| v(\tau) - z_{v(\nu)} \|_2^2 \leq \left( \| \nu - z_{\nu} \|_2^2 - C \frac{(2 - r)}{2} \right)^{\frac{2}{2-r}} \leq \left( \frac{C(2 - r)}{2} \left( \frac{\tau_1}{2} - \tau \right) \right)^{\frac{2}{2-r}}, \quad \forall \tau \in [0, \tau_1/2].
\]

It follows that there exists \( 0 \leq \tau \leq \frac{\tau_1}{2} \) such that \( \| v(\tau) - z_{v(\nu)} \|_2 = 0 \). From this and the expression of \( \tau_1 \) the claim follows with \( \tau_5 = \frac{\tau_1}{2} \).

From

\[
(6.52) \quad \| u(\tau) - \nu \|_2 = O(\tau) = O(\delta_1), \quad \tau \in [0, \tau_1],
\]

(6.47) and (6.49) it follows

\[
(6.53) \quad u(\tau), \nu(\tau) \in W_{O(\delta_1)}.
\]
From (6.47) and (5.52) we also get
\[ \|u(\tau) - v(\tau)\|_2 = O(\delta_1), \quad \forall \tau \in [0, \tau]. \]

Therefore there exists \( \delta_{1, \varepsilon} > 0 \) such that \( \delta_1 = \delta_{1, \varepsilon} \) in (6.53), (6.54) implies (6.43).
This concludes the proof of the theorem if we define \( \delta_\varepsilon \) by (6.51) with \( \delta_1 = \delta_{1, \varepsilon} \) and \( \tau_1 \) defined as in (6.47) with \( \delta_1 = \delta_{1, \varepsilon} \). \( \square \)

7. Weak solutions starting from \( \overline{\pi} \) with infinite jump points

Our main result in this section is Theorem 7.4 below, where we consider initial data \( \overline{\pi} \in \text{Dom}(\mathcal{F}) \) allowed to have an infinite number of jump points. In this situation we can still associate to \( \overline{\pi} \) a minimizing movement, but we cannot claim uniqueness. To state and prove Theorem 7.4 we need the notions of generalized minimizing movement [22] and descending slope [25, 38, 3].

Definition 7.1. Let \( \overline{\pi} \in L^2(I) \) and let \( \mathcal{G} \) be as in (6.7). We say that \( u : [0, +\infty[ \to L^2(I) \) is a generalized minimizing movement associated with \( \mathcal{F} \) starting from \( \overline{\pi} \) if there exists a sequence \( \{\lambda_i\} \subset ]1, +\infty[ \) and a sequence \( w_i : \mathbb{N} \cup \{0\} \to L^2(I) \) of functions such that \( w_i(0) = \overline{\pi} \) for all \( i \) and
\[
\begin{align*}
(\text{i}) & \quad \lim_{i \to +\infty} \lambda_i = +\infty; \\
(\text{ii}) & \quad \text{for each } i \in \mathbb{N} \text{ and } k \in \mathbb{N} \cup \{0\}: \\
(\text{iii}) & \quad \lim_{i \to +\infty} w_i(\lambda_i k) = u(\tau) \text{ in } L^2(I) \text{ for any } \tau \in [0, +\infty[. \\
\end{align*}
\]

Definition 7.2. Given \( v \in \text{Dom}(\mathcal{F}) \) we define the descending slope of \( \mathcal{F} \) at \( v \) as
\[
|\partial^- \mathcal{F}|(v) := \lim_{\|w - v\|_2 \to 0} \sup_{\|w - v\|_2} \left( \mathcal{F}(v) - \mathcal{F}(w), 0 \right)^+, \\
\text{where } a^+ := \max(a, 0).
\]
We also set
\[
|\partial^- \mathcal{F}|(v) := \inf \left\{ \liminf_{h \to +\infty} |\partial^- \mathcal{F}|(u_h) : u_h \rightharpoonup v \right\}, \quad v \in \text{Dom}(\mathcal{F}),
\]
the relaxed descending slope of \( \mathcal{F} \).

Remark 7.3. If \( \overline{\pi} \in \text{Dom}(\mathcal{F}) \) and \( u \) is a generalized minimizing movement starting from \( \overline{\pi} \), then \( \mathcal{F}(u(\tau)) \leq \mathcal{F}(\overline{\pi}) \) for any \( \tau \geq 0 \), and if \( \overline{\pi} \in L^\infty(I) \), then \( \|u(\tau)\|_\infty \leq \|\overline{\pi}\|_\infty \). If \( \overline{\pi} \in P_{\text{fin}}(I) \), then the generalized minimizing movement starting from \( \overline{\pi} \) is unique and coincides with the minimizing movement (starting from \( \overline{\pi} \)) considered in Section 5.

Theorem 7.4. Let \( \overline{\pi} \in \text{Dom}(\mathcal{F}) \). Then
\begin{enumerate}
\item there exists one generalized minimizing movement \( u \) starting from \( \overline{\pi} \).
\item The map \( \tau \in [0, +\infty[ \to u(\tau) \in L^2(I) \) is absolutely continuous and its metric derivative \( |u'|(\tau)| := \lim_{h \to 0} \frac{|u(\tau + h) - u(\tau)|_2}{|h|} \) belongs to \( L^2([0, +\infty[) \).
\item There exists a nonincreasing function \( g : [0, +\infty[ \to \mathbb{R} \) such that
\[
\frac{1}{2} \int_{\tau_1}^{\tau_2} (|u'|(\tau))^2 \, d\tau + \frac{1}{2} \int_{\tau_1}^{\tau_2} (|\partial^- \mathcal{F}|(u(\tau)))^2 \, d\tau \leq g(\tau_1) - g(\tau_2), \quad [\tau_1, \tau_2] \subset [0, +\infty[.
\end{enumerate}
(iv) For every $\tau > 0$ we have $\mathcal{H}^0(J_{u(\tau)}) < +\infty$. More precisely

$$\mathcal{H}^0(J_{u(\tau)}) < n \quad \forall \tau \in ]\tau_n, +\infty[, \quad \forall n \in \mathbb{N},$$

where

$$\tau_n := \frac{C_{\pi}}{\eta^{2(1-\tau)}}, \quad C_{\pi} = \frac{2|I|^4}{r^2 \gamma_a^2 (\mathcal{F}(\pi))^{2\pi}}.$$

Proof. Assertions (i), (ii) and (iii) are a consequence of Proposition 5.3 and [3, Teorema 2.4]. To prove (iv) we need a careful analysis of $|\partial^- \mathcal{F}|$, that we perform in the next two lemmata.

In the following lemma we show that the domain of the relaxed descending slope coincides with $\mathcal{P}_{\text{fin}}(I)$.

Lemma 7.5. We have

$$|\partial^- \mathcal{F}|(u) = +\infty \quad \forall u \in \text{Dom}(\mathcal{F}) \setminus \mathcal{P}_{\text{fin}}(I).$$

Proof. We first prove that

$$|\partial \mathcal{F}|(u) = +\infty \quad \forall u \in \text{Dom}(\mathcal{F}) \setminus \mathcal{P}_{\text{fin}}(I).$$

Given $u \in \text{Dom}(\mathcal{F}) \setminus \mathcal{P}_{\text{fin}}(I)$, write

$$u(x) = s_0 + \sum_{i \in \mathbb{N}, x_i \in J_u} s_i 1_{[x_i - \beta]}(x),$$

with $0 < |s_{i+1}| \leq |s_i|$ for all $i \in \mathbb{N}$; since $u \in \text{Dom}(\mathcal{F})$ we have $\sum_{i \in \mathbb{N}} |s_i|^r < +\infty$. For $t > 0$ and $N \in \mathbb{N}$ define

$$\varphi^N_i := \begin{cases} -\frac{|s_N|^r}{t} \text{sign}(s_i)|s_i|^{1-r} & \text{if } i \in \{1, \ldots, N\}, \\ 0 & \text{if } i > N, \end{cases}$$

and set

$$\varphi^N(x) := \sum_{i \in \mathbb{N}, x_i \in J_u} \varphi^N_i 1_{[x_i - \beta]}(x)$$

for $x \in I$, and $\varphi^N_0 := 0$. Observe that $0 < t|\varphi^N_i| \leq |s_i|$ for all $i \in \{1, \ldots, N\}$. Using also the fact that $|s_i + t\varphi^N_i| = |s_i| - t|\varphi^N_i| = |s_i| - t|\varphi^N_i|$ and the concavity of the function $\xi \in [0, +\infty[ \to \xi^r$, we have

$$\mathcal{F}(u) - \mathcal{F}(u + t\varphi^N) = \gamma_a \sum_{i=1}^N (|s_i|^r - |s_i + t\varphi^N_i|^r)$$

$$= \gamma_a \sum_{i=1}^N (|s_i|^r - (|s_i| - t|\varphi^N_i|)^r) \geq \gamma_a rt \sum_{i=1}^N |\varphi^N_i||s_i|^{r-1}$$

$$= \gamma_a r|s_N|^r \sum_{i=1}^N |s_i|^{1-r+r-1} = \gamma_a r N|s_N|^r.$$
Moreover, by Hölder’s inequality applied with \( p := (1 - r)^{-1} \) and \( q = 1/r \), we have
\[
\frac{||\varphi_N||_2}{|I|^{1/2}} \leq ||\varphi_N||_\infty \leq \sum_{i=1}^{N} |\varphi_i| \leq N^r \left( \sum_{i=1}^{N} |\varphi_i|^{|1/(1-r)|} \right)^{1-r} = N^r |s_N|^r \left( \sum_{i=1}^{N} |s_i| \right)^{1-r}.
\]
(7.8)

From (7.1) and (7.8) we deduce
\[
\frac{\mathcal{F}(u) - \mathcal{F}(u + t\varphi_N)}{t||\varphi_N||_2} \geq \frac{\gamma_a r}{(\sum_{i=1}^{N} |s_i|)^{1-r}} N^{1-r}.
\]
(7.9)

Recalling (2.6) we have \( \sum_{i=1}^{N} |s_i| \leq \left( \frac{\mathcal{F}(u)}{\gamma_a} \right)^{1/r} \). Therefore
\[
\frac{\mathcal{F}(u) - \mathcal{F}(u + t\varphi_N)}{t||\varphi_N||_2} \geq C N^{1-r},
\]
which implies
\[
|\partial \mathcal{F}|(u) \geq C N^{1-r} \quad N \in \mathbb{N},
\]
with
\[
C := \frac{r^{-1/r}}{(\mathcal{F}(u))^{1/r} |I|^{1/2}},
\]
and (7.5) follows.

We now prove (7.4). Let \( \{u_h\} \subset \text{Dom}(\mathcal{F}) \) be a sequence converging to \( u \) in \( L^2(I) \); we can assume that \( \mathcal{F}(u_h) \leq \mathcal{F}(u) \) for all \( h \in \mathbb{N} \). Write
\[
u_h = s_h^0 + \sum_{x_i \in J_{u_h}} s_h^{1_i} 1_{[x_i, \beta]}.
\]
Fix \( N \in \mathbb{N} \). Since \( \mathcal{H}^0(J_u) = +\infty \) it follows that there exists \( h_N \) such that \( \mathcal{H}^0(J_{u_h}) > N \) for all \( h > h_N \). Let \( \varphi_N^h := \sum_i \varphi_N^i 1_{[x_i, \beta]} \), where \( h > h_N \), \( \varphi_N^{i_h} \) are defined as in (7.8) with \( s_N^h \) and \( s_i^h \) in place of \( s_N \) and \( s_i \) respectively. Using (7.10) we have
\[
\frac{\mathcal{F}(u_h) - \mathcal{F}(u_h + t\varphi_N^h)}{t||\varphi_N^h||_2} \geq C_h N^{1-r}, \quad h > h_N,
\]
(7.13)

where \( C_h \) is defined as \( C \) with \( \mathcal{F}(u_h) \) replacing \( \mathcal{F}(u) \). Recalling now that \( \sup_h \mathcal{F}(u_h) \leq \mathcal{F}(u) \), we deduce \( C_h \geq C \) for all \( h \). Hence (7.13) implies \( |\partial \mathcal{F}|(u_h) \geq C N^{1-r} \) for all \( h > h_N \). Therefore \( \liminf_{h \to +\infty} |\partial \mathcal{F}|(u_h) \geq C N^{1-r} \). Since \( \{u_h\} \) is an arbitrary sequence converging to \( u \), it follows that
\[
|\partial^{-} \mathcal{F}|(u) \geq C N^{1-r}.
\]
(7.14)

Since \( N \) is arbitrary, (7.4) follows. \( \square \)

Remark 7.6. From Theorem 7.4 (iii) we deduce that \( \mathcal{H}^0(J_{u[\tau]}) < +\infty \) for almost every \( \tau \in [0, +\infty[. \) Indeed, if by contradiction \( \mathcal{H}^0(J_{u[\tau]}) = +\infty \) for \( \tau \) in a set of positive measure in \([0, +\infty[\), then from Lemma 7.5 we obtain that the second integral on the left hand side of (7.2) is \( +\infty \) for some time interval \([\tau_1, \tau_2] \), thus contradicting (7.2) itself.
The following lemma shows that, if \( u \in P_{\text{fin}}(I) \), then \(|\partial^- F|(u)\) coincides with the \(L^2(I)\)-norm of the gradient (at \( u \)) of the restriction \( \bar{F} \) of \( F \) to the set of functions having the same jump points as \( u \).

**Lemma 7.7.** Let \( u = s_0 + \sum_{i=1}^N s_i [x_i, \beta_i] \in P_{\text{fin}}(I) \), \( x_0 := \alpha < x_1 < \ldots < x_N < x_{N+1} := \beta \). Then

\[
\tag{7.15}
|\partial^- F|(u) = |\partial^+ F|(u) = \|g(u)\|_2,
\]

where \( g = g_0 + \sum_{i=1}^N g_i [x_i, \beta_i] \) is defined in (5.37), (5.38) and (5.39).

**Proof.** Observe that

\[
\tag{7.16}
-|\partial F|(u) = \inf \left\{ \liminf_{t \to 0^+} \left( \frac{F(u + t \varphi) - F(u)}{t} , 0 \right) : \varphi \in \text{Dom}(F), \|\varphi\|_2 \leq 1 \right\},
\]

where \( c^- := \min(c, 0) \). We have

\[
\tag{7.17}
\frac{F(u + t \varphi) - F(u)}{t} = \frac{1}{t} \sum_{x \in J_v \setminus J_u} e_x(t|\varphi(x_+) - \varphi(x_-)|) + \frac{1}{t} \sum_{x \in J_v \cap J_u} \left[ e_x(|u(x_+) + t \varphi(x_+) - (u(x_-) + t \varphi(x_-))|) - e_x(|u(x_+) - u(x_-)|) \right].
\]

Therefore, since the lim inf as \( t \to 0^+ \) of the first term on the right hand side is \(+\infty\), in evaluating the infimum in (7.16) we can restrict the computation to consider only functions \( \varphi \) such that \( J_\varphi \subseteq J_u \). We then have

\[
\tag{7.18}
\lim_{t \to 0^+} \frac{F(u + t \varphi) - F(u)}{t} = \langle \nabla \bar{F}(u), \varphi \rangle.
\]

Finally, the equality \(|\partial^- F|(u) = |\partial^+ F|(u)\) follows from the lower semicontinuity of the right hand side of (7.15). \( \square \)

**Remark 7.8.** From (7.12), (7.14) we deduce

\[
\tag{7.19}
u \in P_{\text{fin}}(I) \implies \mathcal{H}^0(J_u) \leq C_1 (\mathcal{F}(u))^{1/r} (|\partial^- F|(u))^{\frac{1}{1-r}}
\]

where \( C_1 := \left( \frac{1}{r} \right)^{\frac{1}{1-r}} \frac{|J_v|}{J_v} \).

We are now in a position to conclude the proof of the theorem. Define \( \tau^\lambda_n := \sup\{\tau > 0 : \mathcal{H}^0(J_{w_i([\lambda, \tau])}) \geq n \} \). Then by Proposition 5.6 it follows

\[
n \leq \mathcal{H}^0(J_{w_i([\lambda, \tau])}) \quad \forall \tau \in [0, \tau^\lambda_n].
\]

Therefore by (7.19) and \( \mathcal{F}(w_i([\lambda, \tau])) \leq \mathcal{F}(\bar{u}) \) we deduce

\[
\tag{7.20}
n^{1-r} \leq C_1^{1-r} \left( \mathcal{F}(\bar{u}) \right)^{(1-r)/r} |\partial^- F|(w_i([\lambda, \tau])) \quad \forall \tau \in [0, \tau^\lambda_n].
\]

Integrating the square of (7.20) in \([0, \tau^\lambda_n]\) and recalling that

\[
\int_{\tau_n^{\lambda_n}} \left( |\partial^- F|(w_i([\lambda, \tau])) \right)^2 \, d\tau \leq 2\mathcal{F}(\bar{u})
\]

we get

\[
\tau^\lambda_n \leq \frac{2C_1^{2(1-r)} (\mathcal{F}(\bar{u}))^{\frac{2}{1-r}}}{n^{2(1-r)}} = \tau_n.
\]
Therefore
\[ \mathcal{H}^0(J_{w_i((\lambda_i,\tau))}) < n \quad \forall \tau > \tau_n, \forall i \in \mathbb{N}. \]
Then (7.3) follows from the inequality \( \mathcal{H}^0(J_{u(\tau)}) \leq \liminf_{i \to +\infty} \mathcal{H}^0(J_{w_i((\lambda_i,\tau))}) \) (see Lemma 5.7). The proof of the theorem is complete.

**Remark 7.9.** Notice that statement (iv) of Theorem 7.4 also yields upper bounds for the times \( \tau_i \) in Theorem 5.4.
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