ROTATION NUMBERS FOR RANDOM DYNAMICAL SYSTEMS 
ON THE CIRCLE

WEIGU LI AND KENING LU

ABSTRACT. In this paper, we study rotation numbers of random dynamical systems on the circle. We prove the existence of rotation numbers and the continuous dependence of rotation numbers on the systems. As an application, we prove a theorem on analytic conjugacy to a circle rotation.

1. INTRODUCTION

In this paper, we consider a class of random maps of the circle arising in the study of dynamical systems when randomness or noise is taken into account.

Let $\Omega$, $\mathcal{F}$, $P$ be a probability space and $\theta$ be a measurable $P$-measure preserving map on $\Omega$. Let $\psi : S^1 \times \Omega \to S^1$ be an orientation preserving random map of the circle, where $S^1 = \mathbb{R}/2\pi\mathbb{Z}$. This random map generates a forward random dynamical system $\Psi(n, \cdot, \omega) = \psi(\cdot, \theta^{n-1} \omega) \circ \cdots \circ \psi(\cdot, \omega)$, $n > 0$,

$I, n = 0$.

Let $\varphi(x, \omega) : \mathbb{R} \times \Omega \to \mathbb{R}$ be a lift of $\psi$,

$\psi(e^{ix}, \omega) = e^{i\varphi(x, \omega)}$,

which satisfies

(1) $\varphi(x + 2\pi, \omega) = \varphi(x, \omega) + 2\pi$; 
(2) $\varphi(x, \omega)$ is monotonic increasing with respect to $x$, i.e.,

$\varphi(x, \omega) \geq \varphi(y, \omega)$, for $x \geq y$.

We use $\phi(n, \omega)x$ to denote the random dynamical system generated by $\varphi$. A random map $\varphi$ is called a continuous random map if $\varphi(x, \omega)$ is continuous in $x$ for each fixed $\omega \in \Omega$.

We assume that

(3) $\varphi(x, \cdot) \in L^1(\Omega, \mathcal{F}, P)$.
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It is enough to assume that $\varphi$ is continuous in $x$ almost surely in $\omega$.
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Let \( L^1(\Omega, M(S^1)) \) denote the set of random maps \( \varphi(x, \omega) \) of the circle satisfying the above conditions (1), (2), and (3). We introduce a metric in \( L^1(\Omega, M(S^1)) \) as follows:

\[
d(\phi_1, \phi_2) = \int_{\Omega} \sup_{x \in \mathbb{R}} |\phi_1(x) - \phi_2(x)| \, d\mathbb{P}.
\]

Denote by \( L^1(\Omega, H(S^1)) \) the subset of \( L^1(\Omega, M(S^1)) \) of the continuous random maps.

Our main results can be summarized as

**Theorem A.** Let \( \varphi \in L^1(\Omega, M(S^1)) \). Then,

(i) **Existence of rotation number:** There exists a forward \( \theta \)-invariant set \( \Omega \in \mathcal{F} \) of full measure and an \( L^1 \)-function \( \rho(\cdot) : \tilde{\Omega} \to \mathbb{R} \) such that

\[
\lim_{n \to \infty} \frac{\phi(n, \omega)x}{2\pi n} = \rho(\omega), \quad \text{for all } x \in \mathbb{R}, \ \omega \in \tilde{\Omega},
\]

and \( \rho(\theta^n \omega) = \rho(\omega) \), for all \( n \in \mathbb{N} \), \( \rho(\omega) \) is constant when \( \theta \) is ergodic, and where \( \phi(n, \omega)x \) is the random dynamical system generated by \( \varphi \).

(ii) **Continuous dependence:**

\[
\rho : L^1(\Omega, H(S^1)) \to L^1(\Omega, \mathcal{F}, \mathbb{P}) : \varphi \mapsto \rho(\omega).
\]

is continuous

(iii) **Compact metric space:** If, in addition, \( \Omega \) is a compact metric space, \( \varphi(x, \omega) \) and \( \theta \) are continuous, and \( \mathbb{P} \) is the unique \( \theta \)-invariant probability measure, then

\[
\lim_{n \to \infty} \frac{\phi(n, \omega)x}{2\pi n} = \rho, \quad \text{a real constant for all } x \in \mathbb{R} \text{ and all } \omega \in \Omega.
\]

(iv) **Random ODE on the circle:** Analogous results hold for random ODE’s on \( S^1 \),

\[
x' = f(x, \theta^n \omega).
\]

Theorem A is an extension of the classical results on rotation numbers of orientation-preserving homeomorphisms of the circle to orientation-preserving random maps of the circle and to random ODE’s on the circle. The classical results on rotation numbers can be found in [12].

As an application of this theorem, we consider the case when \( \Omega = \mathbb{R}^{m-1}/2\pi \mathbb{Z} \) is the torus of dimension \( m-1 \) and the dynamical system \( \{\theta^n\}_{n \in \mathbb{Z}} \) on \( \Omega \) is given by

\[
\theta^n : \omega \mapsto \omega + 2n\pi \alpha,
\]

where \( \alpha \in \mathbb{R}^{m-1} \) is a given vector. We assume that

\[
\langle \alpha, k \rangle - j \neq 0, \quad \text{for all } k \in \mathbb{Z}^{m-1} \setminus \{0\}, j \in \mathbb{Z}.
\]

Then, the normalized Lebesgue measure \( \mathbb{P} \) is the unique \( \theta \)-invariant probability measure and \( \theta \) is ergodic under \( \mathbb{P} \). Let \( \varphi(x, \omega) \) be a random map of the circle in \( L^1(\Omega, M(S^1)) \). Suppose that \( \varphi(\cdot, \cdot) \) is continuous. Then, by Theorem A, the rotation number of \( \varphi \) exists and is given by

\[
\rho = \lim_{n \to \infty} \frac{\phi(n, \omega)x}{2\pi n} = \lim_{n \to \infty} \frac{1}{2\pi n} \varphi(\cdot, \theta^n-1 \omega) \circ \varphi(\cdot, \theta^n-2 \omega) \circ \cdots \circ \varphi(x, \omega), \quad \text{for all } x \in \mathbb{R}, \omega \in \Omega,
\]

which is independent of \( \omega \) and \( x \).
We denote by $U_r$ the strip region in $\mathbb{C}^m$,

$$U_r := \{ z = (z_1, z_2, \ldots, z_m) \in \mathbb{C}^m : |\text{Im} z_i| < r, i = 1, 2, \ldots, m \},$$

where $r$ is a positive number. For a holomorphic function $p(z)$ bounded in this region, we define

$$\|p\|_r = \sup_{z \in U_r} |p(z)|.$$  

For a vector valued analytic function $f(z) = (f_1(z), f_2(z), \ldots, f_m(z)) : U_r \to \mathbb{C}^m$, we define

$$\|f\|_r = \max_{1 \leq j \leq m} \|f_j\|_r.$$

Consider a perturbation of the circle rotation by $2\pi \rho$,

$$\varphi(x, \omega) = x + 2\pi \rho + p(x, \omega).$$

We have the following theorem on analytic conjugacy to a circle rotation.

**Theorem B.** Let $p(x, \omega)$ be analytic in $U_r$ and $2\pi$-periodic in each variable, real on the real axes. Assume

1. $\varphi(x, \omega) = x + 2\pi \rho + p(x, \omega)$ has the rotation number $\rho$ and
2. the vector $\mu = (\rho, \alpha)$ is of $(C, \nu)$ type, i.e.,

$$|e^{2\pi i (\mu, k)} - 1| > \frac{C}{|k|^{\nu}}, \quad |k| := |k_1| + |k_2| + \cdots + |k_m|$$

for all nonzero integer vector $k \in \mathbb{Z}^m$, where $C$ and $\nu$ are positive constants.

Then, there exists $\epsilon > 0$ depending only on $C, \nu, r$ and $m$ such that if $\|p\|_r < \epsilon$, then the random map $\varphi(\cdot, \omega)$ is analytically conjugate to the circle rotation by the angle $2\pi \rho$, i.e., there exists an analytical random transformation

$$H(\cdot, \cdot) : \mathbb{R}^m/2\pi\mathbb{Z} \to \mathbb{R}/2\pi\mathbb{Z}$$

such that

$$H(x + 2\pi \rho, \theta \omega) = \varphi(\cdot, \omega) \circ H(x, \omega).$$

When $\varphi(x, \omega)$ is independent of $\omega$, Theorem B was first proved by V. Arnold [2], [3]; see also [12]. Theorem B is also related to the classical result that a family of analytic homeomorphisms

$$y \mapsto y + \alpha + p(y), \quad \text{where } \alpha, y \in \mathbb{T}^n,$$

for most of $\alpha$, is analytically conjugate to a translation $y \mapsto y + 2\pi \mu$ if $p$ is sufficiently small.

The study of rotation numbers of homeomorphisms of the circle goes back to Poincaré and has a rich history. It plays an important role in the investigation of qualitative behavior of various dynamical systems. There is an extensive literature on this subject. We will not try to give an exhaustive list of references, but mention only some related works here. For the classical results such as the Poincaré classification theorem and the Denjoy theorem we refer to Katok and Hasselblatt [12]. For the application of rotation numbers to the spectral theory of almost periodic Schrödinger operators, see Johnson and Moser [11]. Recently, Fabbri, Johnson, and Nunez [5], [6], [7] have obtained the results on rotation numbers for non-autonomous linear Hamiltonian Systems. The rotation numbers of asymmetric equations were studied by Feng and Zhang [8]. For the rotation numbers of stochastic ODE’s, see
denote the corresponding skew product map and write \( \varphi_{h} \) and \( \varphi_{R} \) of linear processes in \( \mathbb{R}^{2} \). There is a nice survey article by Franks \cite{franks} on rotation numbers in dynamics on surfaces and their applications to the description of dynamical systems. For diffeomorphisms of the circle, there are rich results on smooth conjugacy to circle rotations; see the works of Arnold\cite{arnold}, Herman \cite{herman}, Yoccoz\cite{yoccoz}, Katznelson and Ornstein \cite{katznelson}, Sinai and Khanin \cite{sinai}, and their references therein.

We organize this paper as follows. In Section 2, we prove the main results on rotation numbers for random maps of the circle. Analogous results for random ODE’s on the circle are given in Section 3. In Section 4, we apply our main results to almost periodic ordinary differential equations and random compositions of homeomorphisms of the circle. The proof of Theorem B and a more general result are given in Section 5. The proof of Theorem B is based on the standard KAM approach.

2. Rotation numbers of random maps of the circle

In this section, we prove our main results for orientation preserving random maps of the circle. We formulate properties (i), (ii), and (iii) in Theorem A as the following propositions.

**Proposition 2.1 (Existence of rotation numbers).** Let \( \varphi \in L^{1}(\Omega, M(S^{1})) \). Then, there exists a forward \( \theta \)-invariant set \( \tilde{\Omega} \in \mathcal{F} \) of full measure and a \( L^{1} \)-function \( \rho(\omega) : \tilde{\Omega} \rightarrow \mathbb{R} \) such that

\[
\lim_{n \to \infty} \frac{\phi(n, \omega)x}{2\pi n} = \rho(\omega), \quad \text{for all } x \in \mathbb{R}, \omega \in \tilde{\Omega},
\]

and \( \rho(\theta^{n}\omega) = \rho(\omega) \) for all \( n \in \mathbb{N} \), \( \rho(\omega) \) is constant when \( \theta \) is ergodic, and where \( \phi(n, \omega)x \) is the random dynamical system generated by \( \varphi \).

**Proof.** First we claim that

\[
\sup_{x \in \mathbb{R}}(\phi(n, \omega)x - x) \leq \inf_{x \in \mathbb{R}}(\phi(n, \omega)x - x) + 2\pi.
\]

Indeed, let \( y < x < y + 2\pi \); then

\[
\phi(n, \omega)y - y - 2\pi \leq \phi(n, \omega)x - x \leq \phi(n, \omega)x - x \leq \phi(n, \omega)y + 2\pi - x \leq \phi(n, \omega)y - y + 2\pi,
\]

which yields \( \phi(n, \omega)x \leq \phi(n, \omega)y \leq \phi(n, \omega)x + 2\pi m \).

Thus, if the limit \( \lim_{n \to \infty} \phi(n, \omega)x/n \) exists, it is independent of the point \( x \). Let

\( \Theta(x, \omega) := (\phi(1, \omega)x, \theta \omega) \)

denote the corresponding skew product map and write \( \phi(1, \omega)x = \varphi(x, \omega) = x + h(x, \omega) \). Then, \( h(x + 2\pi, \omega) = h(x, \omega) \). Thus, by the definition of \( \Theta \), we have

\[
\phi(s + t, \omega)(0) = \sum_{k=0}^{s+t-1} h \circ \Theta^{k}(0, \omega) = \phi(s, \omega)(0) + \sum_{k=s}^{s+t-1} h \circ \Theta^{k}(0, \omega)
\]

\[
= \phi(s, \omega)(0) + \phi(t, \theta^{s}\omega)\phi(s, \omega)(0) - \phi(s, \omega)(0).
\]

Hence, by claim \( \phi(2, \omega)(0) \leq \phi(\theta^{s}\omega)(0) \leq \phi(2, \omega)(0) + \phi(\theta^{s}\omega)(0) + 2\pi \).
Let $f_n(\omega) = \phi(n, \omega)(0) + 2\pi, g_n(\omega) = -\phi(n, \omega)(0) + 2\pi$; then by inequality [1], we obtain

$$f_{s+t}(\omega) \leq f_s(\omega) + f_t(\theta^s \omega), \quad g_{s+t}(\omega) \leq g_s(\omega) + g_t(\theta^s \omega).$$

By Kingman’s Subadditive Ergodic Theorem, there is a forward invariant set $\tilde{\Omega}$ of full measure and measurable functions $\rho(\omega), \bar{\rho}(\omega) : \Omega \to \mathbb{R} \cup \{-\infty\}$ with $\rho(\omega) = \rho(\omega), \bar{\rho}(\omega) = \bar{\rho}(\omega)$ and $\rho^+, \bar{\rho}^+ \in L^1(\Omega, \mathcal{F}, \mathbb{P})$, where $a^+ := \max(0, a)$, such that

$$\lim_{n \to \infty} \frac{f_n(\omega)}{2\pi n} = \rho(\omega), \quad \lim_{n \to \infty} \frac{g_n(\omega)}{2\pi n} = \bar{\rho}(\omega), \quad \text{for } x \in \mathbb{R}, \omega \in \tilde{\Omega}.$$

Obviously, $\rho(\omega) = -\bar{\rho}(\omega)$, which implies that $\rho(\omega) \in L^1(\Omega, \mathcal{F}, \mathbb{P})$. When $\theta$ is ergodic, $\rho$ is a constant. This completes the proof of the proposition. \hfill \Box

**Proposition 2.2** (Continuous dependence of rotation numbers). The mapping

$$\rho : L^1(\Omega, H(S^1)) \to L^1(\Omega, \mathcal{F}, \mathbb{P}) : \phi \mapsto \rho(\omega)$$

is continuous.

Before we prove this proposition, we review some basic concepts and results on random dynamical systems, which are taken from Arnold [1]. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space. Let $\mathcal{T} = \mathbb{R}, \mathbb{R}^+, \mathbb{Z}$, or $\mathbb{Z}^+$. $\mathcal{T}$ is endowed with its Borel $\sigma$-algebra $\mathcal{B}(\mathcal{T})$.

**Definition 2.3.** A family $(\theta^t)_{t \in \mathcal{T}}$ of mappings from $\Omega$ into itself is called a metric dynamical system if

1. $(\omega, t) \mapsto \theta^t \omega$ is $\mathcal{F} \otimes \mathcal{B}(\mathcal{T})$ measurable;
2. $\theta^0 = \text{id}_\Omega$, the identity on $\Omega$, and $\theta^{t+s} = \theta^t \circ \theta^s$ for all $t, s \in \mathcal{T}$;
3. $\theta^t$ preserves the probability measure $\mathbb{P}$.

**Definition 2.4.** Let $X$ be a metric space. A map

$$\phi : \mathcal{T} \times \Omega \times X \to X, \quad (t, \omega, x) \mapsto \phi(t, \omega, x),$$

is called a random dynamical system (or a cocycle) over a metric dynamical system $(\Omega, \mathcal{F}, \mathbb{P}, \theta^t)$ if

1. $\phi$ is $\mathcal{B}(\mathcal{T}) \otimes \mathcal{F} \otimes \mathcal{B}(X)$-measurable.
2. The map $\phi(t, \omega) := \phi(t, \omega, \cdot) : X \to X$ forms a cocycle over $\theta^t$:

$$\phi(0, \omega) = \text{Id}, \quad \text{for all } \omega \in \Omega,$$

$$\phi(t+s, \omega) = \phi(t, \theta^s \omega) \circ \phi(s, \omega), \quad \text{for all } t, s \in \mathcal{T}, \quad \omega \in \Omega.$$
By Theorem 1.5.10 in [1], if $X$ is a compact metric space and $\phi$ is a continuous random dynamical system on $X$, then $\mathcal{I}_\mathbb{P}(\phi)$ is not empty.

Suppose that $X$ is a compact metric space. By Proposition 1.4.3 in [1], any probability measure $\mu \in \mathcal{P}_\mathbb{P}(X \times \Omega)$ has a $\mathbb{P}$-a.s. unique factorization
$$
\mu(dx, d\omega) = \mu_\omega(dx)\mathbb{P}(d\omega),
$$
or equivalently, for all $f \in L^1(\mathbb{P})$
$$
\int_{X \times \Omega} f \, d\mu = \int_{\Omega} \left( \int_X f(x, \omega)\mu_\omega(dx) \right) \mathbb{P}(d\omega).
$$

Let $\mathcal{C}_b(X)$ denote the Banach space of real-valued bounded continuous functions on $X$, with sup norm $\|f\|_b := \sup_{x \in X} |f(x)|$. We call a function $f : \Omega \to \mathcal{C}_b(X)$ measurable if $(x, \omega) \mapsto f(x, \omega)$ is measurable. Define
$$
L^1_\mathbb{P}(\Omega, \mathcal{C}_b(X)) := \{ f : \Omega \to \mathcal{C}_b(X) \text{ measurable}, \|f\| := \int_{\Omega} \|f(\omega, \cdot)\|_b d\mathbb{P} < \infty \}.
$$

**Definition 2.5 ([1]).** We call the smallest topology in $\mathcal{P}_\mathbb{P}(X \times \Omega)$, which makes $\mu \mapsto \mu(f)$ continuous for each $f \in L^1_\mathbb{P}(\Omega, \mathcal{C}_b(X))$, the weak convergence on $\mathcal{P}_\mathbb{P}(X \times \Omega)$. A sequence $\{\mu_i\}$ converges in the topology to $\mu$ if $\mu_i(f) \to \mu(f)$ for each $f \in L^1_\mathbb{P}(\Omega, \mathcal{C}_b(X))$.

Let $X$ be a metric space and $L^1_\mathbb{P}(\Omega, \text{Lip}_b(X))$ denote the subset of $L^1_\mathbb{P}(\Omega, \mathcal{C}_b(X))$ such that
$$
\text{Lip}(f) := \sup_{x \neq y} \frac{|f(x, \cdot) - f(y, \cdot)|}{|x - y|} < \infty.
$$

**Lemma 2.6.** Let $X$ be a metric space and $\mu, \nu \in \mathcal{P}_\mathbb{P}(X \times \Omega)$. Then
$$
\mu = \nu \iff \int f \, d\mu = \int f \, d\nu, \text{ for all } f \in L^1_\mathbb{P}(\Omega, \text{Lip}_b(X)).
$$

The proof of this lemma follows the same lines as Lemma 1.5.4 in [1].

**Lemma 2.7.** Let $X$ be a compact metric space. Let $\phi_i(t, \omega)x$ be a sequence of continuous random dynamical systems over the metric dynamical system $\{\theta_t\}_{t \in \mathbb{T}}$ on $X$ and $\mu_i$ be an invariant measure of $\phi_i$. If $\phi_i$ converges to a continuous random dynamical system $\phi(t, \omega)x$ in the following sense,
$$
\int_{\Omega} \sup_{x \in X} d(\phi_i(t, \omega)x, \phi(t, \omega)x) \, d\mathbb{P} \to 0, \text{ for any given } t \in \mathbb{T} \cap [0, 1],
$$
then every limit point of $\mu_i$ for $i \to \infty$ in the topology of weak convergence is an invariant measure for $\phi$.

**Proof.** Assume that $\mu_i \to \mu$ in the topology of weak convergence. Since $\mathcal{P}_\mathbb{P}(X \times \Omega)$ is compact by Theorem 1.5.10 in [1], $\mu \in \mathcal{P}_\mathbb{P}(X \times \Omega)$. Next, we show that $\mu$ is invariant for $\phi$. Denote by $\Theta_i(t)$ and $\Theta(t)$ the corresponding skew-product of $\phi_i$ and $\phi$, respectively. For fixed $t \in \mathbb{T} \cap [0, 1]$ and for any given $f \in L^1_\mathbb{P}(\Omega, \text{Lip}_b(X))$,
$$
\lim_{i \to \infty} |(\Theta_i(t)\mu_i(f) - \Theta(t)\mu_i(f))| \leq \lim_{i \to \infty} \text{Lip}(f) \int_{\Omega} \sup_{x \in X} d(\phi_i(t, \omega)x, \phi(t, \omega)x) \, d\mathbb{P} = 0.
$$
Therefore,
$$
\Theta(t)\mu(f) = \lim_{i \to \infty} \Theta(t)\mu_i(f) = \lim_{i \to \infty} \Theta_i(t)\mu_i(f) = \lim_{i \to \infty} \mu_i(f) = \mu(f).
$$
This implies by Lemma 2.6 that $\Theta(t)\mu = \mu$. The proof is complete. \hfill \square
Proof of Proposition 2.8. Denote by \( \rho_\varphi(\omega) \) the rotation number of \( \varphi \). First, we note that the rotation number \( \rho \) is monotonic with respect to \( \varphi \), i.e., \( \rho_\varphi \geq \rho_{\tilde{\varphi}} \) for \( \varphi \geq \tilde{\varphi} \). If the proposition is not true, there exists a sequence of mappings \( \varphi_i(x, \omega) = x + h_i(x, \omega) \in L^1(\Omega, H(S^1)) \) with \( \varphi_i \to \varphi = x + h(x, \omega) \in L^1(\Omega, H(S^1)) \) such that

\[
\lim_{i \to \infty} \int_\Omega |\rho_{\varphi_i}(\omega) - \rho_\varphi(\omega)|d\mathbb{P} \neq 0.
\]

Let

\[
\varphi_i^+ = x + h_i^+(x, \omega) := \max\{\varphi, \varphi_i\}, \quad \varphi_i^- = x + h_i^-(x, \omega) := \min\{\varphi, \varphi_i\};
\]

then \( \|\varphi_i^- - \varphi_i^+\| \to 0 \). Let \( \nu_i^+ \) and \( \nu_i^- \) be the invariant probability measures of \( \varphi_i^+ \) and \( \varphi_i^- \), respectively. Then by the fact that \( \mathcal{P}_d(X \times \Omega) \) is compact and by Lemma 2.7, we can assume that they converge to some invariant measures \( \nu^+ \) and \( \nu^- \) of \( \phi \) in the weak topology, respectively. Finally, by using Fubini’s Theorem, and Birkhoff’s Ergodic Theorem, we have

\[
\lim_{i \to \infty} \int_\Omega |\rho_{\varphi_i}(\omega) - \rho_\varphi(\omega)|d\mathbb{P} \\
\leq \lim_{i \to \infty} \int_{X \times \Omega} (\rho_{\varphi_i^+}(\omega) - \rho_{\varphi_i^-}(\omega))d\mathbb{P} \\
= \lim_{i \to \infty} \left( \int_{X \times \Omega} \rho_{\varphi_i^+}(\omega) d\nu_i^+ - \int_{X \times \Omega} \rho_{\varphi_i^-}(\omega) d\nu_i^- \right) \\
= \lim_{i \to \infty} \left( \int_{X \times \Omega} h_i^+ d\nu_i^+ - \int_{X \times \Omega} h_i^- d\nu_i^- \right) \\
= \lim_{i \to \infty} \left( \int_{X \times \Omega} (h_i^+ - h) d\nu_i^+ - \int_{X \times \Omega} (h_i^- - h) d\nu_i^- + \int_{X \times \Omega} h d\nu_i^+ - \int_{X \times \Omega} h d\nu_i^- \right) \\
\leq \lim_{i \to \infty} (\|h - h_i^+\| + \|h - h_i^-\|) + \lim_{i \to \infty} \left( \int_{X \times \Omega} h d\nu_i^+ - \int_{X \times \Omega} h d\nu_i^- \right) \\
= \int_{X \times \Omega} h d\mathbb{P} - \int_{X \times \Omega} h d\mathbb{P} = 0,
\]

which contradicts (5). This completes the proof of Proposition 2.8. \( \square \)

Proposition 2.8 (Compact metric space). Let \( \varphi \in L^1(\Omega, M(S^1)) \). If \( \Omega \) is a compact metric space, \( \varphi(x, \omega) \) and \( \theta \) are continuous, and \( \mathbb{P} \) is the unique \( \theta \)-invariant probability measure, then

\[
\lim_{n \to \infty} \frac{\phi(n, \omega)x}{2\pi n} = \rho, \text{ a real constant for all } x \in \mathbb{R}, \text{ all } \omega \in \Omega.
\]

Proof. Since \( \Omega \) is compact, on the one hand, according to Krylov and Bogolyubov’s Theorem, the skew product map \( \Theta(x, \omega) : S^1 \times \Omega \to S^1 \times \Omega \) possesses at least one invariant probability measure. On the other hand, by the assumption that \( \mathbb{P} \) is the unique \( \theta \)-invariant probability measure, we have that \( \theta \) is ergodic and \( \pi_{\Omega}\mu = \mathbb{P} \) for any invariant probability measure \( \mu \) of \( \Theta \), where \( \pi_{\Omega} : S^1 \times \Omega \to \Omega \), \( \pi_{\Omega}(x, \omega) = \omega \), is the projection onto \( \Omega \). Therefore, using (6) for any invariant probability measure
µ of Θ, we have
\[
\lim_{n \to \infty} \frac{\phi(n, \omega)x}{2\pi n} = \lim_{n \to \infty} \frac{1}{2n\pi} \sum_{k=0}^{n-1} h \circ \Theta^k(x, \omega) = \rho, \ \mu\text{-a.s.,}
\]
where ρ is a real number. Thus, by Birkhoff’s Ergodic Theorem, we obtain
\[
(6) \quad \int_{S^1 \times \Omega} h \, d\mu = \lim_{n \to \infty} \int_{S^1 \times \Omega} \frac{1}{n} \sum_{k=0}^{n-1} h \circ \Theta^k \, d\mu = \int_{S^1 \times \Omega} \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} h \circ \Theta^k \, d\mu = 2\pi \rho.
\]
To complete the proof of Proposition 2.8, we need the following lemma.

**Lemma 2.9.** Let B be a compact metric space or a compact Hausdorff separable space and \( \{\Theta^t\}_{t \in \mathbb{T}} \) be a continuous dynamical system on B. Suppose that G is a continuous function on B such that
\[
\int_B G \, d\mu = 0
\]
for all invariant probability measures \( \mu \) of \( \Theta \). Then
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} G \circ \Theta^k v = 0, \ \mathbb{T} \text{ discrete},
\]
\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T G \circ \Theta^t u \, dt = 0, \ \mathbb{T} \text{ continuous},
\]
for all \( v \in B \), and the convergence is uniform.

Applying this lemma to the continuous function \( G = h - \rho \), we have
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} h \circ \Theta^k(x, \omega) = \rho,
\]
for all \((x, \omega) \in S^1 \times \Omega \). This completes the proof of Proposition 2.8

□

**Proof of Lemma 2.9.** Since B is a compact metric space or a compact Hausdorff separable space, the space \( C(B) \) of the continuous functions on B is separable. So we can find a dense linear subspace \( D \) generated by a countable set of functions. If the statement is not true, then for some function \( G \in C(B) \), we can choose \( D \) so that \( G \in D \) and select \( n_i \in \mathbb{N} \) (or \( T_i \in \mathbb{R} \), respectively) and \( u_i \in B \) such that \( n_i (or T_i) \to \infty \) and
\[
\lim_{n_i \to \infty} \frac{1}{n_i} \sum_{k=0}^{n_i-1} G \circ \Theta^k u_i = \delta \neq 0, \ \mathbb{T} \text{ discrete},
\]
or respectively,
\[
\lim_{T_i \to \infty} \frac{1}{T_i} \int_0^{T_i} G \circ \Theta^t u_i \, dt = \delta \neq 0, \ \mathbb{T} \text{ continuous}.
\]
We may assume that \( u_i \to \hat{u} \). Using the Cantor diagonal process we can choose a subsequence, which we still denote by \( n_i \) (or \( T_i \)) and \( u_i \), such that
\[
\lim_{n_i \to \infty} \frac{1}{n_i} \sum_{k=0}^{n_i-1} H \circ \Theta^k u_i \text{ exists}
\]
or, respectively,

$$\lim_{T \to \infty} \frac{1}{T} \int_0^T H \circ \Theta^t u_1 \, dt \quad \text{exists}$$

for all $H \in D$. This limit defines a linear functional $l = l(H), H \in D$. Since $l$ is bounded with norm 1, it can be extended uniquely to a bounded positive linear functional on $C(B)$. Obviously, $l(H \circ \Theta^t) = l(H)$. By the Riesz representation theorem, $l$ defines an invariant probability measure $\mu$ on $B$. By our assumption

$$\int_B G \, d\mu = l(G) = \delta \neq 0,$$

which is a contradiction. The proof of the lemma is complete. \qed

3. Rotation Numbers of Random Differential Equations on the Circle

In this section, we establish the analogous results of Section 3 for random differential equations on the circle.

Let $(\Omega, F, \mathbb{P}, (\theta^t)_{t \in \mathbb{R}})$ be a metric dynamical system. Let $C(S^1)$ be the Banach space of real-valued bounded continuous functions on $S^1 = \mathbb{R}/2\pi\mathbb{Z}$. Let $L^1(\Omega, C_L(S^1))$ denote the set of the functions $f(\cdot, \omega)$ which is Lipschitz continuous with respect to $x$ for each fixed $\omega$ and let

$$M(\omega) := \max \left\{ \sup_{x \in \mathbb{R}} |f(x, \omega)|, \sup_{x \neq y} \frac{|f(x, \omega) - f(y, \omega)|}{|x - y|} \right\} \in L^1(\Omega, F, \mathbb{P}).$$

In $L^1(\Omega, C_L(S^1))$, we introduce the norm

$$\|f\| = \int_{\Omega} \sup_x |f(x, \omega)| \, d\mathbb{P}.$$

Consider the following random ordinary differential equation on the circle $S^1 = \mathbb{R}/2\pi\mathbb{Z}$:

$$\dot{x} = f(x, \theta^t \omega).$$

Let $x(t, x_0, \omega)$ denote the solution with the initial value $x = x_0$ for $t = 0$. Assume that $f \in L^1(\Omega, C_L(S^1))$. Then, by Theorem 2.2.6 in [1], equation (7) with $x(0, x_0, \omega) = x_0$ has a unique global solution almost surely in $\omega$.

**Theorem 3.1.** Let $f \in L^1(\Omega, C_L(S^1))$. Then,

(i) there exists a $\theta^t$-invariant set $\tilde{\Omega} \in F$ of full measure and a $L^1$-function $\rho(\omega) : \tilde{\Omega} \to \mathbb{R}$ such that

$$\lim_{T \to \infty} \frac{x(T, x_0, \omega) - x_0}{T} = \lim_{T \to \infty} \frac{1}{T} \int_0^T f(x(t, x_0, \omega), \theta^t \omega) \, dt = \rho(\omega), \quad \text{for all } x_0 \in \mathbb{R}, \ \omega \in \tilde{\Omega},$$

and $\rho(\theta^t \omega) = \rho(\omega)$ for all $t \in \mathbb{R}$, and $\rho(\omega)$ is constant when $\theta^t$ is ergodic;

(ii) the map

$$\rho : L^1_b(\Omega, \text{Lip}_b(S^1)) \to L^1(\Omega, F, \mathbb{P}) : f(x, \omega) \mapsto \rho(\omega)$$

is continuous;
If, in addition, \( \Omega \) is a compact metric space, \( \theta \) and \( f(x, \omega) \) are continuous with \( M(\omega) \) bounded, and \( \mathbb{P} \) is the unique \( \theta \)-invariant probability measure, then there exists \( \rho \in \mathbb{R} \) such that

\[
\lim_{T \to \infty} \frac{x(T, x_0, \omega) - x_0}{T} = \lim_{T \to \infty} \frac{1}{T} \int_0^T f(x(t, x_0, \omega), \theta(t, \omega)) \, dt = \rho \in \mathbb{R},
\]

for all \( x_0 \in \mathbb{R} \), and all \( \omega \in \Omega \).

**Proof.** We first prove (i). Since \( M(\omega) \in L^1 \), we have that the solution \( x(t, x_0, \omega) \) of the initial value problem exists globally for almost all \( \omega \in \Omega \). We note that the function \( x(t, x_0, \omega) - x_0 \) is 2\( \pi \)-periodic and \( x(t, x_0, \omega) \) is increasing with respect to \( x_0 \). Therefore, the limit in (i), if exists, is independent of \( x_0 \). Let

\[
\Omega_1 := \left\{ \omega \in \Omega : \lim_{n \to \infty} \frac{1}{n} \int_n^{n+1} M(\theta^t\omega) \, dt = 0 \right\}.
\]

From Lemma 2.2.5 and Proposition 4.1.3 in [1] it follows that \( \Omega_1 \) is a \( \theta^t \)-invariant set of full measure. Let \( \tilde{\Omega} \) denote the set of \( \omega \in \Omega_1 \) such that the limit in (i) exists. Then, \( \tilde{\Omega} \) is a \( \theta^t \)-invariant set and the limit is \( \theta \)-invariant. Next, we show that it has a full measure. By Proposition 2.4 there exists an invariant set \( \Omega_2 \) of full measure such that

\[
\lim_{N \to \infty} \frac{x(n, x_0, \omega) - x_0}{n}
\]

exists for \( \omega \in \Omega_2 \). For \( \omega \in \Omega_1 \cap \Omega_2 \), we have

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T f(x(t, x_0, \omega), \theta(t, \omega)) \, dt = \lim_{T \to \infty} \frac{1}{T} \int_0^T f(x(t, x_0, \omega), \theta^t \omega) \, dt.
\]

Since \( \tilde{\Omega} \cap \Omega_1 \cap \Omega_2 \) and \( \Omega_1 \) and \( \Omega_2 \) have a full measure, \( \tilde{\Omega} \) has a full measure.

Next, we show that (ii) holds. Denote by \( x_f(t, x_0, \omega) \) the solution of equation (7) with the initial value \( x = x_0 \) at \( t = 0 \). Then, by Gronwall’s inequality, for \( f, g \in L^1_b(\Omega, \text{Lip}(S^1)) \) we have

\[
\|x_f(t, \cdot) - x_g(t, \cdot)\| \leq t\|f - g\| \exp(t(\text{Lip}(f))),
\]

for any given \( t \in \mathbb{R} \), which together with Proposition 2.2 gives (ii) in the theorem.

Finally, we show (iii). Let \( \Theta^t(x_0, \omega) = (x(t, x_0, \omega), \theta(t, \omega)) \), the corresponding skew product flow. Since \( \mathbb{P} \) is the unique \( \theta \)-invariant probability measure, we have that \( \theta \) is ergodic and \( \pi_{\alpha \mu} = \mathbb{P} \) for any invariant probability measure \( \mu \) of \( \Theta \). Therefore, by (i) there exists a constant \( \rho \) such that for any invariant probability measure \( \mu \) of \( \Theta \),

\[
\rho = \lim_{T \to \infty} \frac{1}{T} \int_0^T f \circ \Theta^t(x_0, \omega) \, dt, \text{ a.s., } \mu.
\]
Thus, by using Lebesgue’s Dominated Convergence Theorem, Fubini’s Theorem, and Birkhoff’s Ergodic Theorem, we have
\[
\rho = \int \rho \, d\mu
\]
\[
= \int \left( \lim_{T \to \infty} \frac{1}{T} \int_0^T f \circ \Theta^t \, dt \right) \, d\mu
\]
\[
= \lim_{T \to \infty} \int \frac{1}{T} \int_0^T f \circ \Theta^t \, dt \, d\mu
\]
\[
= \lim_{T \to \infty} \frac{1}{T} \int_0^T \int f \circ \Theta^t \, d\mu \, dt
\]
\[
= \int f \, d\mu.
\]
Applying Lemma 2.9 for the continuous time to the function \(f - \rho\), we obtain (3).
This completes the proof of this theorem. □

4. Applications

In this section, we apply our main results to almost periodic differential equations. Let \(f(x, u) : (\mathbb{R}/2\pi \mathbb{Z}) \times \mathbb{R}^d \to \mathbb{R}\) be a continuous function and \(f(\cdot, u)\) be Lipschitz continuous with respect to \(x\) for each fixed \(u\). Assume that
\[
M(u) = \lim_{\delta \to 0} \sup_{0 < |x - y| < \delta} \frac{|f(x, u) - f(y, u)|}{|x - y|}
\]
is a locally bounded measurable function in \(u \in \mathbb{R}^d\). Suppose that \(u(t) : \mathbb{R} \to \mathbb{R}^d\) is an almost periodic function. Consider the following almost periodic time-depending differential equation on \(S^1\):
\[
(8) \quad \dot{x} = f(x, u(t)).
\]
Denote by \(x(t, x_0)\) the solution of equation (8) with the initial value \(x(0, x_0) = x_0\).

**Theorem 4.1.** The rotation number \(\rho\) defined by the limit
\[
\rho := \lim_{T \to \infty} \frac{x(T, x_0) - x_0}{T} = \lim_{T \to \infty} \frac{1}{T} \int_0^T f(x(t, x_0), u(t)) \, dt
\]
exists and is independent of \(x_0\).

**Proof.** Let \(H(u) := \{u(\cdot + t) : t \in \mathbb{R}\}\) be the hull of \(u\), i.e., the set of all translates of \(u\). Then the closure \(\overline{H(f)}\) of \(H(f)\) is compact and consists of almost periodic functions, where the closure is taken in the uniform topology. \(\overline{H(f)}\) has the structure of a compact Abelian Polish group \(G\) with unit \(e = u\). The group operation \(*\) is defined as follows: For \(g = u(\cdot + t)\) and \(h = u(\cdot + s)\), \(g * h = u(\cdot + t + s)\), while for \(g = \lim u(\cdot + t_n)\) and \(h = \lim u(\cdot + s_n)\), \(g * h = \lim u(\cdot + t_n + s_n)\).

Associated to the almost periodic function \(u\), we have the following canonical metric dynamical system. Let \(\mathbb{T} = \mathbb{R}\), \(\Omega := G = \overline{H(f)}\), and \(\mathcal{F}\) be the Borel \(\sigma\)-algebra of \(G\). The metric dynamical system is given by the translation of \(\omega\) by \(t\), \(\theta_t \omega : \omega(\cdot + t)\). Note that \((t, \omega) \mapsto \theta_t \omega\) is continuous. The normalized Haar measure
$\mathbb{P}$ of $G$ is the unique $\theta$-invariant probability. Under $\mathbb{P}$, $\theta$ is ergodic. We define a continuous function $F$ on $(\mathbb{R}/2\pi\mathbb{Z}) \times \Omega$ as
$$F(x, \omega) := f(x, \omega(0)).$$
Now consider the random ordinary differential equation on the circle:
$$\dot{x} = F(x, \theta_t \omega).$$
Then by Theorem 3.1, for each $\omega \in \Omega$, the rotation number of equation (9) exists and is independent of $\omega \in \Omega$. Obviously, for $\omega = u$, $F(x, \theta_t \omega) = f(x, u(t))$. This completes the proof. \hfill $\square$

**Example 1.** Let $A(x, u) : \mathbb{R}^2 \times \mathbb{R}^d \to \mathbb{R}^2$ be continuous and be Lipschitz continuous in $x$ with a locally bounded measurable Lipschitz constant in $u$. Assume that $A$ is positive homogeneous with respect to $x$, i.e.,
$$A(\lambda x, u) = \lambda A(x, u), \quad \text{for } \lambda \geq 0.$$ Let $u(t) : \mathbb{R} \to \mathbb{R}^d$ be an almost periodic function. Consider an almost periodic time-dependent system in $\mathbb{R}^2$
$$\dot{x} = A(x, u(t)), \quad x = (x_1, x_2)^T \in \mathbb{R}^2.$$ In polar coordinates $r = (x_1^2 + x_2^2)^{1/2}$, $\alpha = \arctan(x_2/x_1)$, the system (10) is written as
$$\dot{r} = \langle A(w, u(t)), w \rangle r, \quad \dot{\alpha} = \langle A(w, u(t)), v \rangle,$$
where $w = (\cos \alpha, \sin \alpha)^T$, $v = (-\sin \alpha, \cos \alpha)^T$. Denote by $(r(t, r_0, \alpha_0), \alpha(t, \alpha_0))$ the solution of the system with the initial value condition $(r(0, r_0, \alpha_0), \alpha(0, \alpha_0)) = (r_0, \alpha_0)$. Then the rotation number of the system (10) is defined to be the linear growth rate of the angular component, i.e., by
$$\rho := \lim_{T \to \infty} \frac{\alpha(t, \alpha_0) - \alpha_0}{T} = \lim_{T \to \infty} \frac{1}{T} \int_0^T \langle A(w, u(t)), v \rangle \, dt.$$ By Theorem 4.1, the rotation number exists and is independent of the initial value.

**Example 2.** Let $f_1, f_2, \ldots, f_k$ be the orientation preserving homeomorphisms of the circle with the same invariant probability measure $\mu_x$ and let $(p_1, p_2, \ldots, p_k)$ be a probability vector with non-zero entries (i.e., $p_i > 0$ for each $i$ and $\sum_{i=1}^k p_i = 1$). Assume that $f_i$ has the rotation number $\rho_i$. Let $(K, 2^K, \mu)$ denote the probability space where $K = \{1, 2, \ldots, k\}$ and the point $i$ has measure $p_i$. Let
$$(\Omega, \mathcal{F}, \mathbb{P}) = \prod_{i=1}^k (K, 2^K, \mu).$$ We write points of $\Omega$ in the form $\omega = (\omega_1, \omega_2, \ldots), \omega_i \in K$, and define $\theta : \Omega \to \Omega$ by
$$\theta(\omega_1, \omega_2, \ldots) = (\omega_2, \omega_3, \ldots).$$ Then, $\theta$ is $\mathbb{P}$ measure-preserving. We define an orientation preserving random map of the circle as $\varphi(x, \omega) = f_{\omega_1}$. Then the product measure $\mu_x \times \mathbb{P}$ is the invariant measure of the dynamical system $\Theta^n(x, \omega) = (\varphi(n, \omega)x, \theta^n \omega)$, where
$$\varphi(n, \omega)x = f_{\omega_n} \circ \cdots \circ f_{\omega_2} \circ f_{\omega_1}(x)$$ is the random dynamical system over $\theta$ generated by $\varphi(x, \omega)$.
Let \( f_i(x) = x + h_i(x), \varphi(x, \omega) = x + h(x, \omega) \). By formula (6), the rotation number of \( \varphi \) is

\[
\rho = \frac{1}{2\pi} \int_{S^1} \int_{\Omega} h \, d\mathbb{P} \, d\mu_x
\]

\[
= \frac{1}{2\pi} \int_{S^1} \sum_{i=1}^{k} p_i h_i(x) \, d\mu_x
\]

\[
= \frac{1}{2\pi} \sum_{i=1}^{k} p_i \lim_{n \to \infty} \int_{S^1} \frac{1}{n} \sum_{m=0}^{n-1} h_i \circ f_i^m \, d\mu_x
\]

\[
= \frac{1}{2\pi} \sum_{i=1}^{k} p_i \int_{S^1} 2\pi \rho_i \, d\mu_x
\]

\[
= \sum_{i=1}^{k} p_i \rho_i.
\]

This example shows that the rotation number of random compositions of the orientation preserving homeomorphisms of the circle, \( f_1, \ldots, f_k \), is the probability weighted average of the rotation numbers of them.

5. Analytical conjugacy to a circle rotation

In this section, we study the problem of analytic conjugacy to a circle rotation. We first review a Diophantine condition.

**Definition 5.1.** We say that \( \mu \in \mathbb{R}^m \) is a vector of type \((C, \nu)\) if

\[
|e^{2\pi i \langle \mu, k \rangle} - 1| > \frac{C}{|k|^\nu}, \quad |k| := |k_1| + |k_2| + \cdots + |k_m|
\]

for all non-zero integer vectors \( k \in \mathbb{Z}^m \).

The next lemma gives that almost all of vectors \( \mu \in \mathbb{R}^m \) satisfy (11).

**Lemma 5.2.** Let \( \nu > m \) be a constant. For almost every real vector \( \mu \in \mathbb{R}^m \), there exists \( C = C(\mu, \nu) > 0 \) such that the inequality (11) holds for all non-zero integer vectors \( k \in \mathbb{Z}^m \).

**Proof.** The proof of this lemma follows from the standard argument. First we claim that for almost every vector \( \mu \in \mathbb{R}^m \) there exists \( C = C(\mu, \nu) > 0 \) such that

\[
|\langle k, \mu \rangle - q| > \frac{C}{|k|^\nu}
\]

for all \( k \in \mathbb{Z}^m \setminus \{0\} \) and \( q \in \mathbb{Z} \). Indeed, we fix a ball in \( \mathbb{R}^m \) and estimate the measure of the set of \( \mu \) in it which does not satisfy the inequality (12). Let

\[
L_{k, q} = \{ \mu \in \mathbb{R}^m : \langle k, \mu \rangle - q = 0 \}
\]

denote the resonance plane. The inequality

\[
|\langle k, \mu \rangle - q| \leq \frac{C}{|k|^\nu}
\]
determines a neighborhood of width not greater than \( C_1 C / |k|^{\nu + 1} \) of the resonance plane. Therefore, the measure of the part of this neighborhood which is contained in the ball does not exceed \( C_2 C / |k|^{\nu + 1} \). Summing over \( k \) with fixed \( |k| \), we obtain that the measure is not more than \( C_3 C / |k|^{\nu - m + 1} \). Summing over \( q \) with fixed \( |k| \) such that distance between \( L_{k,q} \) and the ball is less than 1, we obtain that the measure is bounded by \( C_4 C / |k|^{\nu - m + 1} \). Summing over \( |k| \), we have that the measure is bounded by \( C_5(\nu) C < \infty \). Consequently, the set of \( \mu \) in the ball is covered by the sets of arbitrarily small measure. Hence, such a set has measure zero.

The proof of this lemma follows this claim since the distance of \( \langle k, \mu \rangle \) from the closest integer is bounded from below by \( \frac{C}{|k|^{\nu}} \) and a chord of the unit circle is not shorter than the length of the small arc subtended by it divided by \( \frac{\pi}{2} \). This completes the proof of the lemma. 

We now consider a class of random maps of the circle over an \( m - 1 \) dimensional torus. Let \( \Omega = \mathbb{R}^{m-1} / 2\pi \mathbb{Z} \) be the torus of dimension \( m - 1 \). Consider the metric dynamical system \( \{\theta^n\}_{n \in \mathbb{Z}} \) on \( \Omega \) given by

\[
\theta^n : \omega \mapsto \omega + 2n\pi \alpha,
\]

where \( \alpha \in \mathbb{R}^{m-1} \) is a given vector. We assume that

\[
\langle \alpha, k \rangle - j \neq 0, \quad \text{for all } k \in \mathbb{Z}^{m-1} \setminus \{0\}, \quad j \in \mathbb{Z}.
\]

Then, the normalized Lebesgue measure \( \mathbb{P} \) is the unique \( \theta \)-invariant probability measure and \( \theta \) is ergodic under \( \mathbb{P} \). Let \( \varphi(x, \omega) : (\mathbb{R} / 2\pi \mathbb{Z} \times \Omega) \to \mathbb{R} / 2\pi \mathbb{Z} \) be an orientation preserving random map of the circle over \( \theta \). Suppose that \( \varphi(\cdot, \cdot) \) is continuous. Then, by Theorem A, the rotation number of \( \varphi \) exists and is given by

\[
\rho = \lim_{n \to \infty} \frac{\varphi(n, \omega)x}{2\pi n} = \lim_{n \to \infty} \frac{1}{2\pi n} \varphi(\cdot, \theta^{n-1} \omega) \circ \varphi(\cdot, \theta^{n-2} \omega) \circ \cdots \circ \varphi(x, \omega), \quad \text{for all } x \in \mathbb{R}, \omega \in \Omega,
\]

which is independent of \( \omega \) and \( x \).

Consider a perturbation of the circle rotation by \( 2\pi \rho \):

\[
\varphi(x, \omega) = x + 2\pi \rho + p(x, \omega),
\]

where \( p(x, \omega) \) is a holomorphic function defined on the strip \( U_r \) which was introduced in the Introduction.

We have the following theorem on analytic conjugacy to a circle rotation.

**Theorem 5.3.** Let \( p(x, \omega) \) be analytic in \( U_r \) and \( 2\pi \)-periodic in each variable, and real on the real axes. Assume

1. \( \varphi(x, \omega) = x + 2\pi \rho + p(x, \omega) \) has the rotation number \( \rho \) and
2. the vector \( \mu = (\rho, \alpha) \) is of \( (C, \nu) \) type, i.e.,

\[
|c^{2\pi i(\mu, k)} - 1| > \frac{C}{|k|^\nu}, \quad |k| := |k_1| + |k_2| + \cdots + |k_m|
\]

for all non-zero integer vectors \( k \in \mathbb{Z}^m \), where \( c \) and \( \nu \) are positive constants.

Then, there exists \( \epsilon > 0 \) depending only on \( C, \nu, r \) and \( m \) such that if \( ||p||_r < \epsilon \), then the random map \( \varphi(\cdot, \omega) \) is analytically conjugate to the circle rotation by the angle \( 2\pi \rho \), i.e., there exists an analytical random transformation

\[
H(\cdot, \cdot) : \mathbb{R}^m / 2\pi \mathbb{Z} \to \mathbb{R} / 2\pi \mathbb{Z}
\]
such that
\[ H(x + 2\pi \rho \theta \omega) = \varphi(\cdot, \omega) \circ H(x, \omega). \]

Instead of proving Theorem 5.3 we will prove a more general result which gives Theorem 5.3 as its special case. We consider a mapping
\[ \Phi(z) : \mathbb{R}^m / 2\pi \mathbb{Z} \to \mathbb{R}^m / 2\pi \mathbb{Z}. \]

**Definition 5.4.** We say that the mapping \( \Phi(z) \) has a rotation vector \( \mu \in \mathbb{R}^m \), if
\[ \lim_{n \to \infty} \frac{1}{n} \Phi^n(z) = 2\pi \mu, \]
for all \( z \in \mathbb{R}^m / 2\pi \mathbb{Z} \).

Consider a perturbation of a vector rotation:
\[ \Phi(z) = z + 2\pi \mu + p(z) : \mathbb{R}^m / 2\pi \mathbb{Z} \to \mathbb{R}^m / 2\pi \mathbb{Z}. \]

We have the following result.

**Theorem 5.5.** Let \( p(z) \) be analytic in \( U_r \) and \( 2\pi \)-periodic function in each variable, and real on the real axes. Assume
\begin{enumerate}
  \item \( \Phi(z) = z + 2\pi \mu + p(z) : \mathbb{R}^m / 2\pi \mathbb{Z} \to \mathbb{R}^m / 2\pi \mathbb{Z} \) has a rotation vector \( \mu \) and
  \item the rotation vector \( \mu \) is of \( (C, \nu) \) type for positive constants \( C \) and \( \nu \).
\end{enumerate}

Then, there exists \( \epsilon > 0 \) depending only on \( C, \nu, r \) and \( m \) such that if \( ||p||_r < \epsilon \), then \( \Phi(z) \) is analytically conjugate to the rotation \( R_\mu : z \mapsto z + 2\pi \mu \), i.e., there exists an analytic transformation
\[ H(z) = z + h(z) : \mathbb{R}^m / 2\pi \mathbb{Z} \to \mathbb{R}^m / 2\pi \mathbb{Z}, \]
where \( h(z) \) is a \( 2\pi \)-periodic function in each variable, such that
\[ H \circ R_\mu = \Phi \circ H. \]

The proof of this theorem is based on the classic KAM approach. We write \( H(z) \) in the form \( H(z) = z + h(z) \), where \( h(z) \) is \( 2\pi \)-periodic in each variable. Then substituting it into conjugate equation (14), we obtain the functional equation for \( h \),
\[ h(z + 2\pi \mu) - h(z) = p(z + h(z)). \]

The first approximation of this equation is the so called homological equation for \( h \),
\[ h(z + 2\pi \mu) - h(z) = p(z). \]

Obviously, the homological equation is not solvable if the mean value of \( p(z) \) is non-zero. We expand the given function \( p \) and the unknown function \( h \) in the Fourier series:
\[ p(z) = \sum_{k \in \mathbb{Z}^m \setminus \{0\}} p_k e^{i(k, z)}, \quad h(z) = \sum_{k \in \mathbb{Z}^m \setminus \{0\}} h_k e^{i(k, z)}. \]

Plugging them into (15) and comparing the coefficients of \( e^{i(k, z)} \), we have
\[ h_k = \frac{p_k}{e^{2\pi i (\mu, k)} - 1}, \quad k \in \mathbb{Z}^m \setminus \{0\}. \]

The idea of the proof of Theorem 5.5 is the following. We solve the homological equation (15) with the right-hand side \( p(z) = p(z) - p_0 \), where \( p_0 \) is the mean value of the function \( p(z) \). Denote the solution by \( h^0 \). Let \( H_0(z) = z + h^0(z) \). Set \( \Phi_1 = H_0^{-1} \circ \Phi \circ H_0 \) and define a function \( p^1(z) \) by the relation
\[ \Phi_1(z) = z + 2\pi \mu + p^1(z). \]
The next approximation is constructed in the same way. Beginning with $\Phi_1$ in place of $\Phi$, we solve the corresponding homological equation for $h^1$ and let $H_1 = z + h^1(z)$. The transformation $H_1$ converts $\Phi_1$ into

$$\Phi_2 = H_1^{-1} \circ \Phi_1 \circ H_1.$$  

Repeating this procedure, we have a sequence of the transformation $H_n$. Let

$$H_n = H_0 \circ H_1 \circ \cdots \circ H_{n-1}.$$  

Then

$$\Phi_n = H_n^{-1} \circ \Phi \circ H_n.$$  

Finally, we will prove that $\lim_{n \to \infty} \Phi_n = z + 2\pi \mu$.

Before proving the theorem, we first introduce several lemmas which we will need later.

**Lemma 5.6.** Let $f : \mathbb{R}^m \to \mathbb{R}$ be $2\pi$-periodic in each component, and be analytic in the strip $U_r$ and continuous in the closure of this strip. Assume that $\|f\| \leq M$. Then its Fourier coefficients satisfy

$$|f_k| \leq Me^{-|k|r}.$$  

**Proof.** For $k = (k_1, k_2, \ldots, k_m) \in \mathbb{Z}^m$, define $u = (u_1, u_2, \ldots, u_m) \in \mathbb{Z}^m$ as $u_j = -\text{sgn}(k_j)$, $j = 1, 2, \ldots, m$. Then we have

$$f_k = \frac{1}{(2\pi)^m} \int_{\mathbb{T}^m} e^{-i(k,z)} f(z) \, dz = \frac{1}{(2\pi)^m} \int_{\mathbb{T}^m} e^{-i(k,z)} f(z + iru) \, dz.$$  

Hence,

$$|f_k| \leq \frac{1}{(2\pi)^m} \int_{\mathbb{T}^m} |e^{-i(k,z)}| |f(z + iru)| \, dz \leq Me^{-|k|r}.$$  

**Lemma 5.7.** If $|f_k| \leq M e^{-|k|r}$, then the function $f = \sum f_k e^{i(k,z)}$ is analytic in the strip $U_r$ and $\|f\|_{r-\delta} \leq 8 \left(\frac{4m-4}{e}\right)^{m-1} M \delta^{-m}$, where $\delta < \min\{1, r\}$.

**Proof.** The proof follows from the following computation:

$$\|f\|_{r-\delta} \leq \sum |f_k| |e^{i(k,z)}| \leq \sum Me^{-|k|r} |e^{i(k,r-\delta)}|$$

$$= M \sum e^{-|k|\delta} = M \sum_{l=0}^{\infty} \frac{2^m(l+m-1)!}{l!(m-1)!} e^{-l\delta}$$

$$\leq 2^m M \sum_{l=0}^{\infty} (l+1)^{m-1} e^{-l\delta} \leq 2^m M e^{\delta} \left(\frac{2m-2}{e\delta}\right)^{m-1} \sum_{l=0}^{\infty} e^{-\delta l/2}$$

$$\leq M e^{\delta} \left(\frac{4m-4}{e}\right)^{m-1} \frac{1}{\delta^{m-1}} \frac{1}{1-e^{-\delta/2}} \leq 8M \left(\frac{4m-4}{e}\right)^{m-1} \delta^{-m}. \quad \square$$

**Lemma 5.8.** Let $p(z) : U_r \to \mathbb{C}^m$ be a $2\pi$-periodic analytic function with mean value 0. Let $\hat{h}(z)$ be the solution of the homological equation $[15]$. Then, there exists a constant $\lambda = \lambda(C, \nu, M) > 0$ such that if $\mu$ is of type $(C, \nu)$, then for any $r < \frac{\lambda}{2}$ and any $\delta > 0$ smaller than $r$, we have $\|\hat{h}\|_{r-\delta} \leq \|a\|_{r-\lambda}$.

**Proof.** Let $M = \|p\|_{r, \nu}$, $p(z) = (p_1(z), p_2(z), \ldots, p_m(z))$, and $h(z) = (h_1(z), h_2(z), \ldots, h_m(z))$. We write

$$p_j(z) = \sum_{k \in \mathbb{Z}^m \setminus \{0\}} p^0_k e^{i(k,z)}, \quad h_j(z) = \sum_{k \in \mathbb{Z}^m \setminus \{0\}} h^0_k e^{i(k,z)}, \quad j = 1, 2, \ldots, m.$$
By Lemma 5.6, we have \( |p_k^j| \leq Me^{-|k|r} \). Since \( \mu \) is of type \((C, \nu)\), using [10] we have
\[
|h_k^j| \leq |\nu| Me^{-|k|r}/C \leq MC^{-1}|\nu|e^{-|k|/2}e^{-|k|(r-\delta/2)}
\]
\[
\leq MC^{-1}\left(\frac{\nu}{e}\right)^{\nu}\left(\frac{\delta}{2}\right)^{\nu}e^{-|k|(r-\delta/2)}.
\]

By Lemma 5.7,
\[
\|h\|_{r-\delta} = \max_{1 \leq j \leq m} \|h_j\|_{r-\delta} \leq 8MC^{-1}\left(\frac{\nu}{e}\right)^{\nu}\left(\frac{\delta}{2}\right)^{\nu}\left(\frac{4m-4}{e}\right)^{m-1}\left(\frac{\delta}{2}\right)^{m} \leq M\delta^{-\lambda},
\]
for \( \lambda \) sufficiently large.

The next two lemmas are obvious.

Lemma 5.9. Let \( H(z) = z + h(z) : \mathbb{R}^m/2\pi\mathbb{Z} \to \mathbb{R}^m/2\pi\mathbb{Z} \) be a homeomorphism, where \( h \) is 2\pi-periodic in each component of \( z \). Suppose that the mapping \( \Phi : \mathbb{R}^m/2\pi\mathbb{Z} \to \mathbb{R}^m/2\pi\mathbb{Z} \) has the rotation vector \( \mu \in \mathbb{R}^m \); then the mapping \( H^{-1} \circ \Phi \circ H \) has also the rotation vector \( \mu \).

Lemma 5.10. Suppose that the homeomorphism
\[
\Phi(z) = z + 2\pi \mu + p(z) : \mathbb{R}^m/2\pi\mathbb{Z} \to \mathbb{R}^m/2\pi\mathbb{Z}
\]
has the rotation vector \( \mu \), where \( p \) is 2\pi-periodic in each component of \( z \). Then each component \( p_j(z) \) of \( p(z) \) vanishes at some point.

The next one is our main lemma for proving Theorem 5.5.

Lemma 5.11. There exist positive constants \( \tau, \gamma \) depending only on \( C, \nu \) and \( m \) such that for every \( \delta \) in the interval \((0, r)\), where \( r < 1/2 \), we have
\[
\|p^1\|_{r-\delta} \leq \|p\|_{r}^{2\delta^{-\gamma}}, \; \text{provided that} \; \|p\|_{r} \leq \delta^\tau.
\]

Proof. We first show that if \( \tau \) is large enough, then \( A_1 \) is well defined and analytic in the strip \( U_{r-\delta} \).

Let \( M = \|p\|_{r} \) and assume \( M \leq \delta^\tau \). Then, the mean \( p_0 \) of \( p \) satisfies \( \|p_0\| \leq M \) and \( \|\tilde{p}\|_{r-\delta} = \|p-p_0\|_{r, \delta} \leq 2M \). By Lemma 5.8 for any \( 0 < \alpha < r \), we have \( \|h^0\|_{r-\alpha} \leq 2M\alpha^{-\lambda} \), which implies
\[
\|Dh^0\|_{r-2\alpha} \leq 2M\alpha^{-\lambda-1}.
\]

Let \( \alpha = \delta/8 \). Choosing \( \tau \) is sufficiently large, we obtain
\[
\|p\|_{r} < \alpha, \; \|h^0\|_{r-\alpha} < \alpha, \; \|Dh^0\|_{r-2\alpha} < \alpha.
\]

Therefore, \( H_0(z) = z + h(z) \) is a diffeomorphism on \( U_{r-2\alpha} \) and its image contains \( U_{r-3\alpha} \). Since \( H_0U_{r-\delta} \subset \subset U_{r-\delta+\alpha} \), \( \Phi \circ H_0U_{r-\delta} \subset \subset U_{r-\delta+2\alpha} \subset U_{r-3\alpha} \). The inverse \( H_0^{-1} \) is defined on \( \Phi \circ H_0U_{r-\delta} \). Hence, the mapping \( \Phi_1 = H_0^{-1} \circ \Phi \circ H_0 \) is well defined and analytic on \( U_{r-\delta} \).

Next, we estimate the function \( p^1 \). Since \( H_0 \circ \Phi_1 = \Phi \circ H_0 \), we have
\[
z + 2\pi \mu + p^1(z) + h^0(z + 2\pi \mu + p^1(z)) = z + h^0(z) + 2\pi \mu + p(z + h^0(z))
\]
or
\[
p^1(z) = p(z + h^0(z)) + h^0(z) - h^0(z + 2\pi \mu + p^1(z))
\]
\[
= p(z + h^0(z)) - p(z) + h^0(z + 2\pi \mu) - h^0(z + 2\pi \mu + p^1(z)) + p_0.
\]
Thus,
\begin{equation}
\|p^1(z)\|_{r-\delta} \leq \|p(z + h^0(z)) - p(z)\|_{r-\delta} + \|h^0(z + 2\pi \mu) - h^0(z + 2\pi \mu + p^1(z))\|_{r-\delta} + \|p_0\|. \tag{18}
\end{equation}

By the mean value theorem and the Cauchy inequality, we have
\begin{equation}
\|p(z + h^0(z)) - p(z)\|_{r-\delta} \leq \|Dp\|_{r-\alpha} \|h^0\|_{r-\delta} \leq \frac{M}{\alpha} M \delta^{-\lambda} = 8M^2 \delta^{-\lambda-1} \leq M^2 \delta^{-\kappa}, \tag{19}
\end{equation}
where the constant \(\kappa\) depends only on \(\lambda\), i.e., hence only on \(C, \nu\) and \(m\). Similarly, we have
\begin{equation}
\|h^0(z + 2\pi \mu) - h^0(z + 2\pi \mu + p^1(z))\|_{r-\delta} \leq \|Dh^0\|_{r-\alpha} \|p^1\|_{r-\delta} \leq 2mM \alpha^{-\lambda-1} \|p^1\|_{r-\delta}. \tag{20}
\end{equation}

By Lemma [5.9], the rotation vector of \(\Phi_1\) is \(\mu\). Thus, from Lemma [5.10] every component \(p_j^1(z)\) of \(p^1(z)\) vanishes at some real point, say \(z_0^j \in \mathbb{R}^m, j = 1, 2, \ldots, m\). Let \(p_0 = (p_0^0, p_0^1, \ldots, p_0^m)\). Then
\begin{equation}
p_j^0 = p_j(z_0^j) - p_j(z_0^j + h^0(z_0^j)) + h_j^0(z_0^j + 2\pi \mu + p^1(z_0^j)) - h_j^0(z_0^j + 2\pi \mu). \tag{21}
\end{equation}

Hence,
\begin{align*}
\|p_0\| &= \max_{1 \leq j \leq m} |p_j^0| \\
&\leq \max_{1 \leq j \leq m} \{|p_j(z_0^j) - p_j(z_0^j + h^0(z_0^j))| + |h_j^0(z_0^j + 2\pi \mu + p^1(z_0^j)) - h_j^0(z_0^j + 2\pi \mu)|\} \\
&\leq \|p(z) - p(z + h^0(z))\|_{r-\delta} + \|h^0(z + 2\pi \mu + p^1(z)) - h^0(z + 2\pi \mu)\|_{r-\delta} \\
&\leq M^2 \delta^{-\kappa} + 2mM \alpha^{-\lambda-1} \|p^1\|_{r-\delta}.
\end{align*}

Combining [19], [20], and [21] with [18], we obtain
\begin{align*}
\|p^1\|_{r-\delta} &\leq 2M^2 \delta^{-\kappa} (1 - 4mM \alpha^{-\lambda-1})^{-1} \leq 2M^2 \delta^{-\kappa} (1 - 4m \delta^\tau (\delta/8)^{-\lambda-1})^{-1} \\
&= 2M^2 \delta^{-\kappa} (1 - m^{2\lambda + 5} \delta^{\tau-\lambda-1})^{-1} \leq 4M^2 \delta^{-\kappa} \leq 2M^2 \delta^{-\gamma},
\end{align*}
provided that \(\tau\) is sufficiently large. Here \(\gamma = \kappa + 2\).

**Proof of Theorem 5.5.** Let \(\delta_0 \leq \frac{\delta}{2}, \delta_n = \delta_{n-1}^{3/2}\), and fix \(\delta_0\) small enough such that \(\sum_{n=0}^\infty \delta_n < \frac{\delta}{2}\). Set \(r_0 = r, r_n = r_{n-1} - \delta_{n-1}, M_n = \delta_n^N\), where \(N = \max\{\tau, 2\lambda\}\).

Assume that \(\|p\|_r \leq M_0\); we claim that
\begin{equation}
\|p^n\|_{r_n} \leq M_n, \quad n \geq 0. \tag{22}
\end{equation}

We prove [22] by induction. Assume that for \(n = k\), inequality [22] holds. Then by Lemma [5.11]
\begin{equation}
\|p^{k+1}\|_{r_{k+1}} \leq M^{2}_k \delta^{-\gamma}_k = \delta^{2N-\gamma}_k \leq \delta^{3N/2}_k = \delta^N_{k+1} = M_{k+1}.
\end{equation}

Next, we prove the convergence of the composition \(H_n = H_0 \circ H_1 \circ \cdots \circ H_{n-1}\). First, by Lemma [5.8] and [17], we have that for \(r\) sufficiently large the diffeomorphism \(H_0\) is analytic in \(U_r\) and satisfies \(\|h^0\|_{r_1} < \delta_0, \|Dh^0\|_{r_1} < \delta_0\). By induction, we have that for any \(n \geq 0\),
\begin{align*}
\|h^{n-1}\|_{r_n} < \delta_{n-1}, &\quad \|Dh^{n-1}\|_{r_n} < \delta_{n-1} \\
&\quad \|p^n\|_{r_n} \leq M_n, \quad n \geq 0.
\end{align*}
and $H_n$ is analytic in $U_{r_n}$. Therefore, the derivative of $H_n$ satisfies
\[ 0 < C_- := \prod_{k=0}^{\infty} (1 - \delta_k) \leq \|D H_n\|_{r_n} \leq \prod_{k=0}^{\infty} (1 + \delta_k) := C_+ .\]
Hence $H_n$ is a diffeomorphism. Note that\[ \|H_n - H_{n+1}\|_{r/2} \leq C_+ \|h^n\|_{r/2} \leq C_+ \delta_n.\]
So, the sequence $H_n$ converges on $U_{r/2}$. Let
\[ H = \lim_{n \to \infty} H_n \Big|_{U_{r/2}}.\]
Then,
\[ H \circ R_n = \lim_{n \to \infty} H_n \circ \Phi_n = \lim_{n \to \infty} \Phi \circ H_n = \Phi \circ H.\]
This completes the proof of this theorem. $\Box$
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