THE ABSOLUTELY CONTINUOUS SPECTRUM 
OF DISCRETE CANONICAL SYSTEMS
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Abstract. We prove that if the canonical system

\[ J(y_{n+1} - y_n) = zH_n y_n \]

has absolutely continuous spectrum of a certain multiplicity, then there is a corresponding number of linearly independent solutions \( y \) which are bounded in a weak sense.

1. Introduction

In this paper, we want to study the absolutely continuous spectrum of higher order difference equations from a general point of view. We consider so-called canonical systems:

\[ (1.1) \quad J(y_{n+1} - y_n) = zH_n y_n. \]

Here, \( J, H_n \in \mathbb{C}^{2d \times 2d} \), \( y_n \in \mathbb{C}^{2d} \), \( z \in \mathbb{C} \), \( H_n \geq 0 \) (as a quadratic form on \( \mathbb{C}^{2d} \)) and \( J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \). We further assume that \( H_n^t J H_n = 0 \). This latter assumption is essential to make sure that the boundary value problems associated with (1.1) are formally symmetric.

Canonical systems provide a very general framework; for example, we will later show that every formally symmetric scalar equation of arbitrary (even) order can be put in this form.

Here is one form of our main result. The precise definition of the set \( S_m \subset \mathbb{R} \) will be given later.

**Theorem 1.1.** Let \( S_m \) be the set on which (1.1) has absolutely continuous spectrum of (exact) multiplicity \( m \) (\( 1 \leq m \leq d \)). Let \( n_j \in \mathbb{N} \) be an arbitrary sequence with \( \lim_{j \to \infty} n_j = \infty \). Then for almost all \( \lambda \in S_m \), there are \( d + m \) linearly independent solutions \( y_1, \ldots, y_{d+m} \) of \( J(y_{k(n+1)} - y_k(n)) = \lambda H(n)y_k(n) \) with

\[ \liminf_{j \to \infty} y_k^* (n_j) H(n_j) y_k(n_j) < \infty \]

for \( k = 1, \ldots, d + m \).

Loosely speaking, this means that there are \( d + m \) solutions that are bounded (albeit in a weak sense) if there is absolutely continuous spectrum of multiplicity \( m \). This neatly confirms general (and rather vague) notions about the absolutely continuous spectrum. Namely, corresponding to absolutely continuous spectrum...
of multiplicity $m$, there should be $2m$ solutions of roughly constant size, $d - m$
decaying and $d - m$ growing solutions. This indeed leads to $2m + d - m = d + m$
solutions whose size does not increase, as asserted by Theorem 1.1.

Theorem 1.1 is a generalization of a fundamental result of Last and Simon [10,
Theorem 1.2]. Last and Simon deal with second order scalar equations, corresponding
to $d = 1$ in (1.1). To prove Theorem 1.1 we will follow the strategy of [10]. The
fact that the spectrum need no longer be simple leads to new issues that have to be
addressed. In particular, we will need to study in detail the effects of a variation
of the boundary conditions at the left endpoint. This may be reformulated as a
problem in complex symplectic linear algebra. This problem is solved in Sect. 6.

We have chosen the framework of canonical systems because we want to be as
general as possible since Theorem 1.1 deals with structural aspects of an absolutely
continuous spectrum. At least in the second order case, (continuous) canonical
systems have indeed proven to be fundamental from several points of view. For
example, de Branges spaces are always generated by canonical systems [4, 15].
Moreover, the customary equations (Sturm-Liouville, Dirac, Jacobi) may all be
written as canonical systems. For more on the theory of (continuous) canonical
systems of arbitrary order $2d$, we refer the reader to [1, 16]. The literature on the
second order case ($d = 1$) is considerably larger. We just mention [8] and refer the
reader to the references quoted therein.

We do not know of any systematic treatment of discrete canonical systems, so
we develop the material we need from scratch. The main difficulty is that it is not
at all obvious how to define self-adjoint operators whose eigenvalue equations are
given by (1.1). We will take the treatment of [15, Sect. 10] as a guideline.

It is even more difficult to clarify the relations between the different possible
definitions of the spectral measures of half line problems. We do not attempt a
deep analysis of this question in this paper. For us, the main point is to ensure
that the absolutely continuous part of this spectral measure remains invariant under
a change of boundary conditions. Thus, we adopt an armchair approach and use
a definition that makes a result of Gesztesy and Tsekanovskii [7] applicable, which
will give us the desired invariance.

The issues mentioned in the preceding three paragraphs will be discussed in
Sect. 2–5. Sect. 6 is central to our treatment; here, we study questions from complex
symplectic linear algebra. We can then prove Theorem 1.1 in Sect. 7. Finally, in
Sect. 8, we try to further justify our choice of canonical systems as the general
framework by showing that any scalar equation of even order $2d$ can be written in
the form (1.1).

2. Spectral theory on finite intervals

In this section, we want to study eigenvalue problems associated with equation
(1.1) on a finite interval $n \in \{1, \ldots, N\}$. We work with the (finite-dimensional)
Hilbert space $\ell_2^H(\{1, \ldots, N\})$. Its elements are equivalence classes of functions
$y : \{1, \ldots, N\} \rightarrow \mathbb{C}^{2d}$, the scalar product is given by $\langle y, z \rangle = \sum_{n=1}^{N} y_n^* H_n z_n$, and
functions $y, y'$ with $\|y - y'\| = 0$ are identified in $\ell_2^H$.

There are several obvious problems. First of all, the operator associated with
(1.1) should formally be given by $(Ty)_n = H_n^{-1} J(y_{n+1} - y_n)$, but $H_n$ is not
invertible. If one tries to define $Ty = f$ by requiring the difference equation
$J(y_{n+1} - y_n) = H_n f_n$ to hold, then it is neither clear that any $y \in \ell_2^H$ has an
image \( f = Ty \) under \( T \) nor is it clear that this image (if it exists) is well defined, since different representatives of \( y \in \ell_2^H \) might lead to different images \( f \).

These issues will be addressed in this section. We will basically follow the method of [15, Sect. 10].

We will first define boundary value problems associated with (1.1) by hand and only later link things up with operators on (subspaces of) the Hilbert space \( \ell_2^H \).

We start out by establishing a formula of the same type as Green’s identity. Such a formula is essential if one wants to describe the self-adjoint realizations in terms of boundary conditions. Suppose that the difference equations

\[
J(y_{n+1} - y_n) = H_n f_n, \quad J(z_{n+1} - z_n) = H_n g_n
\]

are satisfied for \( n = 1, \ldots, N \). Then

\[
\langle y, g \rangle_{\ell_2^H(\{1, \ldots, N\})} - \langle f, z \rangle_{\ell_2^H(\{1, \ldots, N\})} = y_n^* J z_{n+1} \big|_{n=1}^{n=N+1}.
\]

If we interpret \( f \) as \( Ty \) and \( g \) as \( Tz \), then (2.1) expresses \( \langle y, Tz \rangle - \langle Ty, z \rangle \) as a difference of two symplectic forms that involve the values of \( y, z \) at the boundaries only.

Equation (2.1) is proved by the following calculation:

\[
\langle y, g \rangle - \langle f, z \rangle = \sum_{n=1}^{N} y_n^* H_n g_n - \sum_{n=1}^{N} f_n^* H_n z_n
\]

\[
= \sum_{n=1}^{N} y_n^* H_n g_n - \sum_{n=1}^{N} f_n^* H_n (z_{n+1} + JH_n g_n)
\]

\[
= \sum_{n=1}^{N} y_n^* H_n g_n - \sum_{n=1}^{N} f_n^* H_n z_{n+1}
\]

\[
= \sum_{n=1}^{N} y_n^* J (z_{n+1} - z_n) + \sum_{n=1}^{N} (y_{n+1}^* - y_n^*) J z_{n+1}
\]

\[
= -\sum_{n=1}^{N} y_n^* J z_n + \sum_{n=1}^{N} y_{n+1}^* J z_{n+1}
\]

\[
= y_{N+1}^* J z_{N+1} - y_1^* J z_1.
\]

To pass to the third line, we have used the fact that \( H_n J H_n = 0 \).

We now want the boundary forms \( y^* J z \) to vanish separately at \( n = 1 \) and \( n = N + 1 \) (“separated boundary conditions”). We seek maximal subspaces with this property. More specifically, we want to work with subspaces \( L \subset \mathbb{C}^{2d} \) with \( v^* J w = 0 \) for all \( v, w \in L \), and \( L \) should be maximal with this property. These so-called Lagrangian subspaces admit the following description: Let \( \alpha_1, \alpha_2 \in \mathbb{C}^{d \times d} \) with

\[
\alpha_1 \alpha_1^* + \alpha_2 \alpha_2^* = 1, \quad \alpha_1 \alpha_2^* - \alpha_2 \alpha_1^* = 0.
\]

Then \( L_\alpha := \{ v \in \mathbb{C}^{2d} : \langle \alpha_1, \alpha_2 \rangle v = 0 \} \) is a Lagrangian subspace, \( L_\alpha \neq L_\beta \) if \( \alpha \neq \beta \) both satisfy (2.2), and every Lagrangian subspace arises in this way. We will prove this characterization of Lagrangian subspaces in Sect. 6, where we will also discuss other questions from symplectic linear algebra. See also [3, Chapter 11] or [2].
We can now try to associate boundary value problems with the canonical system \((1.1)\). The following definition suggests itself: Fix \(\alpha, \beta\) satisfying \((2.2)\) and impose the boundary conditions
\[(2.3) \quad (\alpha_1, \alpha_2)y_1 = 0, \quad (\beta_1, \beta_2)y_{N+1} = 0.\]
We call \(z \in \mathbb{C}\) an eigenvalue of \((1.1), (2.3)\) if there is a non-trivial solution \(y\) to these equations. One can of course just work with this definition, but we will try to get additional insight by identifying the set of these eigenvalues as the spectrum of a self-adjoint operator in a subspace of \(\ell^2_2\).

There are only finitely many eigenvalues, so we can certainly fix a number \(z_0 \in \mathbb{C}\) that is not an eigenvalue. We will consider the resolvent at the point \(z_0 = 0\); this amounts to assuming that the matrix \((\frac{\alpha_1}{\beta_1}, \frac{\alpha_2}{\beta_2})\) is regular. Then, if \((f_j)_{j=1}^N\) is given, there is a unique solution \(y\) of the inhomogenous equation \(J(y_{n+1} - y_n) = f_n \quad (n = 1, \ldots, N)\) that satisfies the boundary conditions \((2.3)\). A straightforward calculation shows that this solution can be obtained with the help of a kernel \(K\) as
\[y_n = \sum_{j=1}^N K(n, j)f_j,\]
where
\[K(n, j) = \begin{cases} \frac{B_{n \beta}J - J}{B_{n \alpha}J}, & j < n, \\ B_{n \beta}J, & j \geq n, \end{cases} \quad B_{n \beta} = \begin{pmatrix} \alpha_1 & \alpha_2 \\ \beta_1 & \beta_2 \end{pmatrix}^{-1} \begin{pmatrix} 0 & 0 \\ \beta_1 & \beta_2 \end{pmatrix}.\]

From the construction of \(K\), it is clear that \(z\) is an eigenvalue with a corresponding eigenfunction \(y\) precisely if
\[(2.4) \quad y_n = z \sum_{j=1}^N K(n, j)H_jy_j.\]
This equation also makes sense in the Hilbert space \(\ell^2_2\) because the right-hand side only depends on the equivalence class \(\tilde{y}\) of \(y\) (recall that \(y \sim 0 \iff H_ny_n \equiv 0\)). More precisely, the kernel \(K\) defines an operator \(KH\) on \(\ell^2_2\) by \((2.4)\). If \(y\) is an eigenvector with eigenvalue \(z\), then \(\tilde{y} = zKH\tilde{y}\). Conversely, if this equation in \(\ell^2_2\) holds, then there is a unique representative \(y\) (namely, the one defined by \((2.4)\)) which is an eigenfunction corresponding to the eigenvalue \(z\). In particular, it follows that different eigenfunctions also represent different elements of \(\ell^2_2\).

Define \(\ell^2_1\) similarly to \(\ell^2_2\), but with \(H\) replaced by the identity matrix \(I \in \mathbb{C}^{2d \times 2d}\) (so \(\ell^2_1\) is isomorphic to a \(2d\)-fold orthogonal sum of \(\ell^2\) spaces of scalar valued functions). Let \(V\) be the isometry
\[V : \ell^2_2 \to \ell^2_1, \quad (Vy)_n = H_n^{1/2}y_n.\]
Here, \(H_n^{1/2}\) is the non-negative square root of \(H_n \geq 0\). Let \(L : \ell^2_1 \to \ell^2_1\) be the operator with kernel
\[L(n, j) = H_n^{1/2}K(n, j)H_j^{1/2}.\]

**Lemma 2.1.** \(L(n, j) = L(j, n)^*\) and \(L\) is self-adjoint.
Proof: The second claim follows immediately from the identity for the kernel. This identity, in turn, follows from the corresponding identity for $K$,
\begin{equation}
K(n, j) - K(j, n)^* = J\delta_{nj},
\end{equation}
and the fact that $H_n J H_n = 0$. So we need only prove (2.5).

Let $y, z$ satisfy the boundary conditions (2.3) and solve the equations
\[ J(y_{n+1} - y_n) = f_n, \quad J(z_{n+1} - z_n) = g_n. \]

Then
\[ 0 = \sum_{n=1}^N (y_{n+1} J z_{n+1} - y_n J z_n) = \sum_{n=1}^N ((y_n^* + f_n^*) J (z_n - J g_n) - g_n^* J z_n) \]
\[ = \sum_{n=1}^N (f_n^* J g_n + y_n^* g_n - f_n^* z_n) = \sum_{j,n=1}^N f_n^* [J\delta_{nj} - K(n,j) + K(j,n)^*] g_j. \]

As $f, g$ are arbitrary, (2.5) follows. \qed

We observed above that the eigenvalues and eigenfunctions are precisely the solutions of (2.4). Also, it is possible to view (2.4) as an equation in the Hilbert space $\ell^H_2$. In the following lemma, we will further reformulate this condition.

Lemma 2.2. Let $f \in \ell^I_2$, $z \neq 0$. The following statements are equivalent:

a) $\mathcal{L} f = z^{-1} f$,

b) $f \in R(V)$ and the unique $y \in \ell^H_2$ with $f = V y$ satisfies $y = z K H y$.

Here, $R(V) \subset \ell^I_2$ denotes the range of $V$.

Proof. We see from the form of the kernel $L$ that $R(\mathcal{L}) \subset R(V)$. Now if a) holds, then $f = z \mathcal{L} f$ lies in $R(V)$; hence $f = V y$ for $y \in \ell^H_2$. So $f_n = H_n^{1/2} y_n$ and $z(\mathcal{L} f)_n = z H_n^{1/2} \sum_{j=1}^N K(n,j) H_j y_j$ and thus
\[ H_n^{1/2} \left( y_n - z \sum_{j=1}^N K(n,j) H_j y_j \right) = 0. \]

In other words, $y = z K H y$ in $\ell^H_2$.

Conversely, if b) holds, then we get a) by multiplying from the left by $H_n^{1/2}$ on both sides of $y = z K H y$. \qed

Let $P$ be the orthogonal projection onto $R(V)$ in $\ell^I_2$. Note that
\[ R(V)^{\perp} = \left\{ f \in \ell^I_2 : \sum_{n=1}^N g_n^* H_n^{1/2} f_n = 0 \quad \forall g \in \ell^I_2 \right\} = \left\{ f \in \ell^I_2 : \|f\|_{\ell^H_2} = 0 \right\}. \]

Thus $\mathcal{L}(1 - P) = 0$. On the other hand, since $R(P) = R(V) \subset R(\mathcal{L})$, we have that $P \mathcal{L} = \mathcal{L}$. It follows that $P \mathcal{L} = \mathcal{L} P$, and thus $R(V)$ is a reducing subspace for the self-adjoint operator $\mathcal{L}$. Let $\mathcal{L}_0$ be the restriction of $\mathcal{L}$ to $R(V)$. Then, since $\mathcal{L}(1 - P) = 0$ (as noted above), $\mathcal{L} = \mathcal{L}_0 \oplus 0$.

The crucial step in the construction of a self-adjoint operator $T$ associated with (1.1), (2.3) is the introduction of the following subspace. Define
\[ Z = \left\{ f \in \ell^H_2 : \exists y \text{ with } \|y\|_{\ell^H_2} = 0, J(y_{n+1} - y_n) = H_n f_n, y \text{ satisfies (2.3)} \right\}. \]
Since such sequences \( y \) represent the zero element of \( \ell_2^H \), we can interpret \( Z \) as the space of the images of zero of the sought “operator” (more precisely, of a relation). In the following lemma, we write \( N(\mathcal{L}_0) \) for the kernel of \( \mathcal{L}_0 \).

**Lemma 2.3.** \( N(\mathcal{L}_0) = VZ \).

**Proof.** Let \( g \in N(\mathcal{L}_0) \). Recalling that \( \mathcal{L}_0 \) acts in \( R(V) \), we can write \( g = Vf \) with \( f \in \ell_2^H \). Then \( H_n^{1/2} \sum_{j=1}^{N} K(n, j) H_j f_j = 0 \). Put \( y_n = \sum_{j=1}^{N} K(n, j) H_j f_j \). Then, as just observed, \( H_n y_n = 0 \), and by the construction of \( K \), \( y \) satisfies the boundary conditions and the equation \( J(y_{n+1} - y_n) = H_n y_n \). Hence \( f \in Z \) and \( g \in VZ \).

Conversely, if \( f \in Z \) and \( g = Vf \), then there exists a sequence \( y \) that satisfies the boundary conditions, the equation \( J(y_{n+1} - y_n) = H_n y_n \), and \( H_n y_n = 0 \). We again use the properties of \( K \) to represent \( y \) as \( y_n = \sum_{j=1}^{N} K(n, j) H_j f_j \). Hence \( \mathcal{L}_0 g = \mathcal{L}_0 V f = H_n^{1/2} y_n = 0 \). \( \square \)

**Theorem 2.4.** The (normalized) eigenfunctions of

\[
J(y_{n+1} - y_n) = z H_n y_n, \quad (\alpha_1, \alpha_2) y_1 = (\beta_1, \beta_2) y_{N+1} = 0
\]

form an orthonormal basis of the Hilbert space \( \ell_2^H \oplus Z \).

**Proof.** Obviously, the (normalized) eigenfunctions of the self-adjoint operator \( \mathcal{L}_0 \) corresponding to non-zero eigenvalues form an orthonormal basis of \( R(V) \oplus N(\mathcal{L}_0) \). Apply the unitary map \( V^{-1} : R(V) \to \ell_2^H \) and use Lemmas 2.2, 2.3. \( \square \)

We have succeeded in relating the eigenvalue problem \([1.1], \ [2.3]\) to the spectral theory of a self-adjoint operator in a Hilbert space. We now show that a more direct line of attack leads to the same result. Define the relation \( \mathcal{R}_0 \) by

\[
\mathcal{R}_0 = \{(y, f) : J(y_{n+1} - y_n) = H_n f_n, \text{y satisfies the boundary conditions}\}.
\]

Equivalently, \( (y, f) \in \mathcal{R}_0 \) if and only if

\[
y_n = \sum_{j=1}^{N} K(n, j) H_j f_j.
\]

Also define

\[
\mathcal{R} = \{(\tilde{y}, \tilde{f}) : (y, f) \in \mathcal{R}_0 \} \subset \ell_2^H \oplus \ell_2^H.
\]

(We use a tilde if we want to emphasize that we are considering elements of \( \ell_2^H \).) Our goal is to extract an operator from the relation \( \mathcal{R} \). Now for a given \( y \in \ell_2^H \), it might happen that \( (y, f) \notin \mathcal{R} \) for all \( f \in \ell_2^H \), and even if \( (y, f) \in \mathcal{R} \) for suitable \( f \in \ell_2^H \), this \( f \) might not be unique. We are thus led to introducing the spaces

\[
D = \{y \in \ell_2^H : \exists f \in \ell_2^H \text{ with } (y, f) \in \mathcal{R}\}
\]

(the projection of \( \mathcal{R} \) onto the first component) and, as above,

\[
Z = \{f \in \ell_2^H : (0, f) \in \mathcal{R}\}.
\]

We now claim that \( (\tilde{y}, \tilde{f}) \in \mathcal{R} \iff V \tilde{y} = \mathcal{L}_0 V \tilde{f} \). Indeed, if this latter relation holds, then \( \tilde{y} = KH f \). Take an arbitrary representative \( f \in \mathcal{R} \) and define a representative \( y \) of \( \tilde{y} \) by \([2.6]\). Then \( (y, f) \in \mathcal{R}_0 \) and thus \( (\tilde{y}, \tilde{f}) \in \mathcal{R} \). The converse is proved by reversing these steps.
Recall that $V$ maps $\ell_2^H$ unitarily onto $R(V) \subset \ell_2^1$. So $V$ is invertible as a map to $R(V)$, and thus

$$(y, f) \in \mathcal{R} \iff y = V^{-1}L_0Vf.$$ 

In particular, it follows that $Z = N(V^{-1}L_0V)$, and, since this operator is self-adjoint,

$$D = R(V^{-1}L_0V) = N(V^{-1}L_0V)^\perp = Z^\perp = \ell_2^H \ominus Z.$$ 

We obtain the self-adjoint operator

$$T : D \to D, \quad T = ((V^{-1}L_0V)|_D)^{-1}$$

from the relation $\mathcal{R}_0$, just as in Theorem 2.4. The eigenvalues and eigenfunctions of the boundary value problem from Theorem 2.4 are exactly the eigenvalues and eigenvectors of $T$.

A vector $\tilde{y} \in \ell_2^H$ lies in $D$ if and only if there exists a representative $y \in \tilde{y}$ and an $f$, so that $y$ satisfies the boundary conditions and $J(y_{n+1} - y_n) = H_n f_n$. In this case, $y$ is unique and the unique $\tilde{f}$ with the properties from above and, in addition, $\tilde{f} \in D$, is the image $f = T\tilde{y}$.

### 3. Spectral measures

As the underlying Hilbert space $\mathcal{H} = D = \ell_2^H \ominus Z$ is finite-dimensional, the operator $T$ introduced in the preceding section has a purely discrete spectrum, and a spectral representation can thus be obtained by expanding in terms of eigenfunctions. We proceed as follows. Let $u(n, z)$ be the solution of (1.1) with the initial value $u(1, z) = \left(\begin{smallmatrix} -a_1^2 \\ \vdots \\ -a_N^2 \end{smallmatrix}\right)$ (we write $u(n)$ instead of $u_n$ here, and we will continue to change between these two notation). So $u$ satisfies the boundary condition at $n = 1$, and the columns of $u$ span the space of solutions of (1.1) with this additional property. We further introduce the map $U$ by

$$\tag{3.1} (Uf)(\lambda) = \sum_{n=1}^N u^*(n, \lambda)H(n)f(n).$$

In other words, $U$ computes the scalar products with the solutions $u(\cdot, \lambda)$. The goal is to introduce a spectral measure $\rho$ that makes $U$ unitary onto $L_2(\mathbb{R}, d\rho)$. If $\lambda$ is an eigenvalue, we can find a matrix $P_\lambda \in \mathbb{C}^{d\times d}$ so that the columns of $u(\cdot, \lambda)P_\lambda$ span the eigenspace $N(T - \lambda)$. We can actually assume that $P_\lambda$ is an orthogonal projection. Put $N_\lambda = \sum_{n=1}^N u^*(n, \lambda)H(n)u(n, \lambda)$. The compression of $N_\lambda$ to $R(P_\lambda)$, $P_\lambda N_\lambda P_\lambda$, is invertible as an operator on $R(P_\lambda)$. Indeed, $v^* N_\lambda v > 0$ for all $v \in R(P_\lambda)$ because eigenfunctions cannot have zero norm. Define

$$\tag{3.2} \rho = \sum P_\lambda (P_\lambda N_\lambda P_\lambda)^{-1} P_\lambda \delta_\lambda.$$ 

The sum is over the eigenvalues, the inverse really means the inverse in $R(P_\lambda)$, as just explained, and $\delta_\lambda$ is the Dirac measure at $\lambda$.

**Theorem 3.1.** $U : \mathcal{H} \to L_2(\mathbb{R}, d\rho)$ is unitary.

Note that $\rho$ is a matrix valued measure. The scalar product in $L_2(\mathbb{R}, d\rho)$ is given by $\langle f, g \rangle = \int f^*(\lambda)d\rho(\lambda)g(\lambda)$ (in this order).
Proof. Let $E$ be an eigenvalue and consider first the case $f(n) = u(n, E)a$ with $a \in R(P_E)$. Then the following evaluation holds almost everywhere with respect to $\rho$:

$$(U f)(\lambda) = \sum_{n=1}^{N} u^*(n, \lambda) H(n) u(n, E) a = \sum_{n=1}^{N} P_{\lambda} u^*(n, \lambda) H(n) u(n, E) a = \delta_{\lambda E} P_E N_E P_E a.$$ 

For the last equality, we use the fact that eigenfunctions corresponding to different eigenvalues are orthogonal and that $P u^* = (uP)^*$ and the columns of $uP$ are eigenfunctions.

Hence, if $g(n) = u(n, E')b$ with an eigenvalue $E'$ and $b \in R(P_{E'})$, then

$$\langle U f, U g \rangle_{L^2(\mathbb{R}, d\rho)} = \delta_{EE'} a^* P_E N_E P_E (P_E N_E P_E)^{-1} P_E N_E P_E b = \delta_{EE'} a^* N_E b$$

$$= \delta_{EE'} a^* \sum_{n=1}^{N} u^*(n, E) H(n) u(n, E) b = \langle f, g \rangle_{H} = \langle f, g \rangle_{\mathcal{H}}.$$ 

Since the functions $f = u(\cdot, E) a$ span $\mathcal{H}$, $U$ is isometric. Since the images $U f = \delta_{\lambda E} P_E N_E P_E a$ span $L^2(\mathbb{R}, d\rho)$, $U$ is unitary. \hfill $\Box$

We can also consider the $U$ defined in (3.1) as an operator from $\ell^2_2$ to $L^2(\mathbb{R}, d\rho)$. Then $U$ is a partial isometry. More precisely, the following holds.

**Theorem 3.2.** $N(U) = Z$.

Proof. Since we know already that $U$ is unitary from $\mathcal{H} = Z^\perp$ to $L^2(\mathbb{R}, d\rho)$, we must show that $U f = 0$ for all $f \in Z$. So let $f \in Z$. By the definition of $Z$, there exists a sequence $y$ so that $J(y_{n+1} - y_n) = H_n f_n, H_n y_n = 0 (n = 1, \ldots, N)$, and $y$ satisfies the boundary conditions. Now Green’s identity (2.1) shows that

$$(U f)(\lambda) = \sum_{n=1}^{N} u_n^*(\lambda) H_n f_n = \lambda \sum_{n=1}^{N} u_n^* H_n y_n + u_n^* J y_n |_{n=N+1}^{n=N+1} = u_{N+1}^* J y_{N+1}.$$ 

We have used the fact that $u_1^* J y_1 = 0$, since $u$ and $y$ both satisfy the boundary condition at $n = 1$.

We are interested in $(U f)(\lambda) = u^*(N+1, \lambda) J y(N+1)$ as an element of $L^2(\mathbb{R}, d\rho)$, so we may restrict $\lambda$ to the eigenvalues. Moreover, the projections $P_\lambda$ from (3.2) ensure that $(U f)(\lambda) = (u(N+1, \lambda) P_\lambda)^* J y(N+1)$ almost everywhere with respect to $\rho$. In other words, only eigenfunctions (and not arbitrary linear combinations of the columns of $u$) need to be considered. But these eigenfunctions satisfy the boundary conditions at $n = N + 1$, as does $y$, hence $(u(N+1, \lambda) P_\lambda)^* J y(N+1) = 0$. \hfill $\Box$

The following observation is an immediate consequence of the fact that $U$ is a partial isometry. It will be a crucial input to the method of Last-Simon [10].

**Corollary 3.3.** For all $f \in \ell^2_2(\{1, \ldots, N\})$, we have that $\|U f\|_{L^2(\mathbb{R}, d\rho)} \leq \|f\|_{\ell^2_2}$.

Actually, we will use another version of this:

**Theorem 3.4.** Let $P_n$ be the orthogonal projection onto $R(H_n) \subset \mathbb{C}^{2d}$. Then for $n = 1, \ldots, N$,

$$(3.3) \int_{\mathbb{R}} H_n^{1/2} u(n, \lambda) d\rho(\lambda) u^*(n, \lambda) H_n^{1/2} \leq P_n.$$
4. $M$ functions

In this section, we present an alternate approach to constructing the spectral measure $\rho$. Namely, we introduce and use Titchmarsh-Weyl $M$ functions. For this theory in various different situations, see [2, 3, 9, 14].

In this approach, one does not introduce operators, but works directly with equation (1.1). Let $Y(\cdot, z)$ be a fundamental matrix of (1.1), with the initial value $Y(1, z) = \left(\begin{smallmatrix} \alpha_1 & -\alpha_2 \\ \alpha_2 & \alpha_1 \end{smallmatrix}\right)$. So the last $d$ columns of the $2d \times 2d$ matrix $Y$ are just the solution $u$ introduced above. Write $Y = (v, u)$ and put, for $M \in \mathbb{C}^{d \times d}$,

$$F_M(n, z) = Y(n, z) \left(\begin{array}{c} 1 \\ M \end{array}\right) = v(n, z) + u(n, z)M.$$  

As usual, the Titchmarsh-Weyl $M$ function of the problem (1.1) is defined by requiring that $F_M$ satisfy the boundary condition at $n = N + 1$. More precisely, for $z \in \mathbb{C}^+ = \{z \in \mathbb{C} : \text{Im } z > 0\}$, we demand that $(\beta_1, \beta_2)F_M(N + 1, z) = 0$. This defines a matrix $M(z) = M_{\alpha, \beta}^{(N)}(z)$. Note that such an $M$ must exist because otherwise there would be non-real eigenvalues. Also, $M$ is unique. In fact, writing $v = \left(\begin{smallmatrix} u_1 \\ u_2 \end{smallmatrix}\right)$ and $u = \left(\begin{smallmatrix} v_1 \\ v_2 \end{smallmatrix}\right)$, we can express $M$ as

$$M(z) = - (\beta_1 u_1(N + 1, z) + \beta_2 u_2(N + 1, z))^{-1} (\beta_1 v_1(N + 1, z) + \beta_2 v_2(N + 1, z)).$$

This representation shows that $M$ is holomorphic on $\mathbb{C}^+$; in fact, it is a rational function.

For $z \in \mathbb{C}^+$ and $M \in \mathbb{C}^{d \times d}$ (not necessarily equal to one of the matrices $M_{\alpha, \beta}^{(N)}(z)$ from above), introduce

$$E_z(M) = \text{Im } z \sum_{n=1}^{N} F_M^*(n, z)H(n)F_M(n, z) - \text{Im } M,$$

with $\text{Im } M = (1/2i)(M - M^*)$.

**Theorem 4.1.** Let $z \in \mathbb{C}^+$, $M \in \mathbb{C}^{d \times d}$. Then $M = M_{\alpha, \beta}^{(N)}(z)$ for some boundary condition $\beta$ if and only $E_z(M) = 0$.

**Proof.** We claim that

$$E_z(M) = \frac{1}{2i} F_M^*(N + 1, z)JF_M(N + 1, z).$$
This follows from Green’s identity (2.1). Indeed, with $y = z F_M(\cdot, z)$ and thus $f = g = z F_M(\cdot, z)$, we see that

$$F_M^*(N + 1, z) J F_M(N + 1, z) = F_M^*(1, z) J F_M(1, z) + 2i \operatorname{Im} z \sum_{n=1}^{N} F_M^*(n, z) H(n) F_M(n, z).$$

Moreover,

$$F_M^*(1, z) J F_M(1, z) = (1, M^*) \begin{pmatrix} \alpha_1 & \alpha_2 \\ -\alpha_2 & \alpha_1 \end{pmatrix} J \begin{pmatrix} \alpha_1^* & -\alpha_2^* \\ \alpha_2^* & \alpha_1^* \end{pmatrix} \begin{pmatrix} 1 \\ M \end{pmatrix} = M^* - M = -2i \operatorname{Im} M,$$

and hence (4.2) holds.

Now if $M = M_\beta(z)$ for some boundary condition $\beta$, then, by the construction of $M_\beta$, the solution $F_{M_\beta}$ satisfies the boundary condition $\beta$ at $n = N + 1$ and hence $E_z(M_\beta) = 0$ by (4.2) (because the boundary conditions single out those subspaces on which the form $u^* J v$ vanishes).

Conversely, if $E_z(M) = 0$, set

$$(\gamma_1, \gamma_2) = (1, M^*) Y^*(N + 1, z) J,$$

with $\gamma_{1,2} \in \mathbb{C}^{d \times d}$. Then $(\gamma_1, \gamma_2) F_M(N + 1, z) = 0$. Moreover,

$$\gamma_1^2 \gamma_2^* - \gamma_2 \gamma_1^* = -(\gamma_1, \gamma_2) J \begin{pmatrix} \gamma_1^2 \\ \gamma_2^\dagger \end{pmatrix} = -F_M^*(N + 1, z) J F_M(N + 1, z) = 0$$

by (4.2). Since $(\gamma_1, \gamma_2)$ has full rank (equal to $d$), $A := \gamma_1 \gamma_1^* + \gamma_2 \gamma_2^*$ is an invertible matrix. Put $\beta_j = A^{-1/2} \gamma_j$ ($j = 1, 2$). The above observations imply that $(\beta_1, \beta_2)$ is an admissible boundary condition (this is to say, (2.2) holds) and

$$(\beta_1, \beta_2) F_M(N + 1, z) = 0.$$ 

In other words, $M = M_\beta(z)$. 

For second order equations, the sets

$$C_\alpha^{(N)}(z) = \{ M_\beta(z) : \beta \text{ boundary condition } \} = \{ M \in \mathbb{C}^{d \times d} : E_z(M) = 0 \}$$

are circles in the complex plane ($d = 1$ here). If $N$ increases, these circles are nested. Here, we have more complicated objects, but they are still nested in the following sense: Introduce the sets (“discs”)

$$D_\alpha^{(N)}(z) = \{ M \in \mathbb{C}^{d \times d} : E_z(M) \leq 0 \}.$$ 

Then $D_\alpha^{(N_1)}(z) \supset D_\alpha^{(N_2)}(z)$ if $N_1 \leq N_2$. This follows at once from (4.1). Equation (4.1) also shows that $M_\beta$ is a Herglotz function. This means that $M_\beta(z)$ is defined and holomorphic on the upper half plane and $\operatorname{Im} M_\beta(z) \geq 0$ there (in the sense that the matrix is positive definite). Consequently, there exist matrices $A, B \in \mathbb{C}^{d \times d}$, $A = A^*$, $B \geq 0$, and a (matrix valued) positive Borel measure $\nu$ on $\mathbb{R}$ with $\int_\mathbb{R} d(\operatorname{trace} \nu)(t)/(t^2 + 1) < \infty$, so that

$$(4.3) \quad M_\beta(z) = A + Bz + \int_\mathbb{R} \left( \frac{1}{t - z} - \frac{t}{t^2 + 1} \right) d\nu(t).$$
A, B and ν are uniquely determined by $M_\beta$. Occasionally, it is useful to have finite measures. To this end, one can also write

$$M_\beta(z) = A + \int_\mathbb{R} \frac{1 + tz}{t - z} d\mu(t),$$

with $\mathbb{R} = \mathbb{R} \cup \{\infty\}$ and

$$d\mu(t) = \frac{d\nu(t)}{t^2 + 1} + B\delta_\infty.$$

The representation (4.4) has the additional advantage that $\mu$ is a measure on the compact space $\overline{\mathbb{R}}$.

We now relate the $M$ functions discussed above to the material from Sect. 3.

**Theorem 4.2.** The measure $\nu$ from the Herglotz representation (4.3) of $M_\beta$ is the spectral measure $\rho$ from (3.2).

This does not come as a surprise; on the contrary, this fact is one of the main points of the Weyl construction.

**Proof.** We compute the norm of $F = F_{M_\beta}$ in two ways. First of all, by (4.1) and Theorem 4.1.

$$\sum_{n=1}^{N} F(n, z)^* H(n) F(n, z) = \frac{\text{Im} M_\beta(z)}{\text{Im} z}.$$  (4.5)

Next, we use the partial isometry $U$ from (3.1). We use a convenient matrix notation: $UF$ is the matrix whose columns are given by $U$ applied to the corresponding columns of $F$. Green’s identity (2.1) shows that in $L^2(\mathbb{R}, d\rho)$,

$$(\lambda - z)(UF)(\lambda) = (\lambda - z) \sum_{n=1}^{N} u^*(n, \lambda) H(n) F(n, z) = -u^*(n, \lambda) JF(n, z)_{n=1}^{N+1}$$

$$= u^*(1, \lambda) JF(1, \lambda) = (-\alpha_2, \alpha_1) J \left( \alpha_1^2 - \frac{\alpha_2^2 M_\beta(z)}{\alpha_2 + \alpha_1^2 M_\beta(z)} \right) = 1.$$  (4.6)

The boundary term at $n = N + 1$ vanishes because of the argument at the end of the proof of Theorem 3.2. Almost everywhere with respect to $\rho$, we only need to consider eigenvalues $\lambda$ and eigenfunctions $(u(\cdot, \lambda)P_\lambda)^*$, and these eigenfunctions as well as $F$ satisfy the boundary condition at $n = N + 1$.

Now the material from Sect. 3 shows that

$$\sum_{n=1}^{N} F(n, z)^* H(n) F(n, z) = \int_{\mathbb{R}} \frac{d\rho(\lambda)}{|\lambda - z|^2} + \sum_{n=1}^{N} (P_\mathbb{H} F)^*(n, z) H(n)(P_\mathbb{H} F)(n, z),$$

where $P_\mathbb{H}$ denotes the projection onto $Z \subset \ell^2_\mathbb{H}$. To analyze $P_\mathbb{H} F$, fix a sequence $f \in Z$. By definition of $Z$, there exists $y$ so that $J(y_{n+1} - y_n) = H_n f_n, H_n y_n = 0,$ and $y$ satisfies the boundary conditions. A calculation similar to the one used in the proof of Theorem 3.2 shows that

$$\sum_{n=1}^{N} F^*(n, z) H(n) f(n) = -F^*(1, z) J y(1).$$
By plugging in the value of $F(1,z)$, we may further evaluate this as

$$\sum_{n=1}^{N} F^*(n,z) H(n) f(n) = (-\alpha_2, \alpha_1) y(1).$$

In particular, the scalar product of (a column of) $F(\cdot,z)$ with any vector from $Z$ is independent of $z \in \mathbb{C}^+$. Consequently, $P_Z F(\cdot,z)$ is also independent of $z$. By combining this result with (4.5), (4.6), we obtain

$$\text{Im } M_\beta(z) = B \text{ Im } z + \text{Im } z \int_{\mathbb{R}} \frac{d\rho(t)}{|t-z|^2},$$

where $B \geq 0$ is a constant matrix. But the measure from the Herglotz representation is uniquely determined by $\text{Im } M$, hence comparison with (4.3) shows that $\nu = \rho$; in fact (referring to (4.4)), we have that $d\mu(t) = d\rho(t)/(t^2 + 1) + B\delta_\infty$. □

5. Spectral measures for half line problems

We are now given an equation of the form (1.1) on a half line $n \in \mathbb{N}$, together with a boundary condition $\alpha$ at $n = 1$, and we want to introduce spectral measures for this problem. This seems to be a rather subtle problem, as there are several reasonable looking possible definitions, and the relations between them are not at all clear. For example, one might be satisfied with measures $\rho$ for which the map $U$ becomes a partial isometry from $\ell^2_0(\{1, \ldots, N\})$ to $L_2(\mathbb{R}, d\rho)$ for all $N \in \mathbb{N}$. Or one might require these maps to be isometric on the spaces $\ell^2_0(\{1, \ldots, N\}) \ominus \mathbb{Z}_N$. In this case, one would probably only consider situations in which these spaces are subspaces of one another. One could also try to construct self-adjoint operators corresponding to the half line problem and then consider the spectral measures of these operators.

Here, we will take a rather pedestrian approach modelled on the construction of spectral measures in the classical Weyl theory. More precisely, we will consider limit points of spectral measures of problems on $\{1, \ldots, N\}$ for $N \to \infty$. The following observation will get us started. It will be convenient to work with the measures $\mu = \mu^{(N)}_\beta$ from (4.4) instead of $\rho$.

**Lemma 5.1.** There is a constant $C$ so that $\mu^{(N)}_\beta(\mathbb{R}) \leq C$ for all $N \in \mathbb{N}$ and all boundary conditions $\beta$.

**Proof.** Equation (4.4) shows that $\mu^{(N)}_\beta(\mathbb{R}) = \text{Im } M^{(N)}_\beta(i)$, and these matrices are uniformly bounded because by the nesting property, all $M^{(N)}_\beta(i)$ lie in the compact set $\mathcal{D}(1)(i)$. □

Now the Banach-Alaoglu Theorem ensures that there are weak * convergent subsequences $\mu^{(N_i)}_\beta \to \mu$. We transform back and dismiss a possible discrete point at infinity and call every measure $\rho$ on (the Borel sets of) $\mathbb{R}$ of the form $d\rho(t) = (t^2 + 1) d\mu(t)$, with such a weak * limit point $\mu$, a spectral measure of the half line problem. Lemma 5.1 shows that spectral measures always exist.

This definition is rather general, and we cannot expect $\rho$ to have many properties. It is true, however, that $U$ from (3.1) maps $\ell^2(\mathbb{N})$ contractively into (but, in general, certainly not onto) $L_2(\mathbb{R}, d\rho)$.
Theorem 5.2. Let \( \rho \) be a spectral measure as above and \( f \in \ell^H_2(\{1, \ldots, N\}) \) for some \( N \in \mathbb{N} \). Then

\[
\|Uf\|_{L^2(\mathbb{R},d\rho)} \leq \|f\|_{\ell^H_2}.
\]

This of course implies that \( U \) has a unique continuous extension to all of \( \ell^H_2(\mathbb{N}) \), and this extension (which we also denote by \( U \)) still satisfies (5.1).

Proof. Fix \( f \in \ell^H_2(\{1, \ldots, N\}) \). Let \( \phi \) be a continuous function on \( \mathbb{R} \) with compact support, \( 0 \leq \phi \leq 1 \), and \( \phi(0) = 1 \). As discussed in Sect. 3, \( U \) is a contraction (in fact, a partial isometry) from \( \ell^H_2(\{1, \ldots, N\}) \) onto \( L_2(\mathbb{R},d\rho^{N'}_N) \) for every \( N' \in \mathbb{N} \). Hence if \( N_j \geq N \) and \( R > 0 \), then

\[
\|f\|_{\ell^H_2}^2 \geq \int_{\mathbb{R}} (Uf)^*(\lambda)d\rho_j^{(N_j)}(\lambda)(Uf)(\lambda) \geq \int_{\mathbb{R}} \phi\left(\frac{\lambda}{R}\right)(Uf)^*(\lambda)d\rho_j^{(N_j)}(\lambda)(Uf)(\lambda).
\]

Letting \( j \to \infty \) shows that

\[
\|f\|_{\ell^H_2}^2 \geq \int_{\mathbb{R}} \phi\left(\frac{\lambda}{R}\right)(Uf)^*(\lambda)d\rho(\lambda)(Uf)(\lambda),
\]

and now (5.1) follows by letting \( R \to \infty \). \( \square \)

Theorem 5.3 has the following important corollary.

Theorem 5.3. Let \( \rho \) be a spectral measure of the half line problem. Denote the orthogonal projection onto \( R(H_n) \subset \mathbb{C}^{2d} \) by \( P_n \). Then for every \( n \in \mathbb{N} \),

\[
\int_{\mathbb{R}} H_n^{1/2}u(n,\lambda)d\rho(\lambda)u^*(n,\lambda)H_n^{1/2} \leq P_n.
\]

Proof. Identical to the proof of Theorem 3.1 with Corollary 3.3 replaced by Theorem 5.2. \( \square \)

Our second major goal in this section is to prove an invariance result for the absolutely continuous parts of the spectral measures if the boundary condition at \( n = 1 \) is varied. To this end, we will first establish a transformation formula for the \( M \) functions. We need the following technical result.

Lemma 5.4. Suppose that \( \mu_N \to \mu \) in the weak \( * \) topology. Then there is a subsequence \( N_j \to \infty \), so that the corresponding functions \( M_{N_j} \) (compare (1.4)) converge locally uniformly on \( \mathbb{C}^+ \). The limit function has the Herglotz representation

\[
M(z) = A + \int_{\mathbb{R}} \frac{1 + tz}{t - z} d\mu(t).
\]

It is in fact well known (see [5]) that weak \( * \) convergence of the measures is equivalent to locally uniform convergence of the imaginary parts of the corresponding Herglotz functions. Here, the real parts can be made convergent too because of the Weyl geometry. With the use of this term, we are referring to the fact that the sets \( \mathcal{D}_N(z) \) are nested.

Proof. The integrals from the Herglotz representation (1.4) clearly converge locally uniformly. Moreover, \( A_N = \text{Re} M_N(i) \) remains bounded because \( M_N(i) \in \mathcal{D}_1(i) \) for all \( N \in \mathbb{N} \), and thus \( A_N \) converges on a suitable subsequence. \( \square \)
From now on, we will make the additional assumption that
\[ \bigcap_{n \in \mathbb{N}} N(H_n) = \{0\}. \]
Equivalently, if \( y \) solves \( J(y_{n+1} - y_n) = zH_ny_n \) for some \( z \in \mathbb{C} \) and \( \|y\|_{\ell^2} = 0 \), then \( y_n \equiv 0 \).

We want to analyze the effects of a change of boundary conditions at \( n = 1 \). Let \( \alpha \) and \( \gamma \) be such boundary conditions. Suppose that \( \mu_{\alpha,\beta_j}^{(N_j)} \to \mu_\alpha \), \( \mu_{\gamma,\delta_j}^{(N_j)} \to \mu_\gamma \) in the weak * topology. By Lemma 5.4, we may assume that the corresponding \( M \) functions also converge (locally uniformly) to the limits \( M_\alpha \) and \( M_\gamma \), respectively.

**Lemma 5.5.** The following transformation formula holds for all \( z \in \mathbb{C}^+ \):
\[ M_\alpha(z) = (-\delta_2 + \delta_1 M_\gamma(z)) \left( \delta_1 + \delta_2 M_\gamma(z) \right)^{-1}, \]
where
\[ \delta_1 = \alpha_1 \gamma_1^* + \alpha_2 \gamma_2^* \quad \delta_2 = \alpha_2 \gamma_1^* - \alpha_1 \gamma_2^*. \]

**Proof.** The corresponding formula for the \( M \) functions on finite intervals,
\[ M^{(N_j)}_{\alpha,\beta_j}(z) = \left( -\delta_2 + \delta_1 M^{(N_j)}_{\gamma,\delta_j}(z) \right) \left( \delta_1 + \delta_2 M^{(N_j)}_{\gamma,\delta_j}(z) \right)^{-1}, \]
follows from a straightforward computation (one just has to relate the fundamental matrices \( Y_\alpha \), \( Y_\gamma \), which we leave to the reader. Thus it suffices to show that \( \delta_1 + \delta_2 M_\gamma(z) \) is invertible for all \( z \in \mathbb{C}^+ \), for we can then let \( j \to \infty \) in (5.2). So fix \( z \in \mathbb{C}^+ \) and suppose that
\[ (\delta_1 + \delta_2 M_\gamma(z)) v = 0. \]
We can also write this in the form
\[ (\alpha_1, \alpha_2) \begin{pmatrix} \gamma_1^* & -\gamma_2^* \\ \gamma_2^* & \gamma_1^* \end{pmatrix} \begin{pmatrix} 1 \\ M_\gamma(z) \end{pmatrix} v = 0. \]
We abbreviate \( F = F^{(\gamma)}_{M_\gamma} \); that is, \( F(n, z) = Y_\gamma(n, z) \left( M_\gamma(z) \right)^{-1} \) and, similarly,
\[ F_j(n, z) = Y_\gamma(n, z) \left( M^{(N_j)}_{\gamma,\beta_j}(z) \right)^{-1}. \]
Since \( F_j \) satisfies the boundary condition \( \beta_j \) at \( n = N_j + 1 \), Green’s identity (2.1) implies that
\[ 2i \text{ Im } z v^* \sum_{n=1}^{N_j} F_j^*(n, z) H(n) F_j(n, z) v = -(F_j(1, z) v)^* J F_j(1, z) v. \]
Clearly, \( F_j(1, z) \to F(1, z) \) as \( j \to \infty \), and (5.3) says that \( (\alpha_1, \alpha_2) F(1, z) v = 0 \); hence
\[ \lim_{j \to \infty} v^* \sum_{n=1}^{N_j} F_j^*(n, z) H(n) F_j(n, z) v = 0. \]
The summands are non-negative and
\[ \lim_{j \to \infty} v^* F_j(n, z) H(n) F_j(n, z) v = v^* F(n, z) H(n) F(n, z) v. \]
Therefore, this limit must be equal to zero: \( H(n)F(n, z)v = 0 \) for all \( n \in \mathbb{N} \). So \( f = Fv \) solves \( J(f_{n+1} - f_n) = zH_n f_n \) and represents the zero element of \( \ell_2^H \). Thus, by our assumption, \( F(n, z)v \equiv 0 \); hence
\[
(\gamma_1^* - \gamma_2^* M_2(z))v = 0, \quad (\gamma_2^* + \gamma_1^* M_1(z))v = 0.
\]

Multiply the first equation from the left by \( \gamma_1 \), multiply the second equation by \( \gamma_2 \) and take the sum. It follows that \( v = 0 \).

**Theorem 5.6.** Let \( \mu_\alpha \) and \( \mu_\gamma \) be the weak * limits of \( \mu_{\alpha, \beta_j}^{(N_j)} \) and \( \mu_{\gamma, \beta_j}^{(N_j)} \), respectively. Then the absolutely continuous parts of \( \mu_\alpha \) and \( \mu_\gamma \) are equivalent.

The absolutely continuous parts are equivalent in the following strong sense (‘‘with multiplicities’’): Write \( d\mu_{\alpha, ac}(\lambda) = F_\alpha(\lambda) \, d\lambda \), \( d\mu_{\gamma, ac}(\lambda) = F_\gamma(\lambda) \, d\lambda \), where the densities \( F \) take values in the set of non-negative \( d \times d \) matrices. Put, for \( m = 0, 1, \ldots, d \),
\[
S_m^{(\alpha)} = \{ \lambda \in \mathbb{R} : \text{rank } F_\theta(\lambda) = d \} \quad (\theta = \alpha, \gamma).
\]

Then the symmetric difference \( S_m^{(\alpha)} \Delta S_m^{(\gamma)} \) has Lebesgue measure zero for all \( m = 1, \ldots, d \).

**Proof.** Gesztesy and Tsekanovskii prove that this result follows from the transformation formula for the \( M \) functions from Lemma 5.5. See [7, Theorem 6.6]. □

### 6. Symplectic linear algebra

Let \( V \) be a complex vector space, and let \( \omega \) be a sesquilinear form on \( V \) with \( \omega(v, w) = -\overline{\omega(w, v)} \). If \( \omega(v, w) = 0 \) \( \forall w \in V \) implies \( v = 0 \), \( V \) is called a (complex) symplectic linear space, and \( \omega \) is called a symplectic form. Symplectic spaces play an important role in the analysis of canonical systems because the boundary form \( \omega(u, v) := u^* J v \) is a symplectic form on \( \mathbb{C}^{2d} \).

One is often more interested in real symplectic linear spaces (and real symplectic manifolds) because of their fundamental role in the mathematical formulation of classical mechanics. See [11, Chapter 1, §1] and [12, Chapter 1, Sect. 2]. For a use of the methods of complex symplectic linear algebra in the theory of differential operators, see [8].

The main results of this section are Theorem 6.6 and Corollary 6.7. This latter result will play a crucial role in the next section. Roughly speaking, it says that there are so-called Lagrangian subspaces (subspaces that correspond to self-adjoint boundary conditions) in many different directions.

For \( W \subset V \), let \( W^\omega = \{ v \in V : \omega(v, w) = 0 \forall w \in W \} \). Clearly, \( W^\omega \) is a subspace of \( V \). A subspace \( W \) of \( V \) is called isotropic if \( W \subset W^\omega \), and it is called symplectic if \( W \cap W^\omega = \{ 0 \} \).

We will only deal with finite-dimensional symplectic spaces \( V \). We then have:

**Lemma 6.1.** Let \( W \) be a subspace of \( V \). Then
\[
\dim W + \dim W^\omega = \dim V, \quad W^{\omega\omega} = W.
\]
The map \( A : V \to V' \), \((Av)(w) = \omega(v, w)\) is an (anti-linear) isomorphism because \( \ker A = \{0\} \). Hence
\[
\dim W^\omega = \dim AW^\omega = \dim\{F \in V' : F(v) = 0 \forall v \in W\} = \dim V - \dim W.
\]
To prove the second assertion, note that \( W \subset W^\omega\) by the definition of \((\cdots)^\omega\). On the other hand, by what has been proved already,
\[
\dim W^\omega = \dim V - \dim W^\omega = \dim W,
\]
hence \( W = W^\omega\).

The following is an immediate consequence of Lemma 6.1.

**Corollary 6.2.** Let \( W \) be a symplectic subspace of \( V \). Then \( W^\omega \) is a symplectic subspace and \( V = W + W^\omega \).

**Lemma 6.3.** Let \( V \) be a symplectic space with \( \dim V = D \). Then there exists an isomorphism \( \psi : V \to \mathbb{C}^D \) so that
\[
\omega(v, w) = \psi(v)^*i\begin{pmatrix} 1_p & 0 \\ 0 & -1_q \end{pmatrix}\psi(w).
\]

**Proof.** If \( V \) is identified with \( \mathbb{C}^D \), the symplectic form takes the form \( \omega(v, w) = v^*Aw \) with \( A \) self-adjoint and invertible. A diagonalization of \( A \) and then a further transformation with a diagonal matrix yields the asserted form of \( \omega \).

The number \( p \in \{0, 1, \ldots, D\} \) from the lemma characterizes the symplectic space \( V \); it is an invariant under symplectomorphisms (linear isomorphisms that preserve the symplectic form). Obviously, \( q = D - p \).

The simple normal form of \( \omega \) from Lemma 6.3 also shows that we can find a basis \( B = \{e_1, \ldots, e_p, f_1, \ldots, f_q\} \) of \( V \) so that \( \omega(e_j, e_k) = i\delta_{jk}, \omega(f_j, f_k) = -i\delta_{jk}, \) and \( \omega(e_j, f_k) = 0 \). A basis satisfying these conditions will be called a symplectic basis.

**Lemma 6.4.** Let \( W \) be a subspace of the symplectic space \( V \). Then \( W/(W \cap W^\omega) \) is a symplectic space.

Here, we define a symplectic form on the quotient by \( \omega((v), (w)) = \omega(v, w) \). This makes sense because obviously the right-hand side is independent of the choice of the representatives.

**Proof.** It is obvious that the form defined above is sesquilinear on the quotient and satisfies \( \omega((v), (w)) = -\overline{\omega((w), (v))} \). If \( \omega((v), (w)) = 0 \) for all \( (w) \in W/(W \cap W^\omega) \), then \( \omega(v, w) = 0 \) for all \( w \in W \). This means that \( v \in W^\omega \) or \( (v) = 0 \).

**Lemma 6.5.** Let \( W \) be an isotropic subspace of \( V \) with \( \dim W = k \). Then there exists an isotropic subspace \( Z \) with \( \dim Z = k \) and \( W \cap Z = \{0\} \) so that \( W + Z \) is a symplectic subspace of \( V \).

**Proof.** We may assume that \( V = \mathbb{C}^D \) and \( \omega \) has the form given in Lemma 6.3. Write \( A = i\begin{pmatrix} 1_p & 0 \\ 0 & -1_q \end{pmatrix} \) and put \( Z = AW \). Then \( \dim Z = \dim W = k \) and \( Z \) is isotropic because \( A^* = -A, A^2 = -1 \) and hence \( (Av)^*A(Aw) = v^*Aw = 0 \) for all \( v, w \in W \). If \( v \in W \cap Z \), then \( v^*v = v^*A(A^{-1}v) = 0 \), hence \( v = 0 \).
It remains to show that $W + Z$ is symplectic. Suppose that $v = v_1 + Av_2$ ($v_j \in W$) has the property that $v^*Aw = 0$ for all $w = w_1 + Aw_2$ with $w_j \in W$. By multiplying out and using the fact that $W$ and $Z$ are isotropic, we see that then $v^*_2w_1 = v^*_1w_2$ for all $w_1, w_2 \in W$. Since we may in particular take one of the $w_j$’s equal to zero, it follows that $v_1 = v_2 = 0$, and thus $W + Z$ is symplectic. □

We will now concentrate on the case $D = 2d$ and $p = q = d$. The motivation for concentrating on this special case is clear: These are the parameters of the boundary form $u^*Jv$. A subspace $L \subset \mathbb{C}^{2d}$ is called a Lagrangian subspace if $L = L^\omega$. Lagrangian subspaces are precisely the maximal isotropic subspaces. Indeed, if $L = L^\omega$, then $L$ clearly is an isotropic subspace that is maximal. Conversely, if $L$ is isotropic with $\dim L = k$, then, by Lemma 6.5, there exists another isotropic subspace $\tilde{L}$ so that $L + \tilde{L}$ is a $2k$-dimensional symplectic space. The parameters $p_0, q_0$ of this subspace must satisfy $p_0 = q_0 = k$, for otherwise there could not be a $k$-dimensional isotropic subspace. By Corollary 6.2 $L + \tilde{L}$ is a direct summand for $L + \tilde{L}$. The parameters of this new subspace are $p_1 = q_1 = d - k$, and hence there are isotropic subspaces. It follows that $L$ is not maximal unless $k = d$. But in this case, $\dim L = \dim L^\omega$ by Lemma 6.1 and hence $L = L^\omega$, as desired.

**Theorem 6.6.** There exist finitely many Lagrangian subspaces $L_1, \ldots, L_n$ of $\mathbb{C}^{2d}$ so that for any $d$-dimensional subspace $V \subset \mathbb{C}^{2d}$, we have that $V + L_j = \mathbb{C}^{2d}$ for some $j \in \{1, \ldots, n\}$.

**Proof.** We first prove an apparently weaker version of the theorem: For every $d$-dimensional subspace $V$, there exists a Lagrangian subspace $L$ so that $V + L = \mathbb{C}^{2d}$. It will then be shown by a compactness argument that actually finitely many $L$’s suffice.

We begin with the special case where $V$ is a symplectic subspace. We fix symplectic bases $\{e_1, \ldots, e_j, f_1, \ldots, f_k\}$ and $\{e'_1, \ldots, e'_j, f'_1, \ldots, f'_k\}$ of $V$ and $V^\omega$, respectively. We have that $j + k = j' + k' = d$ and $j + j' = k + k' = d$. This implies that $j = k'$, $j' = k$. Thus we can define

$$L = \text{span} \left( e_1 + f'_1, \ldots, e_j + f'_j, e'_1 + f_1, \ldots, e'_j + f'_j \right).$$

Then $L$ is a $d$-dimensional isotropic (hence Lagrangian) subspace with $V \cap L = \{0\}$.

We may now assume that $V$ is not symplectic. We give a proof by induction on $d$. For $d = 1$, $V = L(v)$ with $\omega(v, v) = 0$ (since $V$ is not symplectic). Hence $V$ is isotropic and the existence of a Lagrangian direct summand follows from Lemma 6.5.

Now suppose that $d \geq 2$. Lemma 6.4 shows that there is a symplectic subspace $S \subset V$ so that $V = V \cap V^\omega + S$. In particular, $V \cap V^\omega \subset S^\omega$. Since $V$ is not symplectic, $k := \dim V \cap V^\omega \geq 1$. By Lemma 6.5 applied to the isotropic subspace $V \cap V^\omega$ of the symplectic space $S^\omega$, there is an isotropic subspace $I \subset S^\omega$ with $\dim I = k$, so that $K := V \cap V^\omega + I$ is a symplectic subspace of $S^\omega$. Let $T = V \cap K^\omega$. Then, since $S \subset K^\omega$,

$$V = V \cap V^\omega + S \subset V \cap V^\omega + V \cap K^\omega = V \cap V^\omega + T \subset V,$$

and hence $V = V \cap V^\omega + T$. Note that the sum is indeed direct because $K \cap K^\omega = \{0\}$. In particular,

$$\dim T = \dim V - \dim (V \cap V^\omega) = d - k = \frac{1}{2} \dim K^\omega.$$
Since $K$ is a $2k$-dimensional symplectic space that has a $k$-dimensional isotropic subspace (namely, $I$), it follows that the parameters from Lemma 6.3 are $p_k = q_k = \alpha K = k$. Thus also $p_{K\omega} = q_{K\omega} = d - k$, and, recalling (6.1), we may apply the induction hypothesis to the symplectic space $K\omega$ and the subspace $T$. We obtain an isotropic subspace $J \subset K\omega$ so that $T + J = K\omega$.

Let $L = I + J$ (the sum is direct because $I \subset K$ and $J \subset K\omega$). Then

$$V + L = V \cap V^\omega + T + (I + J) = (V \cap V^\omega + I) + (T + J) = K + K^\omega = \mathbb{C}^{2d}.$$ 

Moreover, $L$ is isotropic. This concludes the proof of the simplified version of the theorem.

To prove that finitely many $L$’s suffice, we work with the (complex) Grassmannian $G_{d,2d}$, the manifold of $d$-dimensional subspaces of $\mathbb{C}^{2d}$. The crucial fact is that $G_{d,2d}$ is a compact space in natural topology. See, for example, [13, Lemma 5.1].

Moreover, if $L \cap V_0 = \{0\}$ for some $V_0 \in G_{d,2d}$, then in fact $L \cap V = \{0\}$ for all $V$ from a neighborhood of $V_0$. Thus the compactness of $G_{d,2d}$ now gives the full claim of the theorem.

\[\square\]

**Corollary 6.7.** Let $L_1, \ldots, L_n$ be as in Theorem 6.6 and let $S_j \subset L_j$ ($j = 1, \ldots, n$) be $m$-dimensional subspaces of these spaces ($m \geq 1$). Then

$$\dim \text{span} \{S_1, \ldots, S_n\} \geq d + m.$$ 

**Proof.** Write $S = \text{span}(S_1, \ldots, S_n)$ and let $V$ be a $k$-dimensional subspace of $S$ with $k \leq d$. By Theorem 6.6 $V \cap L_j = \{0\}$ for some $j$ and hence $S$ has a $(k + m)$-dimensional subspace. The assertion follows by iterating this argument. \[\square\]

We conclude this section by establishing the characterization of Lagrangian subspaces that has already been used in Sect. 2 and the following sections.

**Theorem 6.8.** $L$ is a Lagrangian subspace of $\mathbb{C}^{2d}$ with symplectic form $\omega(u, v) = u^* J v$ if and only if there are $\alpha_1, \alpha_2 \in \mathbb{C}^{d \times d}$ satisfying (2.2) so that

$$L = \{v \in \mathbb{C}^{2d} : (\alpha_1, \alpha_2)v = 0\}.$$ 

**Proof.** Given a Lagrangian subspace $L$, choose an orthonormal basis of $L$ to represent $L$ as

$$L = \left\{ \begin{pmatrix} -\alpha_2^* \\ \alpha_1^* \end{pmatrix} c : c \in \mathbb{C}^d \right\},$$

where $\alpha_1^* \alpha_1 + \alpha_2 \alpha_2^* = 1$ (this condition says that the columns of $\begin{pmatrix} -\alpha_2^* \\ \alpha_1^* \end{pmatrix}$ form an orthonormal system). Then, as $L$ is isotropic, we must have that

$$(-\alpha_2, \alpha_1) J \begin{pmatrix} -\alpha_2^* \\ \alpha_1^* \end{pmatrix} = \alpha_2 \alpha_1^* - \alpha_1 \alpha_2^* = 0.$$ 

So, first of all, the $\alpha$’s satisfy (2.2). It now also follows that $L$ has the alternate description (6.2).
These steps may be reversed: If, conversely, $L$ is given by (6.2) with $\alpha$’s satisfying (2.2), then $L$ may also be described by (6.3) and hence is Lagrangian.

7. Proof of Theorem 1.1

We now have all the tools for the proof of Theorem 1.1. The set $S_m$ was defined in (5.4). Here, we can just fix an arbitrary boundary condition at $n = 1$. Then $S_m$ for a different boundary condition differs from this fixed set by a set of measure zero which is clearly irrelevant because Theorem 1.1 asserts the existence of (weakly) bounded solutions only almost everywhere on $S_m$.

Theorem 1.1 will be a consequence of the following result.

Theorem 7.1. There exists a function $f > 0$ on $S_m$ and, for every $\lambda \in S_m$, a subspace $V_\lambda \subset \mathbb{C}^{2d}$ with $\dim V_\lambda = m$, so that

$$\int_{S_m} v(\lambda)^* Y(n, \lambda)^* H(n) Y(n, \lambda) v(\lambda) f(\lambda) \, d\lambda \leq 1$$

for every $n \in \mathbb{N}$ and every measurable choice $v(\lambda) \in V_\lambda$ with $\|v(\lambda)\| = 1$.

Proof. By definition of $S_m$, $\chi_{S_m}(\lambda) d\rho_{ac}(\lambda) = F(\lambda) \, d\lambda$, where $F(\lambda) \in \mathbb{C}^{d \times d}$ has precisely $m$ positive eigenvalues. The remaining $d - m$ eigenvalues (counting multiplicities) are equal to zero. Let $f(\lambda)$ be the smallest positive eigenvalue, and let $V_\lambda \subset \mathbb{C}^d$ be the span of the eigenvectors corresponding to positive eigenvalues.

We will now use Theorem 5.3. This result implies that

$$\int_{S_m} H_n^{1/2} u(n, \lambda) d\rho(\lambda) u^*(n, \lambda) H_n^{1/2} \leq 1.$$

Since $\rho(M) \geq \rho_{ac}(M) \geq \int_M P_\lambda f(\lambda) \, d\lambda$, where $P_\lambda$ is the orthogonal projection onto $V_\lambda$, we have that

$$\int_{S_m} H_n^{1/2} u(n, \lambda) v(\lambda)(H_n^{1/2} u(n, \lambda) v(\lambda))^* f(\lambda) \, d\lambda \leq 1$$

for all measurable choices $v(\lambda) \in V_\lambda$ with $\|v(\lambda)\| = 1$. Of course, this inequality holds in the sense of positive definiteness (and $1 \in \mathbb{C}^{2d \times 2d}$). Hence for every unit vector $e \in \mathbb{C}^{2d}$, we have that

$$\int_{S_m} e^* H_n^{1/2} u(n, \lambda) v(\lambda)(H_n^{1/2} u(n, \lambda) v(\lambda))^* ef(\lambda) \, d\lambda \leq 1.$$

Here, however, $e^* H_n^{1/2} u(n, \lambda) v(\lambda)$ is a complex number; thus we can change the order to obtain

$$\int_{S_m} v(\lambda)^* u(n, \lambda)^* H_n^{1/2} e e^* H_n^{1/2} u(n, \lambda) v(\lambda) f(\lambda) \, d\lambda \leq 1.$$

Note that $ee^*$ is the projection onto $L(e)$; thus summing over an orthonormal basis gives

$$\int_{S_m} v(\lambda)^* u(n, \lambda)^* H_n u(n, \lambda) v(\lambda) f(\lambda) \, d\lambda \leq 2d.$$
This is the assertion of the theorem, as \( Y = (\ldots, u) \), and we can thus simply
disregard the first \( d \) columns of \( Y \). Finally, we can of course get the constant 1 on
the right-hand side by adjusting \( f \).

Theorem 1.1 is now obtained as follows. Fix Lagrangian subspaces (or, equivalently, boundary conditions) as in Corollary 6.7. Apply Theorem 7.1 with these
boundary conditions at \( n = 1 \) (although it has not been made explicit in the
notation, we worked with a fixed but arbitrary boundary condition in this theorem). Of
course, we may replace \( f_\alpha (\lambda) \) by the minimum of these functions over the boundary conditions \( \alpha \) we are considering. This new function will again be denoted by
\( f \), without index.

Fatou’s Lemma shows that for every boundary condition \( \alpha \), there is a set \( N_\alpha \) of
zero Lebesgue measure, so that

\[
\lim \inf_{j \to \infty} v^* Y^* (n_j, \lambda) H(n_j) Y(n_j, \lambda) v < \infty
\]

if \( \lambda \in S_m \setminus N_\alpha \) and \( v \in V^{(\alpha)} \). Here, we get rid of the \( \lambda \) dependence of \( v(\lambda) \) from
Theorem 7.1 by making \( m \) special choices \( v(\lambda) \) in such a way that the \( m \) different
\( v(\lambda) \) ‘s span \( V_\lambda \) for every \( \lambda \in S_m \). Also, we use the same fundamental matrix \( Y \),
let us say the one with \( Y(1, \lambda) = 1 \), for all boundary conditions. This can be done
since a change of \( Y \) just amounts to a transformation of the spaces \( V^{(\alpha)}_\lambda \).

Clearly, condition (7.1) defines a subspace of vectors \( v \in \mathbb{C}^{2d} \). Put more ab-
tractly, we have thus shown that to each of the boundary conditions (Lagrangian
subspaces) chosen above, there corresponds an at least \( m \)-dimensional subspace of
this Lagrangian subspace on which (7.1) holds. This \( m \)-dimensional space really is
a subspace of the Lagrangian subspace because the solutions \( Y(\cdot, \lambda) v \) constructed
above satisfy the given boundary condition at \( n = 1 \). This in turn follows from
the proof of Theorem 7.1 where these solutions were in fact obtained as linear
combinations of the columns of \( u_\alpha (\cdot, \lambda) \).

Summing up, we see that we are in the situation of Corollary 6.7. This result
shows that the space of vectors \( v \in \mathbb{C}^{2d} \) satisfying (7.1) is of dimension at least
\( d + m \), and this is exactly what Theorem 1.1 states. \( \square \)

8. Higher order equations

In this section, we show that any formally self-adjoint equation of even order 2\( d \)
can be written as a canonical system. This is a rather comforting fact because it shows that canonical systems indeed provide a very general framework.
The canonical system formulation in fact has the advantage that it automatically (al-
most inadvertently) handles correctly some somewhat subtle issues related to the
reduction of the Hilbert space for certain boundary conditions.

Our starting point is the difference equation

\[
\sum_{j=1}^{d} \left( c_j (n + j) y(n + j) + c_j (n) y(n - j) \right) + c_0 (n) y(n) = zw(n) y(n).
\]

The coefficients \( c_j \) are real valued, and \( c_0 (n) \not= 0 \), \( w(n) > 0 \) for all \( n \). We can write
(8.1) formally as \( \tau y = z y \), where \( \tau y(n) \) is given by the left-hand side of (8.1),
divided by \( w(n) \). As is well known, the difference expression \( \tau \) generates self-adjoint
operators in the Hilbert spaces \( \ell^2_w \) with scalar product \( \langle f, g \rangle = \sum \overline{f(n) w(n)} g(n) \).
To write (5.1) as a canonical system, we introduce the vector \( Y(n) \in \mathbb{C}^{2d} \) by

\[
Y_k(n) = \begin{cases} 
  y(n + k - d - 1) & (k = 1, \ldots, d), \\
  -\sum_{j=1}^{k-d} c_{2d-k+j}(n-1+j)g(n-1+j) & (k = d+1, \ldots, 2d).
\end{cases}
\]

Lemma 8.1 (Green’s identity).

\[
\sum_{n=1}^{N} \left( \overline{f(n)}w(n)(\tau g)(n) - (\overline{\tau f(n)})w(n)g(n) \right) = F^*(N+1)JG(N+1) - F^*(1)JG(1).
\]

Here, \( F, G \) are obtained from \( f, g \) as in (5.2).

Proof. This follows from a computation:

\[
\begin{align*}
\sum_{n=1}^{N} \overline{f(n)}w(n)(\tau g)(n) & = \sum_{n=1}^{N} \overline{f(n)} \left[ \sum_{j=1}^{d} (c_j(n+j)g(n+j) + c_j(n)g(n-j)) + c_0(n)g(n) \right] \\
& = \sum_{j=1}^{d} \sum_{n=j+1}^{N+j} \overline{f(n-j)}c_j(n)g(n) + \sum_{j=1}^{d} \sum_{n=1-j}^{N-j} \overline{f(n+j)}c_j(n+j)g(n) \\
& \quad + \sum_{n=1}^{N} \overline{f(n)}c_0(n)g(n) \\
& = \sum_{n=1}^{N} (\overline{\tau f(n)})w(n)g(n) \\
& \quad + \sum_{j=1}^{d} \sum_{n=N+1}^{N+j} \overline{f(n-j)}c_j(n)g(n) - \sum_{j=1}^{d} \sum_{n=1}^{j} \overline{f(n-j)}c_j(n)g(n) \\
& \quad - \sum_{j=1}^{d} \sum_{n=N-j+1}^{N} \overline{f(n+j)}c_j(n+j)g(n) + \sum_{j=1}^{d} \sum_{n=1-j}^{0} \overline{f(n+j)}c_j(n+j)g(n).
\end{align*}
\]

To establish the lemma, we will now show that

\[
F^*(N+1)JG(N+1) = \sum_{j=1}^{d} \sum_{n=N+1}^{N+j} \overline{f(n-j)}c_j(n)g(n)
- \sum_{j=1}^{d} \sum_{n=N-j+1}^{N} \overline{f(n+j)}c_j(n+j)g(n),
\]

(8.3)

\[
F^*(1)JG(1) = \sum_{j=1}^{d} \sum_{n=1}^{j} \overline{f(n-j)}c_j(n)g(n)
- \sum_{j=1}^{d} \sum_{n=1-j}^{0} \overline{f(n+j)}c_j(n+j)g(n).
\]

(8.4)
Let us look at the first sum from (8.3). We have that
\[
\sum_{j=1}^{d} \sum_{n=N+1}^{N+j} f(n-j)c_j(n)g(n) = \sum_{j=1}^{d} \sum_{n=N+1}^{N+j} F_{n-j+d-N}(N+1)c_j(n)g(n) = \sum_{j=1}^{d} \sum_{k=d+1-j}^{d} F_k(N+1)c_j(N-j-d+k)g(N-j-d+k) = \sum_{k=1}^{d} F_k(N+1) \sum_{j=1}^{d} c_j(N-j-d+k)g(N-j-d+k) = \sum_{k=1}^{d} F_k(N+1) \sum_{j=1}^{d} c_{j+d-k}(N+j)g(N+j) = -\sum_{k=1}^{d} F_k(N+1)G_{d+k}(N+1).
\]
As for the second sum from (8.3), a similar calculation shows that
\[
-\sum_{j=1}^{d} \sum_{n=N-j+1}^{N} f(n+j)c_j(n+j)g(n) = \sum_{k=1}^{d} F_{d+k}(N+1)G_k(N+1).
\]
These formulae prove (8.3). A similar computation works for (8.4). □

The difference equation (8.1) is equivalent to a first order difference equation for the vector $Y$: $Y(n+1, z) = (zA(n) + B(n))Y(n, z)$, where
\[
A_{2d,d+1}(n) = \frac{u(n)}{c_d(n)},
\]
\[
B_{j,j+1}(n) = 1 \quad (j = 1, \ldots, d - 1, d + 1, \ldots, 2d), \quad B_{d,d+1}(n) = -\frac{1}{c_d(n)}.
\]
\[
B_{d+j,d+1}(n) = -\frac{c_{d-j}(n)}{c_d(n)} \quad (j = 1, \ldots, d), \quad B_{2d,j}(n) = c_{d+1-j}(n) \quad (j = 1, \ldots, d),
\]
and all other matrix elements are equal to zero.

Let $T(n)$ be the fundamental matrix of this difference equation for $z = 0$; that is, $T(n) \in \mathbb{C}^{2d \times 2d}$, $T(1) = 1$ and $T(n+1) = B(n)T(n)$. Lemma 8.1 implies that $T^*(n)JT(n) = J$; hence $T(n)$ is invertible for every $n$ and we can define $U(n, z) = T^{-1}(n)Y(n, z)$. A straightforward computation shows that $U(n, z)$ solves an equation of the form
\[
(8.5) \quad J(U(n+1, z) - U(n, z)) = zH(n)U(n, z).
\]
We do not need the explicit form of $H(n)$, but the computation in fact gives that $H(n) = JT(n+1)^{-1}A(n)T(n)$. In particular, the rank of $H(n)$ equals 1.

Since the original equation (8.1) has $2d$ linearly independent solutions $y(\cdot, z)$ for each fixed $z \in \mathbb{C}$, we get in this way a $2d$-dimensional space of solutions $U(\cdot, z)$ of (8.5). But the solution space of (8.5) also is of dimension $2d$, so every solution appears in this way. In other words, if $U$ solves (8.5), then $U = T^{-1}Y$, where $Y$ is defined as in (8.2) and the corresponding $y$ solves (8.1). This solution $y$ is uniquely determined by $U$. So (8.1) and (8.5) are equivalent.
Of course, (8.5) has the form of a canonical system, but we do not yet know that $H(n)$ has the required properties. We now turn to this question.

**Theorem 8.2.** $H(n) = H^*(n)$, $H(n) \geq 0$ and $H(n)JH(n) = 0$ for all $n$. Moreover, $
abla_{n=0}^{n_0+2d-1} N(H(n)) = \{0\}$.

**Proof.** Let $y$ solve (8.1). By Lemma 8.1

$$(z - \overline{z}) \sum_{n=1}^{N} |y(n)|^2 = \sum_{n=1}^{N} \left( (y(n)w(n)(\tau y)(n) - (\tau y)(n)w(n)y(n) \right)
$$

$$= Y^*(N+1)JY(N+1) - Y^*(1)JY(1)
$$

$$= U^*(N+1)T^*(N+1)JT(N+1)U(N+1) - U^*(1)JU(1)
$$

$$= U^*(N+1)JU(N+1) - U^*(1)JU(1).$$

To pass to the last line, we have used the fact that $T^*(n)JT(n) = J$. It has already been noted above that this identity follows from Lemma 8.1.

We also have that $|y(n)|^2 = c_d^{-2}(n)Y^*(n)PY(n)$, where $P_{d+1,d+1} = 1$ and $P_{ij} = 0$ for all other matrix elements. Thus

$$U^*(N+1)JU(N+1) - U^*(1)JU(1) = (z - \overline{z}) \sum_{n=1}^{N} U^*(n)W(n)U(n),$$

with $W(n) = c_d^{-2}(n)T^*(n)PT(n)$. Note that $W(n) \geq 0$.

So far, we have used Green’s identity for the original equation (8.1) to compute $\sum |y|^2$. Now, we do a similar calculation for the system (8.5):

$$\sum_{n=1}^{N} U^*(n)(\overline{z}H^*(n) - zH(n))U(n)
$$

$$= \sum_{n=1}^{N} \left( [(J(U(n+1) - U(n))]^*U(n) - U^*(n)J(U(n+1) - U(n))] \right)
$$

$$= \sum_{n=1}^{N} \left( [(U^*(n+1) - U^*(n))]J(U(n+1) - U(n))
$$

$$- U^*(n+1)JU(n+1) + U^*(n)JU(n) \right)
$$

$$= \sum_{n=1}^{N} \left( U^*(n+1) - U^*(n))J(U(n+1) - U(n))
$$

$$- U^*(N+1)JU(N+1) + U^*(1)JU(1) \right)
$$

$$= \sum_{n=1}^{N} |z|^2U^*(n)H^*(n)JH(n)U(n) - U^*(N+1)JU(N+1) + U^*(1)JU(1).$$

By combining this identity with (8.6), we see that

$$\sum_{n=1}^{N} U^*(n) \left( \overline{z}H^*(n) - zH(n) - |z|^2H^*(n)JH(n) + (z - \overline{z})W(n) \right)U(n) = 0.$$

We must recall that, although not indicated in the notation, the solutions $U$ of course also depend on $z$. This dependence is continuous (in fact $U(n,z)$ is a polynomial in $z$) if we specialize to solutions with $z$ independent initial values.
First of all, we choose \( z = \epsilon \) real. After dividing by \( \epsilon \), we get from (8.7) that
\[
\sum_{n=1}^{N} U^*(n, \epsilon) (H^*(n) - H(n) - \epsilon H^*(n)JH(n)) U(n, \epsilon) = 0.
\]
Letting \( \epsilon \to 0 \) shows that
\[
\sum_{n=1}^{N} U^*(n, 0) (H^*(n) - H(n)) U(n, 0) = 0.
\]
This holds for any solution \( U(n, 0) \) of \( J(U(n+1, 0) - U(n, 0)) = 0 \), that is, for any constant vector \( U(n, 0) = v, v \in \mathbb{C}^{2d} \). Moreover, \( N \) is also arbitrary, hence \( H^*(n) = H(n) \), as claimed.

Next, we take \( z = i\epsilon \), again with \( \epsilon \in \mathbb{R}, \epsilon \neq 0 \). In the same way as in the preceding paragraph, we now see that \( H(n) = W(n) \geq 0 \).

Finally, once we know that \( H^*(n) = H(n) = W(n) \), we also see with the help of this argument from (8.7) that \( H(n)JH(n) = 0 \).

It remains to show that \( \bigcap N(H(n)) = \{0\} \). If \( H(n)v = 0 \) for \( n = n_0, \ldots, n_0 + 2d-1 \), then \( U(n) := v \) solves \( J(U(n+1) - U(n)) = zH(n)U(n) \) for these \( n \) (and for all \( z \)). Thus there is a corresponding solution \( y \) to (8.1) so that \( U(n) = T(n)^{-1}Y(n) \), and now the explicit form of \( H(n) = W(n) \) given in the line following (8.6) shows that \( PY(n) = 0 \) or \( y(n) = 0 \) for \( n = n_0, \ldots, n_0 + 2d-1 \). This in turn shows that \( Y(n_0 + d) = 0 \), so \( v = 0 \).

Note also that since \( \dim N(H(n)) = 2d - 1 \), we need an intersection over at least \( 2d \) such kernels to get the zero space.

We conclude with a discussion of the role of the space \( Z \) from Sect. 2 for the canonical systems from this section. We consider the system (8.6) on \( n \in \{1, \ldots, N\} \) with boundary conditions of the form (2.3). Of course, we still assume that (8.3) comes from a higher order equation of the form of (8.1). Then \( Z \perp \ell_2^H(\{d+1, \ldots, N-d\}) \). We now sketch the proof of this assertion. First of all, the inhomogeneous equation \( \tau y = wf \) is also equivalent to an inhomogeneous canonical system \( J(U(n+1) - U(n)) = H(n)F(n), \) with \( U \) calculated from \( y \) in the same way as above, and the relation between \( F \) and \( f \) is analogous. Now if \( H(n)U(n) = 0 \) for \( n = 1, \ldots, N \), then also \( y(n) = 0 \) for these \( n \). This follows as in the last part of the proof of Theorem (8.2). Consequently, \( U(d+1) = \cdots = U(N-d+1) = 0 \) and hence \( H(d+1)F(d+1) = \cdots = H(N-d)F(N-d) = 0 \), as claimed.

This means that the Hilbert space \( \ell_2^H \otimes Z \) differs from \( \ell_2^H \) only near the endpoints \( n = 1 \) and \( n = N \). There are boundary conditions for which the underlying Hilbert space must be modified, and the space \( Z \) takes care of precisely this effect. Rather than enter a lengthy general discussion, we will just illustrate this phenomenon with an example.

We consider the difference expression \( (\tau y)(n) = y(n-1) + y(n+1) \) on \( n \in \{1, \ldots, N\} \). We want to construct self-adjoint operators on \( \ell_2(\{1, \ldots, N\}) \) from \( \tau \). Usually, one proceeds as follows. One introduces the additional points \( n = 0, n = N + 1 \), imposes the boundary conditions
\[
y(0) \sin \alpha + y(1) \cos \alpha = 0, \quad y(N) \sin \beta + y(N+1) \cos \beta = 0,
\]
computes \( y(0) \) and \( y(N+1) \) from \( y(1) \) and \( y(N) \), respectively, with the help of these boundary conditions and puts \( (H_{\alpha,\beta}y)(n) = (\tau y)(n) \). For example, \( (H_{\pi/2,\beta}y)(1) = y(2) \).
Clearly, if $\alpha = 0$ or $\beta = 0$, this recipe must be modified. If, let us say, $\alpha = 0$, the boundary condition says that $y(1) = 0$, and this suggests that we consider $\tau$ on the reduced Hilbert space $\ell_2 \{2, \ldots, N\}$.

Let us now see what the canonical system approach gives in this case. For simplicity, we use the boundary condition $y(N + 1) = 0$ at the right endpoint. From $[8,2]$, we obtain $Y(n) = (y(n) - y(n-1))$. The boundary condition corresponding to $y(1) = 0$ thus is $(0, 1)U(1) = 0$ (recall that $Y(1) = U(1)$). One also checks easily that

$$T(2n) = \begin{pmatrix} 0 & -1 \\ -1 & 0 \end{pmatrix}, \quad T(2n + 1) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$$

and

$$H(2n) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad H(2n + 1) = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}.$$ 

Now a straightforward investigation of the equation $J(U_{n+1} - U_n) = H_n F_n$, together with the boundary conditions and the condition that $H_n U_n = 0$, shows that $Z$ is the one-dimensional space spanned by $F(n) = \delta_n (0,1)$. Thus

$$\ell^H_2 \{1, \ldots, N\} \ominus Z = \ell^H_2 \{2, \ldots, N\} \cong \ell_2 \{2, \ldots, N\},$$

as expected.
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