VALUE FUNCTIONS AND THE DIRICHLET PROBLEM FOR ISAACS EQUATION IN A SMOOTH DOMAIN
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Abstract. In this paper, we investigate probabilistic solutions of the Dirichlet problem for the elliptic Isaacs equation in a smooth bounded domain in Euclidean space.

0. Introduction

We wish to obtain a probabilistic representation for the viscosity solution of the Dirichlet problem for the (possibly degenerate) elliptic Isaacs equation

\[ \begin{aligned}
\min_{z \in Z} \max_{y \in Y} \{ L(y, z, x)v(x) + f(y, z, x) \} &= 0 \quad \text{in } D, \\
v &= g \quad \text{on } \partial D,
\end{aligned} \]

where \( L(y, z, x) := \text{tr}[a(y, z, x)u_{xx}] + b(y, z, x) \cdot u_x - c(y, z, x)u \), \( D \subset E_d \) is a smooth bounded domain and \( g \in C(\overline{D}) \). Here, the \( d \times d \) matrix \( a(y, z, x) \) is nonnegative definite. We assume that our coefficients, \( a, b, c, f \) are uniformly continuous, uniformly bounded and Lipschitz continuous in \( x \) (uniformly in \( y, z \)), with \( c \geq 0 \). \( Y, Z \) are compact metric spaces. There are two Isaacs equations. The upper Isaacs equation \( F^+ \) and the lower Isaacs equation \( F^- \) arise in the theory of stochastic differential games (see [ES], [Fr], [I]) and are defined by

\[ \begin{aligned}
F^+ \left[ u \right] := & \min_{z \in Z} \max_{y \in Y} \{ \text{tr}[a(y, z, x)u_{xx}] + b(y, z, x) \cdot u_x - c(y, z, x)u + f(y, z, x) \} = 0, \\
F^- \left[ u \right] := & \max_{y \in Y} \min_{z \in Z} \{ \text{tr}[a(y, z, x)u_{xx}] + b(y, z, x) \cdot u_x - c(y, z, x)u + f(y, z, x) \} = 0.
\end{aligned} \]

By our conditions on the coefficients, we know (see [IL]) that when the equation in (0.1) is nondegenerate, i.e. \( 0 < \lambda \leq \Lambda \) for which \( \forall y \in Y, z \in Z, x \in D, \lambda I_d \leq a(y, z, x) \leq \Lambda I_d \), and \( \partial D \) satisfies a uniform exterior sphere condition, there exists a unique viscosity solution \( v \in C(\overline{D}) \) to the Dirichlet problem (0.1). A unique (continuous) viscosity solution also exists in the degenerate elliptic case when \( \partial D \in C^2 \), \( \inf_{y, z, x} c(y, z, x) \geq c_0 > 0 \) and \( \inf_{y, z} (a(y, z, x)n(x), n(x)) > 0 \) on \( \partial D \), where \( n(x) \) is the outward unit normal to \( D \) at \( x \in \partial D \). Under the assumption of the existence of an appropriate global barrier, we show that the value functions \( v^+ \) and \( v^- \), given in (0.7) and (0.8), are continuous viscosity solutions for the corresponding Dirichlet problems for \( F^+ \) and \( F^- \), respectively. Hence, in the aforementioned cases where uniqueness is guaranteed, \( v^+ \) and \( v^- \) are the continuous viscosity solutions for the corresponding Dirichlet problems. Our results completely cover the nondegenerate
case, since for uniformly elliptic equations with bounded coefficients, global barriers always exist when $\partial D$ is smooth. (See Assumption 1.0 and the discussion which follows.)

From the viewpoint of partial differential equations, it would be of interest to have an explicit form, especially in the nondegenerate case, for the viscosity solution of (0.1), which is of “Perron-type”, as proved by Ishii. Solutions of the nondegenerate Isaacs equation are of interest because (i) any uniformly elliptic equation of the form $F(u_{xx}, x) = 0$ can be shown to be of Isaacs type (see [CC2] (2003)) and (ii) the Isaacs equation is an example of a second-order partial differential equation which is, in general, neither convex nor concave in $u_{xx}$ (i.e., the Isaacs operator $F(m, p, r, x)$ is neither convex nor concave in $m$). The $C^{2+\alpha}$ regularity theory hasn’t been extended to solutions of even the simplest such equations $F(u_{xx}) = 0$, i.e. $F = F(m)$, except in special cases (see [CC2]).

We recall (1982) that the Evans-Krylov theorem states that if $u \in C^2(B)$ satisfies the uniformly elliptic equation $F(u_{xx}) = 0$, where $F = F(m)$ is either convex or concave, then $\exists \alpha \in (0, 1)$ for which $u \in C^{2+\alpha}_{loc}(B)$. In 1989, Caffarelli (see [CC1]) extended this result to continuous viscosity solutions of $F(u_{xx}) = 0$, where $F$ is either convex or concave in $m$. But what can be said about the viscosity solution of even the simplest equation in $d = 3$, i.e.,

$$
\begin{align*}
\Delta v + (v_{xx})_+ - (v_{xx})_- &= 0 \quad \text{in } B_1, \\
v &= g \quad \text{on } \partial B_1,
\end{align*}
$$

for arbitrary fixed smooth $g$? This equation is uniformly elliptic and of Isaacs type, since it can be written as

$$
\max_{1 \leq y \leq 2} \min_{1 \leq z \leq 2} \tr[a(y, z)v_{xx}] = 0, \quad \text{where } a(y, z) = \begin{pmatrix} y & z \\ 1 & 1 \end{pmatrix}.
$$

The operator in (0.3) is of the form

$$
\min \left\{ \max \{L_1 v, L_2 v\}, \max \{L_3 v, L_4 v\} \right\},
$$

where $L_1 v = \Delta v = (1, 1, 1)$, $L_2 v = (2, 1, 1)$, $L_3 v = (1, 2, 1)$, $L_4 v = (2, 2, 1)$ and not of the “$3$-operator” form $\min \left\{ \hat{L}_1 v, \max \{\hat{L}_2 v, \hat{L}_3 v\} \right\}$, to which recent $C^{2+\alpha}$ regularity results (see [CC2]) apply. Any viscosity solution of $\Delta v + (v_{xx})_+ - (v_{xx})_- = 0$ must be locally $C^{1,\alpha}$ for some $\alpha \in (0, 1)$ but what more can be said about these solutions? Since the expression inside the $\max \min$ in (0.4) is an affine function of $y, z$, trivially the Isaacs condition $\max \min = \min \max$ is satisfied and (0.3) can also be written as $\max \min \{L_1 v, L_3 v\}, \min \{L_2 v, L_4 v\} = 0$. It is possible that an explicit representation, albeit a probabilistic one, could shed light on regularity properties of solutions. (See [Ka] for an explicit representation of viscosity solutions of fully nonlinear degenerate parabolic equations in the whole space.)

From the viewpoint of applications, solutions of Isaacs equations are intuitively thought of as “value” functions of a stochastic differential game of survival between two players, which we loosely describe as follows. We have a probability space $(\Omega, \mathcal{F}, P)$, a filtration of $\sigma$-algebras $\{\mathcal{F}_t\}_{t \geq 0}$ of $\Omega$, complete with respect to $(\mathcal{F}, P)$, and a $d_1$-dimensional Wiener process $(w_t, \mathcal{F}_t)$ on $(\Omega, \mathcal{F}, P)$. For controls $y, z$ ($\mathcal{F}_t$-progressively measurable processes available to players I, II respectively) and $x \in D$,
we have a solution \( x_t^{y,z,x} \) of the stochastic equation

\[
(0.5) \quad x_t = x + \int_0^t \sigma(y_r, z_r, x_r) \, dw_r + \int_0^t b(y_r, z_r, x_r) \, dr.
\]

Here, \( \sigma \) is a \( d \times d_1 \) matrix and \( b \) is a vector in \( E_d \), sufficiently smooth to ensure

(0.5) has a solution for any \( x \in E_d \) and \( y, z \). For fixed \( x \in D \) and choice of controls \( y, z \) for the solution of (0.5), we associate a functional

\[
J(y, z, x) := E_{x}^{y,z} \left[ \int_0^\tau f(y_r, z_r, x_r)e^{-\varphi_r} \, dr + g(x_\tau)e^{-\varphi_\tau} \right],
\]

(0.6)

where \( \varphi_t^{y,z,x} = \int_0^t c(y_s, z_s, x_s^{y,z,x}) \, ds \),

\( \tau_{y,z,x} = \tau_{D}^{y,z,x} := \inf\{t \geq 0 : x_t^{y,z,x} \notin D \} \), and \( x_t^{y,z,x} \) is the solution of the stochastic equation (0.5). The idea of the game is that player I chooses controls \( y = y_t(\omega) \) for

(0.5) in order to maximize \( J \), while player II chooses controls \( z = z_t(\omega) \) for (0.5) to minimize \( J \). Each player “moves”, step-by-step, in fixed time intervals, into which the lifetime of the game is divided. There are two values for this game: an upper value (of \( J \)) in which player I (the maximizer) has the advantage, and a lower value in which player II (the minimizer) has the advantage. By “advantage”, we mean that the player knows how his opponent has moved, before he moves. Games of survival in which \( f \geq 0 \) and \( g \equiv 0 \) are called generalized pursuit-evasion games, the most famous of which is the pursuit-evasion game: \( f \equiv 1, c \equiv 0 \). In this case, \( J(y, z, x) = E_{x}^{\tau_{y,z,x}} \), the mean exit-time or capture time of the process \( x_t^{y,z,x} \) from the domain \( D \). Here, player I, wishing to maximize the mean capture time, is the evader, while player II, wanting to minimize the mean capture time, is the pursuer. See [Fr] for a rigorous treatment of deterministic, nonstochastic differential games.

**Definition 0.1.** An admissible control for player I (respectively II) is an \( \mathcal{F}_t \)-progressively measurable function \( y_t(\omega) \) (respectively \( z_t(\omega) \)), defined on \( [0, \infty) \times \Omega \), with values in \( Y \) (respectively \( Z \)). The set of all admissible controls for player I (respectively II) is denoted by \( \mathcal{M} \) (respectively \( \mathcal{N} \)). Controls \( y^1, y^2 \in \mathcal{M} \) are said to be equal on \( [s, t] \) if \( P\{y^1_t - y^2_t = 0, a.e. \} \in [s, t] \} = 1 \). An analogous statement holds for controls in \( \mathcal{N} \).

**Definition 0.2.** An admissible strategy for player I (respectively II) is a mapping \( \alpha : \mathcal{N} \to \mathcal{M} \) (respectively \( \beta : \mathcal{M} \to \mathcal{N} \)) which preserves the indistinguishability of controls. That is, if \( z^1, z^2 \in \mathcal{N} \) and \( z^1 = z^2 \) on \( [s, t] \), then \( \alpha(z^1) = \alpha(z^2) \) on \( [s, t] \). The set of all admissible strategies for player I (respectively II) is denoted by \( \Gamma \) (respectively \( \Delta \)).

**Definition 0.3.** We define the upper value \( v^+ \) of the differential game by

\[
v^+(x) := \sup_{\alpha \in \Gamma} \inf_{z \in \mathcal{N}} J(\alpha(z), z, x) = \sup_{\alpha \in \Gamma} \inf_{z \in \mathcal{N}} E_{x}^{\tau_{y,z,x}} \left[ \int_0^\tau f(\alpha(z)_r, z_r, x_r)e^{-\varphi_r} \, dr + g(x_\tau)e^{-\varphi_\tau} \right].
\]
and the lower value \( v^- \) of the differential game by

\[
(0.8) \quad v^-(x) := \inf_{\beta \in \Delta} \sup_{y \in \mathcal{M}} J(y, \beta(y), x)
\]

\[
= \inf_{\beta \in \Delta} \sup_{y \in \mathcal{M}} E_{t,x}^{\alpha, \beta} \left[ \int_0^T f(y_r, \beta(y)_r, x_r) e^{-r \phi_r} dr + g(x_T) e^{-r \phi_T} \right].
\]

In the special case \( \tau = +\infty \), \( g \equiv 0 \) and the lower bound for \( c \) is appropriately large, it follows from [FS] that both \( v^+ \) and \( v^- \) satisfy a dynamic programming principle.

From this it can be shown that \( v^+ \) is the unique bounded viscosity solution of the upper Isaacs equation \( F^+[v] = 0 \) in \( E_d \) and \( v^- \) is the unique bounded viscosity solution of the lower Isaacs equation \( F^-[v] = 0 \) in \( E_d \). Hence if the Isaacs condition holds, i.e. \( F^+ = F^- \), we immediately have that \( v^+ = v^- \), in which case the differential game is said to have value. (See also Święch [S], 1996.) In [FS] (1988), Fleming and Souganidis examined probabilistic expressions for the viscosity solution of the Cauchy problem for the parabolic Isaacs equation in a strip \( H_T := [0, T] \times E_d \), with terminal data function \( g(x) \) and discount factor \( c \equiv 0 \), where the coefficients depended on \( t \) and \( x \) (as well as controls \( y, z \)). They showed that if \( f \) and the coefficients of the process are bounded, uniformly continuous, Lipschitz in \((t, x)\), and \( g \in C^{0,1}(E_d) \), then the upper value function

\[
(0.9) \quad v(t, x) = \inf_{\alpha \in \Gamma(t)} \sup_{z \in \mathcal{N}(t)} E_{t,x}^{\alpha, z} \left[ \int_t^T f(r, x_r, \alpha(z)_r, z_r) dr + g(x_T) \right], \quad 0 \leq t \leq T, \quad x \in E_d
\]

is the unique viscosity solution of the Cauchy problem: \( F^+[u] + u_t = 0 \) in \( H_T \), \( u(T, x) = g(x), x \in E_d \), and satisfies the dynamic programming principle: \( \forall s \) with \( t \leq s \leq T \),

\[
(0.10) \quad v(t, x) = \sup_{\alpha \in \Gamma(t)} \inf_{z \in \mathcal{N}(t)} E_{t,x}^{\alpha, z} \left[ \int_t^s f(r, x_r, \alpha(z)_r, z_r) dr + v(s, x_s) \right].
\]

Here, for \( t \leq s \leq T \), \( x_s^{(z); \alpha}(t, x) \) is the solution of the stochastic differential equation

\[
x_s = x + \int_t^s \sigma(r, x_r, y_r, z_r) dw_r + \int_t^s b(r, x_r, y_r, z_r) dr
\]

with control \( y = \alpha(z) \), while \( \Gamma(t), \mathcal{N}(t) \) denote, respectively, strategies for player I and controls for player II, defined on \([t, T]\). Corresponding statements hold for the lower value function and the lower Isaacs equation.

If we define \( S_{t,T} g(x) = v(t, x) \), the dynamic programming principle (0.10) is the statement that for \( 0 \leq t \leq s \leq T \), \( S_{t,T} = S_{t,s} \circ S_{s,T} \) as operators on \( C^{0,1}(E_d) \). If the coefficients of our process and \( f \) are independent of \( t \), and our process is at the point \( x \) at the initial time \( t = 0 \), (0.9) can be rewritten as

\[
v(t, x) = S_{0, T-t} g(x) = \sup_{\alpha \in \Gamma(0, T)} \inf_{z \in \mathcal{N}(0, T)} E_{0,x}^{\alpha, z} \left[ \int_0^{T-t} f(\alpha(z)_r, z_r, x_r) dr + g(x_{T-t}) \right].
\]

That is, the right-hand side depends, for \( t \in [0, T] \), only on differences \( T-t \). Setting \( Q(T-t) g(x) := S_{0, T-t} g(x) \), (0.10) reads: for \( t \leq s \leq T \), \( Q(T-t) = Q(s-t) \circ Q(T-s) \). Since \( s-t, T-s \in [0, T] \) were arbitrary, we have \( Q(t_1 + t_2) = Q(t_1) \circ Q(t_2) \) for any \( t_1, t_2 \in [0, T] \) such that \( t_1 + t_2 \in [0, T] \). That is, the family of operators
\{Q(t)\} forms a nonlinear semigroup on $C_{0,1}^{b}(E_d)$, where

$$Q(t)g(x) := \sup_{\alpha \in \Gamma} \inf_{z \in \mathbb{N}} \mathbb{E}_{x}^{\alpha,z} \left[ \int_{0}^{t} f(\alpha(z)_{t}, z_{t}, x_{t}) \, dt + g(x_{t}) \right]$$

and $\Gamma, \mathbb{N}$ denote, respectively, strategies for player 1 and controls for player 2 on $[0, T]$.

It also follows from Nisio’s results in [1] that $Q(t)g$ is a semigroup on $C_b(E_d)$ (bounded, uniformly continuous functions on $E_d$). In 1988, M. Nisio (see [1]) studied probabilistic solutions for the Cauchy problem for the parabolic Isaacs equation with coefficients independent of $t$. The expressions for $v^+(t, x)$ and $v^-(t, x)$ in [1], however, differ from those found in [FS], as the notion of strategy is not made explicit. Actually, the [FS] results use a discretization technique very similar to that used in [1]. Loosely stated, in the definition of the upper value function from [1], player I can freely choose controls (to maximize $J$) in a given time interval, while player II can choose only among constant controls in that interval (to minimize $J$). Similarly, for the lower value function, player II can freely choose controls, while player I can use only constant controls. So, in a sense, the notion of strategy is implicitly built into the game. Under the Isaacs condition $F^+ = F^-$, Nisio showed that both $v^+(t, x)$ and $v^-(t, x)$ are viscosity solutions of the Cauchy problem for the Isaacs equation: $F[v] - v_t = 0$ in $H_T$, $v(0, x) = g(x), x \in E_d$.

In 1993, Fleming and Nisio (see [FN]) examined value functions and min-max equations associated with a stochastic differential game in a Hilbert space, with dynamics governed by the controlled (time-homogeneous) Zakai equation. We refer the reader to §§5 and 6, wherein the authors use a time-homogeneous analogue of §2 in [FS] to prove a dynamic programming principle for the corresponding value functions. Our formulation of value functions is consistent with that of both [FN] and [1].

Under the assumptions that (i) $D \subset E_d$ is a domain for which there exists a global barrier relative to $L^0(y, z, x)$ (Assumption 1.0), and (ii) the coefficients of the diffusion process (0.5) are uniformly bounded and Lipschitz, (1.1)’s, we show that the following forms a nonlinear semigroup on $C(D)$:

$$J(t)g(x) = \sup_{\alpha \in \Gamma} \inf_{z \in \mathbb{N}} \mathbb{E}_{x}^{\alpha,z} \left[ \int_{0}^{\tau_{\alpha}} f(\alpha(z)_{t}, z_{t}, x_{t})e^{-\varphi_{t}} \, dt + g(x_{t\wedge\tau})e^{-\varphi_{t\wedge\tau}} \right],$$

where for $x \in D$, $\alpha \in \Gamma$ and $z \in \mathbb{N}$, $\tau = \tau^{\alpha(z),z,x}$ is the first exit time of the process $x_{\wedge\tau}^{\alpha(z),z,x}$ from $D$, and $x_{\wedge\tau}^{\alpha(z),z,x}$ is the solution of the stochastic differential equation (0.5) with $y = \alpha(z)$. From this fact it follows (see Theorem 1.4, the last remark in §1 and (1.6)) that $v^+$ in (0.7) satisfies a dynamic programming principle, which in turn implies that $v^+$ is a continuous viscosity solution of the upper Isaacs equation in $D$ satisfying $v = g$ on $\partial D$. The same holds for $v^-$ in (0.8) and the lower Isaacs equation.

1. **Continuity properties of $J(t, x, y, z)$ and related functionals**

In this section, we establish continuity properties of the functional

$$J(t, x, y, z) = \mathbb{E}_{x}^{y,z} \left[ \int_{0}^{\tau_{\wedge\tau}} f(y_{t}, z_{t}, x_{t})e^{-\varphi_{t}} \, dt + g(x_{t\wedge\tau})e^{-\varphi_{t\wedge\tau}} \right],$$
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where \( x \in D, y \in M, z \in N \) and \( g \in C_0(D) \). For simplicity, we assume that \( t \in [0, T] \). In the case \( \tau^{y,z,x} = +\infty \), corresponding to \( D = \mathcal{E}_d \), it is a straightforward matter to show that \( J \) is uniformly continuous on \( [0, T] \times \mathcal{E}_d \times \mathcal{M} \times \mathcal{N} \) (see Proposition 2.2 in [N1]). Continuity and semigroup properties of the Bellman functional (only one player) are established for the case \( D = \mathcal{E}_d \) in §§3.1-3.3 of [K1], §§5.1, 5.2 of [BL] and §§1, 2 of [N2]. Continuity and semigroup properties of the Bellman functional for nondegenerate processes in a smooth, bounded domain \( D \) are addressed in §2 of [LM1]. In general, for the case \( D \neq \mathcal{E}_d \), \( J \) will not be continuous in \( x \) even in the linear (0-player) case. To offset this, we assume the existence of a global barrier (see Assumption 1.0 below).

We define a distance function on \( M \), by \( \tilde{\rho}_M(y^1, y^2) = E \int_0^T \rho_Y(y^1_t, y^2_t) \, dr \), for \( y^1, y^2 \in M \), where \( \rho_Y \) is the metric on \( Y \). We may always assume that \( \rho_Y < 1 \), since otherwise we use the metric given by \( \rho'_Y := \frac{2}{\rho_Y} \tan^{-1}(\rho_Y) \). We define a distance function on \( N \) in the same way. Fix \( t \in [0, T], x \in \mathcal{E}_d \). We assume that for \( y, y^1, y^2 \in Y, z, z^1, z^2 \in Z, x, x^1, x^2 \in \mathcal{E}_d \), \( y^1, y^2 \in \mathcal{M}, z^1, z^2 \in \mathcal{N} \), \( x^1, x^2 \in \mathcal{E}_d \), Itô’s formula yields for \( t \in [0, T] \),

\[
\begin{align*}
E[x^1_{t}, z^1, x^1 - x^2_{t}, z^2, x^2] \leq |x^1 - x^2|^2 \\
+ (3C^2 + 4C) \int_0^t \left\{ |x^1_{r}, z^1, x^1 - x^2_{r}, z^2, x^2|^2 + \tilde{\rho}_M(y^1_r, y^2_r) + \tilde{\rho}_Z(z^1, z^2) \right\} \, dr \\
\leq |x^1 - x^2|^2 \\
+ (3C^2 + 4C) \left\{ \int_0^t E[x^1_{r}, z^1, x^1 - x^2_{r}, z^2, x^2] \, dr + \tilde{\rho}_M(y^1_r, y^2_r) + \tilde{\rho}_N(z^1, z^2) \right\}.
\end{align*}
\]

Hence Gronwall’s inequality gives, for any \( t \in [0, T] \),

\[
E|x^1_{t}, z^1, x^1 - x^2_{t}, z^2, x^2|^2 \leq C_2 e^{C_4 t} \left\{ |x^1 - x^2|^2 + \tilde{\rho}_M(y^1_r, y^2_r) + \tilde{\rho}_N(z^1, z^2) \right\},
\]

where \( C_2 > 1 \) is a constant, depending only on \( C \). This estimate, along with the BDG inequality implies

\[
E \sup_{0 \leq t \leq T} |x^1_{t}, z^1, x^1 - x^2_{t}, z^2, x^2|^2 \leq C_4 e^{C_4 T} \left\{ |x^1 - x^2|^2 + \tilde{\rho}_M(y^1_r, y^2_r) + \tilde{\rho}_N(z^1, z^2) \right\},
\]

where \( C_4 \) depends only on \( C \). Define \( L^0(y, z, x)u(x) := \text{tr}[a(y, z, x)u_{xx}(x)] + b(y, z, x) \cdot u_x(x) \). Our main assumption throughout this paper is

**Assumption 1.0.** \( \exists \psi \in C^2(\bar{D}) \) such that \( \forall y \in Y, z \in Z, L^0(y, z)\psi \leq -1 \) in \( D, \psi \equiv 0 \) on \( \partial D \).

Observe that in the nondegenerate case, that is, \( \lambda I_d \leq a(y, z, x) \leq \Lambda I_d \), a uniform global barrier always exists if \( \partial D \in C^2 \). For example, if \( D = B_r(x_0) \), an explicit
$C^\infty(D)$ global barrier is given by $\psi(x) = \cosh(kr) - \cosh(k|x-x_0|)$, for $k$ sufficiently large. More generally, if $\partial D$ satisfies a uniform exterior sphere condition, then the solution $\psi \in C^{2+\alpha}(\bar{D})$ of the Dirichlet problem for the convex Bellman-Pucci equation

$$\begin{align*}
\mathcal{M}^+(\psi_{xx}, \lambda, \Lambda) + C|\psi_x| + 1 &= 0 \quad \text{in } D, \\
\psi &= 0 \quad \text{on } \partial D,
\end{align*}$$

where $C$ is as in (1.1), will be a global barrier with respect to $L^0(y, z)$ on $D$. This follows immediately from our assumption $\lambda I_d \leq a(y, z, x) \leq \Lambda I_d$, and the definition of $\mathcal{M}^+$. Note that we can express the above pde as

$$\sup_{(a, b) \in A_{\lambda, \Lambda} \times \mathcal{B}(0)} \{ \text{tr}[a\psi_{xx}] + Cb \cdot \psi_x \} + 1 = 0,$$

where $A_{\lambda, \Lambda}$ denotes the set of symmetric $d \times d$ symmetric matrices with eigenvalues in $[\lambda, \Lambda]$. (See pp. 14-15 in [CC1] for the definition of $\mathcal{M}^+$.)

In the degenerate case, global barriers occur in certain cases. For example, say $\lambda, \Lambda$. (See pp. 14-15 in [CC1] for the definition of $\mathcal{M}^+$.)

$$L^0(y, z, x) \psi \leq -\kappa \text{tr}[a(y, z, x)] + b(y, z, x)|\psi_x(x)| \leq -\kappa \lambda(x) + C|\psi_x(x)| \leq -1.$$

Of course, here we’ve assumed that $a(y, z, x)$ has at least one positive eigenvalue in $D$.

The following is a variation of a lemma due to M. Safonov.

**Lemma 1.1.** For $k = 1, 2$ and $x_i^k := x_i^{y^k, z^k, x^k}$, let $\tau^k$ be the first exit time of $x_i^k$ from the open set $D$. Then for a finite constant $K = K(\psi)$,

$$E[\tau_1 \land \tau_2] \leq K \cdot E \sup_{0 \leq t \leq T} |x_1^k - x_2^k|.$$

**Proof.** Define $\tau := \tau_1 \land \tau_2$. Note that $\psi \geq 0$ in $D$. By Ito’s formula,

$$E[\tau \land T] = E \int_0^{\tau \land T} 1 dt \leq -E \int_0^{\tau \land T} L^k \psi(x^k) dt = E [\psi(x_{\tau \land T}^k) - \psi(x_{\tau \land T}^k)] \leq E I_{\{\tau < T, \tau \neq \tau^k\}} \psi(x^k).$$

On the set $\{\tau < T, \tau \neq \tau^k\}$, we have $\psi(x^k) = |\psi(x^1) - \psi(x^2)|$. Moreover, since $\tau = \tau_1 \land \tau_2$, the sets $\{\tau \neq \tau^1\}$ and $\{\tau \neq \tau^2\}$ are disjoint. Therefore,

$$E[\tau \land T] \leq \sum_{k=1}^2 E[I_{\{\tau < T\}} |\psi(x_{\tau}^1) - \psi(x_{\tau}^2)|] \leq K \cdot E I_{\{\tau < T\}} |x_1^1 - x_2^2| \leq K \cdot E \sup_{0 \leq t \leq T} |x_1^1 - x_2^2|,$$

where

$$K := \sup_{x \in D, y \in \partial D} \frac{|\psi(x) - \psi(y)|}{|x-y|} = \sup_{x \in D} \frac{\psi(x)}{\text{dist}(x, \partial D)} < \infty. \square$$

This lemma and estimate (1.3) immediately give

$$E_{\tau^1, \tau_2} \leq K \sqrt{C_4 e^{C_4 T}} \left\{ |x_1 - x_2| + \sqrt{\rho_M(y_1, y_2)} + \sqrt{\rho_N(z_1, z_2)} \right\}.$$
**Theorem 1.2.** For $g \in C_b(D)$, the function $J(t, x, y, z)$ in (1) is uniformly continuous on $[0, T] \times D \times M \times N$.

**Proof.** First, we show uniform continuity on $D \times M \times N$. So fix $t \in [0, T], x^1, x^2 \in D, y^1, y^2 \in M, z^1, z^2 \in N$. For convenience, we use the following notation: for $k = 1, 2$, we set $\tau^k = \tau^{y^k, z^k, x^k}, x^k_t = x^{y^k, z^k, x^k}, \varphi^k_t = \int_0^t c(y^k, z^k, x^k_t) \, dr$. Then

$$J(t, x^1, y^1, z^1) - J(t, x^2, y^2, z^2)$$

$$= E \left[ \int_0^{t \land \tau^1} f(y^1, z^1, x^1_t)e^{-\varphi^1_t} \, dr - \int_0^{t \land \tau^2} f(y^2, z^2, x^2_t)e^{-\varphi^2_t} \, dr \right]$$

$$+ E \left[ \int_{t \land \tau^1}^{t \land \tau^2} f(y^2, z^2, x^2_t)e^{-\varphi^2_t} \, dr \right]$$

$$\leq \frac{\varepsilon}{1} \int_0^t E \left[ |e^{-\varphi^1_t} - e^{-\varphi^2_t}| \, dr \right] + E \left[ \int_{t \land \tau^1}^{t \land \tau^2} f(y^2, z^2, x^2_t)e^{-\varphi^2_t} \, dr \right]$$

By the Mean Value Theorem,

$$|e^{-\varphi^1_t} - e^{-\varphi^2_t}| \leq |\varphi^1_t - \varphi^2_t|$$

$$\leq \int_0^t |c(y^1, z^1, x^1_s) - c(y^2, z^2, x^2_s)| \, ds$$

$$\leq C \int_0^t \left\{ \rho_Y(y^1, y^2) + \rho_Z(z^1, z^2) + |x^1_s - x^2_s| \right\} \, ds.$$
where $N_T = N_T(K, C)$, and $C_6$ depends only on $C$. Splitting up $J_2$ in the usual way, and again using the Mean Value Theorem, we get
\[
\begin{align*}
|J_2| &\leq \|g\|_{\infty} E |\varphi^1_{t, \tau^1} - \varphi^2_{t, \tau^2}| + E |g(x^1_{t, \tau^1}) - g(x^2_{t, \tau^2})|, \\
|\varphi^1_{t, \tau^1} - \varphi^2_{t, \tau^2}| &\leq |\varphi^1_{t, \tau^1} - \varphi^1_{t, \tau^2}| + |\varphi^1_{t, \tau^2} - \varphi^2_{t, \tau^2}|, \\
&\leq C|t \wedge \tau^1 - t \wedge \tau^2| + C \int_0^{t \wedge \tau^2} \{\rho_M(y^1_t, y^2_t) + \rho_N(z^1_t, z^2_t) + |x^1_t - x^2_t|\} \, dt.
\end{align*}
\]
By inequality (1.4), we get, for some constant $N_8 = N_8(K, C)$,
\[
E |\varphi^1_{t, \tau^1} - \varphi^2_{t, \tau^2}| \leq C_8 T N_8 \left\{|x^1_t - x^2_t| + \sqrt{\rho_M(y^1_t, y^2_t)} + \sqrt{\rho_N(z^1_t, z^2_t)}\right\}.
\]
Fix $\varepsilon > 0$. Since $g \in C_b(D)$, $\exists \delta(\varepsilon) > 0$ such that for $\xi, \xi' \in D$, $|\xi - \xi'| < \delta(\varepsilon)$ implies $|g(\xi) - g(\xi')| < \varepsilon$. Then
\[
E |g(x^1_{t, \tau^1}) - g(x^2_{t, \tau^2})| \leq 2\|g\|_{\infty} P \left\{|x^1_{t, \tau^1} - x^2_{t, \tau^2}| \geq \delta\right\} + \varepsilon.
\]
Writing $|x^1_{t, \tau^1} - x^2_{t, \tau^2}| \leq |x^1_{t, \tau^1} - x^1_{t, \tau^2}| + |x^1_{t, \tau^2} - x^2_{t, \tau^2}|$, the BDG inequality and inequality (1.4) yield
\[
E |x^1_{t, \tau^1} - x^2_{t, \tau^2}| \leq \frac{NC}{T} \sqrt{\tau^1 - t \wedge \tau^2} + C \|x^1_t - x^2_t\| + \sqrt{\rho_M(y^1_t, y^2_t)} + \sqrt{\rho_N(z^1_t, z^2_t)}\}
\]
where $N_3 = N_3(K, C)$. By (1.3),
\[
E |x^1_{t, \tau^1} - x^2_{t, \tau^2}| \leq \sup_{0 \leq s \leq T} |x^1_s - x^2_s| \leq \sqrt{\frac{C_4}{C_1} \|x^1_t - x^2_t\| + \sqrt{\rho_M(y^1_t, y^2_t)} + \sqrt{\rho_N(z^1_t, z^2_t)}}.
\]
Thus, since $\hat{\rho} \leq T$ (since $\rho < 1$), we get, for some $N_4 = N_4(K, C)$,
\[
E |x^1_{t, \tau^1} - x^2_{t, \tau^2}| \leq N_4 (1 + \sqrt{\text{diam}(D)} + T^{1/4}) C_1 T \left\{|x^1_t - x^2_t| + \sqrt{\rho_M(y^1_t, y^2_t)} + \sqrt{\rho_N(z^1_t, z^2_t)}\right\}
\]
where $N_6 = N_6(C, D, K, T)$. By Chebyshev’s inequality,
\[
\mathbb{P} \left\{|x^1_{t, \tau^1} - x^2_{t, \tau^2}| \geq \delta\right\} \leq \frac{N_6}{\delta} \left\{|x^1_t - x^2_t| + \sqrt{\rho_M(y^1_t, y^2_t)} + \sqrt{\rho_N(z^1_t, z^2_t)}\right\},
\]
and hence, for $t \in [0, T]$, and some constant $N_9 = N_9(C, K, g_{\infty})$, we get
\[
|J_1 + J_2| \leq N_9 \frac{C_1 T (\sqrt{\text{diam}(D)} + T^{1/4}) + 2\|g\|_{\infty} N_9}{\delta} \left\{|x^1_t - x^2_t| + \sqrt{\rho_M(y^1_t, y^2_t)} + \sqrt{\rho_N(z^1_t, z^2_t)}\right\} + \varepsilon.
\]
Hence $\forall \varepsilon > 0$, $\exists \delta' = \delta'(\varepsilon, K, C, D, T, g_{\infty}) > 0$ such that $\forall x^1, x^2 \in D, y^1, y^2 \in \mathcal{M}$, $z^1, z^2 \in \mathcal{N}$, $|x^1 - x^2| + \rho_M(y^1_t, y^2_t) + \rho_N(z^1_t, z^2_t) < \delta' \Rightarrow |J(t, x^1, y^1, z^1) - J(t, x^2, y^2, z^2)| < 2\varepsilon$. That is, for $t \in [0, T]$, $J(t, x, y, z, g)$ is uniformly continuous.
on $D \times M \times N$. The proof that $J$ is continuous in $t$ is easier. For fixed $t, s \geq 0, x \in D, y \in M, z \in N$,

\[
|J(t, x, y, z) - J(s, x, y, z)| \\
\leq E_x^{y,z} \left[ \int_{s \land \tau}^{t \land \tau} f(y_r, z_r, x_r) e^{-\varphi_r} dr \right] + E_x^{y,z} \left[ g(x_{t \land \tau}) e^{-\varphi_{t \land \tau}} - g(x_{s \land \tau}) e^{-\varphi_{s \land \tau}} \right] \\
\leq \|f\|_{\infty} E_x^{y,z} |t \land \tau - s \land \tau| + E_x^{y,z} [e^{-\varphi_{t \land \tau}} - e^{-\varphi_{s \land \tau}}] \\
+ E_x^{y,z} [g(x_{t \land \tau}) - g(x_{s \land \tau})] \\
\leq \|f\|_{\infty} |t - s| + \|g\|_{\infty} E_x^{y,z} |\varphi_{t \land \tau} - \varphi_{s \land \tau}| + E_x^{y,z} [g(x_{t \land \tau}) - g(x_{s \land \tau})] \\
\leq |t - s| (\|f\|_{\infty} + C \|g\|_{\infty}) + E_x^{y,z} [g(x_{t \land \tau}) - g(x_{s \land \tau})],
\]

\[
E_x^{y,z} |x_{t \land \tau} - x_{s \land \tau}|^2 \leq 2 \left\{ E_x^{y,z} \left[ \int_{s \land \tau}^{t \land \tau} \|\sigma(y_r, z_r, x_r)\|^2 dr \right] \\
+ E_x^{y,z} \left[ \int_{s \land \tau}^{t \land \tau} |b(y_r, z_r, x_r)| dr \right]^2 \right\} \\
\leq 2C^2 \{ |t - s| + |t - s|^2 \}.
\]

Since $g$ is uniformly continuous in $D, \forall \varepsilon > 0, \exists \delta(\varepsilon) > 0$ such that $\forall \xi, \xi' \in D, |\xi - \xi'| < \delta(\varepsilon)$ implies $|g(\xi) - g(\xi')| < \varepsilon$. Hence by Chebyshev’s inequality,

\[
E_x^{y,z} |g(x_{t \land \tau}) - g(x_{s \land \tau})| \leq \varepsilon + 2 \|g\|_{\infty} E_x^{y,z} \{ |x_{t \land \tau} - x_{s \land \tau}| \geq \delta \} \\
\leq \varepsilon + \frac{4C^2 \|g\|_{\infty}}{\delta^2} \{ |t - s| + |t - s|^2 \}.
\]

Thus, for any $(x, y, z) \in D \times M \times N$,

\[
|J(t, x, y, z) - J(s, x, y, z)| \leq |t - s| (\|f\|_{\infty} + C \|g\|_{\infty}) \\
+ \frac{4C^2 \|g\|_{\infty}}{\delta^2} \{ |t - s| + |t - s|^2 \} + \varepsilon.
\]

Thus $\forall \varepsilon > 0, \exists \delta' = \delta'(\varepsilon, C, \|g\|_{\infty})$, such that $|t - s| < \delta'$ implies $|\sup_{x,y,z} J(t, x, y, z) - \sup_{x,y,z} J(s, x, y, z)| < 2\varepsilon$. Thus $J$ is (uniformly) continuous in $t$, uniformly with respect to $x, y, z$.

The fact that $J$ and the related functional (1.5) below are uniformly bounded, independent of $T$, follows from Assumption 1.0 and Itô’s formula, since for every $x \in D, y \in M, z \in N$ and $t > 0$,

\[
0 \leq E_x^{y,z} \psi(x_{t \land \tau}) - \psi(x) + E_x^{y,z} \left[ \int_0^{t \land \tau} L^0(y_r, z_r, x_r) \psi(x_r) dr \right] \leq \psi(x) - E_x^{y,z} [\tau \land t].
\]

Hence by the monotone convergence theorem, $\sup_{y,z,x} E_x^{y,z,x} \leq \max_D \psi(x) := |\psi|_{0,D}$. This inequality, our assumptions on $f$, and the elementary estimate

\[
\left\| \sup_{y,z} J(t, x^1, y, z) - \sup_{y,z} J(t, x^2, y, z) \right\| \leq \sup_{y,z} |J(t, x^1, y, z) - J(t, x^2, y, z)|
\]
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Corollary 1.3. For $g \in C(\overline{D})$ and $t \in [0, T]$, for $\hat{\mathcal{M}} \subset \mathcal{M}$, $\hat{\mathcal{N}} \subset \mathcal{N}$, the function

$$J(t)g(x) := \sup_{y \in \hat{\mathcal{M}}} \inf_{z \in \hat{\mathcal{N}}} E_x^{y, z} \left[ \int_0^{t \wedge \tau} f(y_r, z_r, x_r) e^{-\varphi_r} dr + g(x_{t \wedge \tau}) e^{-\varphi_{t \wedge \tau}} \right]$$

belongs to $C_b(D)$.

Remark. Since our continuity (in $x$) estimates rely entirely on continuity estimates for $J(t, x, y, z)$ which are uniform in $y, z$, our corollary holds for functionals $J(t)g$ in which $\inf$ and $\sup$ are reversed. This statement holds as well for the next few theorems. By our mean exit time estimate, $\forall x \in D$, $|J(t)g(x)| \leq N \|f\|_\infty + \|g\|_\infty$, where $N$ is independent of $t$. Moreover, it follows from the proof of Theorem 1.2 that $g \in C^{0, \beta}_b(D)$ implies $J(t)g \in C^{0, \beta/2}_b(D)$, $\beta \in (0, 1]$. Furthermore, our previous estimate (1.2), obtained for $t \in [0, T]$, can be obtained for $\forall t \geq 0$, simply by redefining our metric on $\mathcal{M}, \mathcal{N}$ to be independent of $T$; e.g., instead of $\hat{\rho}_\mathcal{M}$, define $\hat{\rho}^*_\mathcal{M}(y^1, y^2) := E \int_0^\infty \rho(y^1, y^2) e^{-\tau} dr$. It is clear then that (1.2) (with $\rho^*$ in place of $\rho$ and a different $C_2$) will hold for all $t \geq 0$.

Theorem 1.4. For $x \in D$ and $g \in C(\overline{D})$, define

$$v(x) = \sup_{y \in \hat{\mathcal{M}}} \inf_{z \in \hat{\mathcal{N}}} E_x^{y, z} \left[ \int_0^\tau f(y_r, z_r, x_r) e^{-\varphi_r} dr + g(x_r) e^{-\varphi_r} \right].$$

Then for $J$ in (1.5), we have

$$\lim_{t \to \infty} J(t)g(x) = v(x).$$

Proof. Recall that $\psi \geq 0$ in $D$. Setting $\mu = \frac{1}{2|\psi|_\infty}$, Itô’s formula gives

$$0 = E_x^{y, z} \psi(x_r) e^{\mu \tau} = \psi(x) + E_x^{y, z} \int_0^\tau \left[ L^0(y_r, z_r, x_r) \psi(x_r) + \mu \psi(x_r) \right] e^{\mu \tau} dr \leq \psi(x) - \frac{1}{2} E_x^{y, z} \int_0^\tau e^{\mu \tau} dr,$$

from which it follows that $E_x^{y, z} e^{\mu \tau} \leq 2$. Hence for $x \in D$,

$$|J(t)g(x) - v(x)| \leq \sup_{y \in \hat{\mathcal{M}}} \sup_{z \in \hat{\mathcal{N}}} \left( E_x^{y, z} \int_0^\tau |f(y_r, z_r, x_r)| e^{-\varphi_r} dr \right.$$

$$+ \left. E_x^{y, z} \left| g(x_{t \wedge \tau}) e^{-\varphi_{t \wedge \tau}} - g(x_r) e^{-\varphi_r} \right| \right).$$

But

$$E_x^{y, z} \int_0^\tau |f(y_r, z_r, x_r)| e^{-\varphi_r} dr \leq \|f\|_\infty E_x^{y, z}[(\tau - t) I_{\tau > t}]$$

$$\leq C \sqrt{E_x^{y, z} \tau^2} \sqrt{E_x^{y, z} \{\tau > t\}} \leq \frac{C^4}{\mu} e^{-\frac{\mu}{2} \tau}.$$
By the Mean Value Theorem, 
\[ e^{-\varphi_{t_{\Lambda}^\tau}} - e^{-\varphi_{t_{\Lambda}}} \leq \varphi_{t_{\Lambda}^\tau} - \varphi_{t_{\Lambda}} = \int_{t_{\Lambda}}^{t_{\Lambda}^\tau} c(y_r, z_r, x_r) \, dr \leq C(\tau - t \wedge \tau) \] and hence 
\[
\mathbf{E}^y_{x_\tau}[g(x_{t_{\Lambda}^\tau})e^{-\varphi_{t_{\Lambda}^\tau}} - g(x_{\tau})e^{-\varphi_{\tau}}] \leq \|g\|_\infty \mathbf{E}^y_{x_\tau}(e^{-\varphi_{t_{\Lambda}^\tau}} - e^{-\varphi_{\tau}}) + \mathbf{E}^y_{x_\tau}[g(x_{t_{\Lambda}^\tau}) - g(x_{\tau})] \leq \|g\|_\infty C \mathbf{E}^y_{x_\tau}[(\tau - t)I_{\tau > t}] + 2\|g\|_\infty \mathbf{P}^y_{x_\tau}\{\tau > t\} \leq 4\|g\|_\infty e^{-\frac{\mu}{2}} (\frac{C}{\mu} + 1).
\]

Putting all this together yields 
\[
|J(t)g(x) - v(x)| \leq 4e^{-\frac{\mu}{2}} \left\{ \frac{C}{\mu} + \|g\|_\infty (\frac{C}{\mu} + 1) \right\}.
\]

**Remark.** By the proof of our previous theorem, we know that for \( g \in C_b(D) \), \( J(t)g \) is uniformly continuous in \( t \) on \([0, \infty)\). If we knew \( J(t) \) were a semigroup on some subset of \( C_b(D) \), then our function \( v(x) = \lim_{t \to -\infty} J(t)g(x) \) would satisfy a dynamic programming principle, provided \( v \in C_b(D) \). Indeed, in this case, for any \( t \geq 0 \),

\[
v(x) = \lim_{s \to \infty} J(t + s)g(x) = \lim_{s \to \infty} J(t)[J(s)g(x)] = J(t) \lim_{s \to \infty} J(s)g(x) = J(t)v(x)
\]

\[ = \sup_{y \in \mathcal{M}} \inf_{z \in \mathcal{N}} \mathbf{E}_{x_\tau}^{y, z} \left[ \int_0^{t_{\Lambda}^\tau} f(x_r, y_r, z_r) e^{-\varphi_{r}} \, dr + v(x_{t_{\Lambda}^\tau}) e^{-\varphi_{t_{\Lambda}^\tau}} \right]. \]

### 2. Continuity properties of value-type functions

By functions of *value-type*, we mean functions of the general form (1.6) (and with inf/sup reversed). The continuity results in this section hold, in particular, for the probabilistic solutions (0.7), (0.8) of the Isaacs equations to be introduced in §3, which we call the *value functions*. From the theory of pde it is known that in the nondegenerate case, continuous viscosity solutions of the Dirichlet problem for Isaacs equations with bounded, Lipschitz coefficients (arbitrary continuous boundary values) are locally \( C^{1,\alpha}(D) \). In the degenerate case, with positive discount factor, viscosity solutions are unique (see theorem II.2 in [IL]) and, in the case of a global barrier, locally Lipschitz in \( D \). We prove the Lipschitz continuity of functions of value-type (see Theorem 2.3) under the additional assumption that \( g \in C^2(D) \).

First, we give a few preliminaries. Letting \( T \to \infty \) in the proof of Lemma 1.1 and using the fact that \( \sup_{y,z,x} \mathbf{E}_{x_\tau}^{y, z, x} \leq |\psi|_{0, D} \) yields

\[
\mathbf{E}^{y, z}_{x_\tau} |\tau^1 - \tau^2| \leq K \cdot \mathbf{E}^{y, z}_{x_\tau} |x^1 - x^2|,
\]

where \( \tau = \tau^1 \wedge \tau^2 \). Recalling that \( \exists \mu = \mu(|\psi|) > 0 \) for which \( \sup_{y, z, x} \mathbf{E}^{y, z}_{x_\tau} e^{\mu \tau} \leq 2 \), \( \forall t > 0 \), we have

\[
\mathbf{E}^{y, z}_{x_\tau} |x^1 - x^2| = \mathbf{E}^{y, z}_{x_\tau} |x^1 - x^2| I_{\tau \leq t} + \mathbf{E}^{y, z}_{x_\tau} |x^1 - x^2| I_{\tau > t} \leq \mathbf{E}^{y, z}_{x_\tau} \sup_{0 \leq s \leq t} |x^1_s - x^2_s| + \text{diam}(D) \cdot \mathbf{P}^{y, z}_{x_\tau}\{\tau^1 > t\} \leq C e^{Ct} |x^1 - x^2| + 2\text{diam}(D) e^{-\mu t}.
\]

The right-hand side is of the form \( A e^{Ct} + B e^{-\mu t} \), which for small \( |x^1 - x^2| \) attains its absolute minimum over \((0, \infty)\), at the point \( t = t_0 \) satisfying \( A e^{Ct_0} = B e^{-\mu t_0} \). This immediately implies

\[ \mathbf{E}^{y, z}_{x_\tau} |x^1 - x^2| \leq N \cdot |x^1 - x^2|^\alpha, \]

\[ (2.1) \]
and hence

\begin{equation}
(2.2) \quad E^{y,z}_{\tau} |\tau^1 - \tau^2| \leq KN \cdot |x^1 - x^2|^\alpha,
\end{equation}

where \( \alpha = \frac{\beta}{C_{\tau} \mu} \) and \( N = N(C, \mu, \text{diam}(D)) \). Estimates of \( E^{y,z}_{\tau} \int_0^\tau |x^1_r - x^2_r| \, dr \) and \( E^{y,z}_{\tau} \int_0^\tau |x^1_r - x^2_r| \, dr \) are handled the same way. For example, for any \( t > 0 \),

\begin{align*}
E^{y,z}_{\tau} \int_0^\tau |x^1_r - x^2_r| \, dr = & \left( \tau \int_0^\tau |x^1_r - x^2_r| \, dr \cdot I_{\tau \leq t} \right) \\
& + E^{y,z}_{\tau} \left[ \tau \int_0^\tau |x^1_r - x^2_r| \, dr \cdot I_{\tau > t} \right] \\
\leq & t \int_0^t E^{y,z}_{\tau} |x^1_r - x^2_r| \, dr + \text{diam}(D) E^{y,z}_{\tau} \left[ \tau^2 \cdot I_{\tau > t} \right] \\
\leq & t \sqrt{C_2} |x^1 - x^2| \int_0^t e^{C_2 r} \, dr \\
& + \text{diam}(D) \sqrt{\frac{C_2^{y,z} \tau^4}{2}} + \text{diam}(D) \frac{7}{\mu^2} e^{-\mu t/2},
\end{align*}

and taking the minimum over \( t \in (0, \infty) \) gives for \( \beta = \frac{\mu}{2(1+C_2) \tau \mu} \) and \( N = N(C, \mu, \text{diam}(D)) \),

\begin{equation}
(2.3) \quad E^{y,z}_{\tau} \int_0^\tau |x^1_r - x^2_r| \, dr \leq N \cdot |x^1 - x^2|^{\beta}.
\end{equation}

We use these estimates to establish continuity properties of value-type functions. For \( g \in C(\bar{D}) \), \( y \in \mathcal{M}, z \in \mathcal{N}, x \in D \), we define

\[ J(y, z, x, g) := E^{y,z}_{\tau} \left[ \int_0^\tau f(y_r, z_r, x_r) e^{-\varphi_s} \, dr + g(x_\tau) e^{-\varphi_{\tau}} \right], \]

where \( \varphi_{y,z,x} = E^{y,z}_{\tau} \int_0^\tau c(y_s, z_s, x_s^{y,z,x}) \, ds, \)

\( \tau_{D} := \inf\{ t \geq 0 : x_t^{y,z,x} \notin D \} \), and \( x_t^{y,z,x} \) is the solution of our stochastic integral equation.

**Theorem 2.1.** Let \( g \in C(\bar{D}) \), and let \( \mathcal{M} \subset \mathcal{M}, \mathcal{N} \subset \mathcal{N} \). Then the function

\[ v(x) := \sup_{y \in \mathcal{M}} \inf_{z \in \mathcal{N}} J(y, z, x, g) \]

belongs to \( C(\bar{D}) \).

**Proof.** We will show that (i) \( v \in C_b(D) \) and (ii) \( \forall x_0 \in \partial D, \lim_{x \in D, x \to x_0} v(x) = g(x_0) \).

The fact that \( v \) is bounded follows from the uniform boundedness of \( f, g \) and the estimate \( \sup_{y,z,x} E^{y,z}_{\tau} \leq |\psi|_{0,D} \). To prove (i), fix \( x^1, x^2 \in D \). Omitting the obvious dependence on \( g \), we have

\[ |v(x^1) - v(x^2)| = \sup_{y \in \mathcal{M}} \inf_{z \in \mathcal{N}} J(y, z, x^1) - \sup_{y \in \mathcal{M}} \inf_{z \in \mathcal{N}} J(y, z, x^2) \leq \sup_{y \in \mathcal{M}} \sup_{z \in \mathcal{N}} |J(y, z, x^1) - J(y, z, x^2)|. \]
For fixed \( y \in \mathcal{M}, \ z \in \mathcal{N} \) and \( x^1, x^2 \in D \), set \( \tau = \tau^{y,z}(x^1) \land \tau^{y,z}(x^2) = \tau^1 \land \tau^2 \). Then

\[
J(y, z, x^1) - J(y, z, x^2) = \mathbb{E}^{y,z} \left[ \int_0^{\tau^1} f(y_r, z_r, x^1_r)e^{-\psi^1_r} \, dr - \int_0^{\tau^2} f(y_r, z_r, x^2_r)e^{-\psi^2_r} \, dr \right] + \mathbb{E}^{y,z} \left[ g(x^1_{\tau^1})e^{-\psi^1_{\tau^1}} - g(x^2_{\tau^2})e^{-\psi^2_{\tau^2}} \right]
\]

\[
:= T_1 + T_2.
\]

Writing the expression inside the expectation of \( T_1 \) (in obvious abbreviated notation) as

\[
\int_0^{\tau^1} f^1_r e^{-\psi^1_r} \, dr + \int_0^{\tau^2} f^2_r e^{-\psi^2_r} \, dr + \int_0^{\tau^1} e^{-\psi^2_r} \left( f^1_r - f^2_r \right) \, dr + \int_0^{\tau^2} f^2_r e^{-\psi^2_r} \, dr,
\]

by our previous estimates, we have

\[
|T_1| \leq C \mathbb{E}^{y,z} (\tau^1 - \tau) + C^2 \mathbb{E}^{y,z} \int_0^{\tau^1} \int_0^r |x^1_s - x^2_s| \, ds \, dr
\]

\[
+ C \mathbb{E}^{y,z} \int_0^{\tau^1} |x^1_r - x^2_r| \, dr + C \mathbb{E}^{y,z} (\tau^2 - \tau)
\]

\[
\leq 2C \mathbb{E}^{y,z} (\tau^1 - \tau^2) + C^2 \mathbb{E}^{y,z} \tau \int_0^{\tau^1} |x^1_s - x^2_s| \, ds + C \mathbb{E}^{y,z} \int_0^{\tau^1} |x^1_r - x^2_r| \, dr.
\]

As usual, by the uniform continuity of \( g \) in \( \bar{D}, \ \forall \epsilon > 0, \ \exists \delta(\epsilon) > 0 \) with

\[
|T_2| \leq \|g\|_\infty \mathbb{E}^{y,z} \mid \varphi^1_{\tau^1} - \varphi^2_{\tau^2} \mid + \mathbb{E}^{y,z} \mid g(x^1_{\tau^1}) - g(x^2_{\tau^2}) \mid
\]

\[
\leq \|g\|_\infty 2C \left\{ \mathbb{E}^{y,z} (\tau^1 - \tau^2) + \mathbb{E}^{y,z} \int_0^{\tau^1} |x^1_s - x^2_s| \, ds \right\}
\]

\[
+ 2\|g\|_\infty \mathbb{P}^{y,z} \{ |x^1_{\tau^1} - x^2_{\tau^2}| > \delta \} + \epsilon.
\]

By Chebyshev’s inequality,

\[
\mathbb{P}^{y,z} \{ |x^1_{\tau^1} - x^2_{\tau^2}| > \delta \} \leq \frac{3}{\delta} \left\{ \mathbb{E}^{y,z} |x^1_{\tau^1} - x^1_s| + \mathbb{E}^{y,z} |x^1_{\tau^1} - x^2_s| + \mathbb{E}^{y,z} |x^2_{\tau^1} - x^2_{\tau^2}| \right\}.
\]

From

\[
|x^1_{\tau^1} - x^1_s| \leq \left| \int_0^{\tau^1} \sigma(y_r, z_r, x^1_r) \, dw_r \right| + \left| \int_\tau^{\tau^1} b(y_r, z_r, x^1_r) \, dr \right|,
\]

we have

\[
\mathbb{E}^{y,z} |x^1_{\tau^1} - x^1_r| \leq N_1(C) \left\{ \mathbb{E}^{y,z} |\tau^1 - \tau|^1/2 \right\} + \mathbb{E}^{y,z} (\tau^1 - \tau)
\]

\[
\leq N_1(C) \left\{ \left( \mathbb{E}^{y,z} |\tau^1 - \tau|^2 \right)^1/2 + \mathbb{E}^{y,z} (\tau^1 - \tau^2) \right\},
\]

and hence

\[
|T_2| \leq C_2 \|g\|_\infty \left\{ \mathbb{E}^{y,z} |\tau^1 - \tau^2| + \mathbb{E}^{y,z} \int_0^{\tau^1} |x^1_s - x^2_s| \, ds + \frac{N_3(C)}{\delta} \left( \mathbb{E}^{y,z} |\tau^1 - \tau|^2 \right)^1/2
\]

\[
+ \mathbb{E}^{y,z} (\tau^1 - \tau^2) + \mathbb{E}^{y,z} |x^1_{\tau^1} - x^2_{\tau^2}| \right\} + \epsilon.
\]

Estimates (2.1)-(2.3) and routine calculations give

\[
|T_1 + T_2| \leq C_4 |x^1 - x^2|^3 + C_2 \|g\|_\infty \left\{ |x^1 - x^2|^3 + \frac{N_4}{\delta} |x^1 - x^2|^7 \right\} + \epsilon,
\]
Applying Itô’s theorem to the barrier function $\psi$, we have

$$\forall x \in \partial D, \quad |v(x) - g(x)| \leq \sup_{y \in \mathcal{M}} \left( E^{y,x}_x \left| \int_0^\tau f(y_r, z_r, x_r) e^{-\varphi r} dr \right| + E^{y,x}_x |g(x_r) e^{-\varphi r} - g(x)| \right).$$

Applying Itô’s theorem to the barrier function $\psi$ gives $\sup_{y,z} E^{y,z}_x \leq \psi(x)$. By the uniform continuity of $g$ in $\bar{D}$, and then Chebyshev’s inequality, we have $\forall \varepsilon > 0, \exists \delta(\varepsilon) > 0$ with

$$|g(x) - g(x_0)| \leq \frac{E^{y,z}_x |g(x) - g(x_0)|}{\delta(\varepsilon)} \leq C \left( E^{y,z}_x \tau \right)^{1/2} + E^{y,z}_x \tau \leq C \left( \sqrt{\psi(x)} + \psi(x) \right).$$

This, $|f|_\infty \leq C$ and the inequalities

$$E^{y,z}_x |g(x) - g(x_0)| \leq C \left( E^{y,z}_x \tau \right)^{1/2} + E^{y,z}_x \tau \leq C \left( \sqrt{\psi(x)} + \psi(x) \right) + \varepsilon.$$
Proof. Writing
\[ \frac{y_{x,x}}{T} - \frac{y_{x,x}}{T} = x - x' + \int_0^t [\sigma(y_r, z_r, x_r^x) - \sigma(y_r, z_r, x_r^x)] dw_r + \int_0^t [b(y_r, z_r, x_r^x) - b(y_r, z_r, x_r^x)] dr, \]
the definition of \(\mu_0\), and Itô’s formula applied to the function \(z \rightarrow |z|^2\) yields
\[
\begin{align*}
\mathbb{E}^{y,z} \left[ |x_{T,\theta}^x - x_{T,\theta}^x|^2 e^{-2\mu_0 T + \theta} \right] \\
= |x - x'|^2 + \mathbb{E}^{y,z} \int_0^{T+\theta} \left\{ \text{tr} \left[ (\sigma(y_r, z_r, x_r^x) - \sigma(y_r, z_r, x_r^x)) (\sigma(y_r, z_r, x_r^x) - \sigma(y_r, z_r, x_r^x))^\ast \right] \\
+ 2(b(y_r, z_r, x_r^x) - b(y_r, z_r, x_r^x)) \cdot (x_r^x - x_r^x) - 2\mu_0 |x_r^x - x_r^x|^2 \right\} e^{-2\mu_0 r} dr.
\end{align*}
\]
\[
\leq |x - x'|^2.
\]
\[ \square \]

**Theorem 2.3.** Under the above assumptions, there is a constant
\[ N = N(C, c_0, \mu_0, |g|_{2.D}, |\psi|_{0.D}) \]
such that for any \(x^1, x^2 \in D\),
\[ |v(x^1) - v(x^2)| \leq N|x^1 - x^2|. \]

**Proof.** For any \(x^1, x^2 \in D\), as before,
\[
|v(x^1) - v(x^2)| = \sup_{y \in M} \sup_{z \in N} \left| J(y, z, x^1) - J(y, z, x^2) \right|
\leq \sup_{y \in M} \sup_{z \in N} \left| J(y, z, x^1) - J(y, z, x^2) \right|.
\]
For any \(y \in M, z \in N\) and \(x^1, x^2 \in D\), using the same “1,2” notation for convenience,
\[ J(y, z, x^1) - J(y, z, x^2) = \mathbb{E}^{y,z} \left[ \int_0^{T+1} f_1^1 e^{-\nu_1^1} dr - \int_0^{T+2} f_2^2 e^{-\nu_2^2} dr \right]
+ \mathbb{E}^{y,z} \left[ g(x_1^1) e^{-\nu_1^1} - g(x_2^2) e^{-\nu_2^2} \right]
:= T_1 + T_2.
\]
As before, and using the fact that \(c \geq c_0\),
\[ |T_1| \leq \int_0^\infty \mathbb{E}^{y,z} I_{r \leq \tau^1} |f_1^1| e^{-\nu_1^1} dr
\]
\[ + \int_0^\infty \mathbb{E}^{y,z} I_{r \leq \tau^1} e^{-\nu_1^2} |f_1^1 - f_2^2| dr + \mathbb{E}^{y,z} \left| \int_{\tau^1}^{\tau^2} f_2^2 e^{-\nu_2^2} dr \right|
\]
\[
\leq C \int_0^\infty \mathbb{E}^{y,z} e^{-\nu_1^1} dr + C \int_0^\infty e^{-c_0 r} \mathbb{E}^{y,z} |x_1^1 - x_2^2| dr
+ C \mathbb{E}^{y,z} \left| e^{-c_0 \tau^1} - e^{-c_0 \tau^2} \right|.
\]
By the Mean Value Theorem, $e^{-\varphi_1} - e^{-\varphi_2} = e^{-\xi(\varphi_1^2 - \varphi_1^1)}$, with $\xi \geq c_0t$ (since $c \geq c_0$). Moreover, $|\varphi_1^1 - \varphi_1^2| \leq C \int_0^t |x_s^1 - x_s^2| ds$. Hence

\begin{equation}
E^{y,z}[e^{-\varphi_1^1} - e^{-\varphi_1^2}] \leq E^{y,z}[e^{-\xi}|\varphi_1^1 - \varphi_1^2|] \leq Ce^{-c_0t} \int_0^t E^{y,z}|x_s^1 - x_s^2| ds.
\end{equation}

By Lemma 2.2, $E^{y,z}|x_s^1 - x_s^2| \leq |x_1 - x_2|e^{\mu ot}$. Hence by (2.6),

\[E^{y,z}[e^{-\varphi_1^1} - e^{-\varphi_1^2}] \leq \frac{C}{\mu_0}|x_1 - x_2|e^{(\mu_0 - c_0)t},\]

which by (2.5), immediately yields

\begin{equation}
|T_1| \leq \frac{C^2|1 - \mu_0|}{\mu_0} \int_0^\infty e^{(\mu_0 - c_0)t} dr + C|x_1 - x_2| \int_0^\infty e^{(\mu_0 - c_0)t} dr
\end{equation}

By assumption (iii), Itô’s formula implies $\forall x \in D, y \in M, z \in N$,

\[0 = E^{y,z}_x \psi(x) = E^{y,z}_x \int_0^\tau L^0(y_t, x_t, x_t) \psi(x) dr \leq \psi(x) - E^{y,z}_x, \]

Hence $E^{y,z,x} \psi \leq |\psi|_{0,D}$. Itô’s formula implies that the process

\[\beta^{y,z,x}_t := \psi(x_{\xi_{\cdot \tau}})e^{-c_0(\xi_{\cdot \tau})} + \int_0^{\xi_{\cdot \tau}} e^{-c_0t} dt,\]

defined for $x \in D, y \in M, z \in N$, is an $\mathcal{F}_t$-supermartingale. As before, set $\tau = \tau^{y,z,x^1} \land \tau^{y,z,x^2} = \tau^1 \land \tau^2$. Since $\tau \leq \tau^1$, the definition of supermartingale implies

\[\frac{1}{c_0} E^{y,z}_x [e^{-c_0\tau} - e^{-c_0\tau^1}] \leq E^{y,z}_x \left[\psi(x_{\tau}) e^{-c_0\tau} - \psi(x_{\tau^1}) e^{-c_0\tau^1}\right]
\]

\[= E^{y,z}_x [\{\psi(x_{\tau^1}) \psi(x_{\tau^2})\} e^{-c_0\tau^1}]
\]

\[+ E^{y,z}_x [\psi(x_{\tau^2}) e^{-c_0\tau} - \psi(x_{\tau^1}) e^{-c_0\tau^1}].\]

Note that the quantity inside the expectation of our last summand is 0 a.s. on the set $\tau^2 \leq \tau^1$, since $\psi \equiv 0$ on $\partial D$. By the Mean Value Theorem, $c_0 > \mu_0$, and Lemma 2.2,

\[\frac{1}{c_0} E^{y,z}_x [e^{-c_0\tau} - e^{-c_0\tau^1}] \leq 2E^{y,z}_x e^{-c_0\tau} |\psi(x_{\tau})| - \psi(x_{\tau^1})| \leq 2\|\psi\|_\infty E^{y,z}_x e^{-c_0\tau} |x_{\tau} - x_{\tau^1}| \leq 2\|\psi\|_\infty |x_{\tau^1} - x_{\tau^2}|,\]

and hence

\[E^{y,z}_x [e^{-c_0\tau} - e^{-c_0\tau^1}] \leq 4c_0\|\psi\|_\infty |x_{\tau^1} - x_{\tau^2}|,\]

which by (2.7) gives

\begin{equation}
|T_1| \leq \frac{C^2}{\mu_0(c_0 - \mu_0)} + \frac{C}{c_0 - \mu_0} + 4C\|\psi\|_\infty \left|x_{\tau^1} - x_{\tau^2}\right|.
\end{equation}

To estimate $T_2$, we write

\[|E^{y,z}_x [g(x_{\tau^1})e^{-d_1} - g(x_{\tau^2})e^{-d_2}]| \leq |E^{y,z}_x [g(x_{\tau^1})e^{-d_1} - g(x_{\tau^2})e^{-d_1}]| + E^{y,z}_x |g(x_{\tau^1})e^{-d_1} - g(x_{\tau^1})e^{-d_2}|
\]

\[+ |E^{y,z}_x [g(x_{\tau^2})e^{-d_1} - g(x_{\tau^2})e^{-d_2}]|.
\]
The first and third summands are estimated using Itô’s formula
\[
\begin{aligned}
E^{y,z} \left[ g(x^1_0) e^{-\varphi^1_0} - g(x^2_0) e^{-\varphi^2_0} \right] &\leq E^{y,z} \int_{\tau}^{t} |L(y_r, z_r, x_r) g(x^1_r) e^{-\varphi^1_r}| dr \\
&\leq N(C, d) \|g\|_{2, \infty} E^{y,z} \int_{\tau}^{t} e^{-c_0 r} dr \\
&\leq 2N \|g\|_{2, \infty} \|\psi_x\|_{\infty} |x^1 - x^2|.
\end{aligned}
\]

We handle the middle summand in the usual way:
\[
(2.9) \quad |g(x^1_r) e^{-\varphi^1_r} - g(x^2_r) e^{-\varphi^2_r}| \leq \|g\|_{\infty} \left| e^{-\varphi^1_r} - e^{-\varphi^2_r} \right| + e^{-c_0 r} \|g_x\|_{\infty} |x^1_r - x^2_r|.
\]
As before, \( e^{-\varphi^1_r} - e^{-\varphi^2_r} \leq C e^{-c_0 r} \int_{\tau}^{r} |x^1_r - x^2_r| dr \leq C \int_{0}^{\infty} e^{-c_0 r} |x^1_r - x^2_r| dr \). Taking the expectation in (2.9) and using Lemma 2.2, along with \( c_0 > \mu_0 \), yields
\[
E^{y,z} \left[ g(x^1_r) e^{-\varphi^1_r} - g(x^2_r) e^{-\varphi^2_r} \right] \leq |x^1 - x^2| \left\{ \frac{\|g\|_{\infty} C}{c_0 - \mu_0} + \|g_x\|_{\infty} \right\},
\]
and hence
\[
|\mathcal{T}_2| \leq |x^1 - x^2| \left\{ 4C \|g\|_{2, \infty} \|\psi_x\|_{\infty} + \frac{\|g\|_{\infty} C}{c_0 - \mu_0} + \|g_x\|_{\infty} \right\},
\]
which, along with (2.8) gives
\[
|v(x^1) - v(x^2)| \leq \sup_{g \in \mathcal{G}} \sup_{M \in \mathcal{N}} |J(y, z, x^1, g) - J(y, z, x^2, g)| \leq N |x^1 - x^2|.
\]

3. Semigroup properties

In this section, we establish the dynamic programming principle for the upper and lower value functions \( v^+(x) \), \( v^-(x) \) defined in (3.14), (3.15). We do this by showing that the upper and lower value functions \( V^+(t)g \), \( V^-(t)g \), defined in (3.4), form a semigroup on \( C(\bar{D}) \) (see the remark at the end of §1). Our setup is as follows: \((\Omega, \mathcal{F}, \mathbf{P})\) is a probability space on which a \( d \)-dimensional Brownian motion \((w_t, \mathcal{F}_t)\) is defined. Here, for our filtration \( \{\mathcal{F}_t\}_{t \geq 0} \) of \( \sigma \)-algebras of \( \Omega \), we take \( \mathcal{F}_t := \mathcal{F}^w_t = \sigma(w_s : 0 \leq s \leq t) \). We adapt the weak formulation of the differential game in which our probability space may vary, and hence admissible controls may be defined on another probability space (e.g. the canonical space). In the strong formulation of a differential game, the probability space is fixed. Consequently, controls may be defined only on the original space. The weak formulation has the obvious practical advantage of a wider class of admissible controls for the players. Even in the one-player setting, there are known examples in which optimal controls do not exist in the strong formulation, but do exist in the weak formulation.

Observe that by condition (1.1), if \((\Omega', \mathcal{G}, \mathbf{P}')\) is any probability space on which a \( d \)-dimensional Brownian motion \((\beta_t, \mathcal{G}_t)\) is defined, and if \( y = y(\omega'), z = z(\omega') \) are \( \{\mathcal{G}_t\} \)-progressively measurable processes with values in \( Y \) and \( Z \) respectively, then there exists a \((\mathbf{P}'\text{-a.s.})\) unique, \( \mathcal{G}_t \)-measurable solution \( x_t = x^y,z;x_t \) to the equation (defined on \((\Omega', \mathcal{G}, \mathbf{P}')\))
\[
x_t = x + \int_{0}^{t} \sigma(y_r, z_r, x_r) d\beta_r + \int_{0}^{t} b(y_r, z_r, x_r) dr.
\]
We further recall that if \((\Omega, \mathcal{F}, \mathbf{P})\) is a probability space on which \((w_t, \mathcal{F}_t)\) is a \( d \)-dimensional Brownian motion, then for any \( s \geq 0 \), \( \mathcal{F}_s \) and \( \sigma(w_{s+h} - w_s : h \geq 0) \)
are $P$-independent, where $\sigma$ are $\Omega$-independent and $h \in [0, t - s]$, $\theta_s w(\omega)$ is the Brownian motion defined by $\theta_s w(\omega) := w_{s+h}(\omega) - w_s(\omega)$. Note that for any $\omega \in \Omega$, $w_{[0,s]}(\omega) := w_{[0,s]}(\omega) \in C([0,s], E_d)$, while $\theta_s w_{[0,t-s]}(\omega) \in C([s,t], E_d)$.

Analogously, if $C := C([0, \infty), E_d)$, $\mathfrak{A} = \mathfrak{A}_\infty := \sigma(x_t : t \geq 0)$, and $\mathcal{W} = \mathcal{W}^{[0]}$ is the $d$-dimensional Wiener measure on $(C, \mathfrak{A})$, then $(x_t, \mathfrak{A}_t)$ is the canonical Brownian motion on $(C, \mathfrak{A}, \mathcal{W})$, where $\mathfrak{A}_1 := \sigma(x_s : 0 \leq s \leq t)$. (See §2.2, 2.3 in [SV].) In particular, for $0 \leq s \leq t$, $\mathfrak{A}_s$ and $\mathfrak{A}_s \cap \mathfrak{A}$ are $\mathcal{W}$-independent $\sigma$-algebras, where $\theta_s x_s := x_{s+h} - x_s$ is also a Brownian motion under $\mathcal{W}$. We identify $C[0,t]$ with $C[0,s] \times C[s,t]$ under the map $\pi : C[0,t] \to C[0,s] \times C[s,t]$, defined by $\pi(x) = (x^1, x^2) := (x_{[0,s]}, \theta_s x_{[0,t-s]})$. Moreover, as a Brownian motion has independent increments, this map induces the identification $\mathcal{W}_{0,t} = \mathcal{W}_{0,s} \otimes \mathcal{W}_{s,t}$, where $\mathcal{W}_{0,s}$ and $\mathcal{W}_{s,t}$ denote the Wiener measures on $C[0,s], C[s,t]$, respectively.

The weak formulation of the differential game plays on the fact that admissible controls may be viewed as a.e. Borel functions of that space’s Brownian motion (see p. 6 of [KH], and Lemma 1.5.6 in [N3]). Whether an expectation is taken with respect to $P$ or $\mathcal{W}$ is therefore unimportant, as expectations with respect to $\mathcal{W}$ are expectations with respect to $\mathcal{W}$. For example, say that $y = \{y_t(\omega)\}$ is admissible and that $y_t(\omega) = \tilde{y}_t(w_{[0,t]}(\omega))$ for $P$-a.e. $\omega \in \Omega$, for some Borel function $\tilde{y} : [0, t] \times C[0,t] \to Y$. By the property of Wiener measure, for our fixed Brownian motion $w(\omega)$ on $\Omega$, we have $\mathcal{W}(B) = P(w^{-1}(B)) \forall B \in \mathfrak{A}$, and hence $\mathcal{W}_t(B) = P(w_{[0,t]}^{-1}(B)) \forall B \in \mathfrak{A}_t$. Thus, for any function $f : (Y, \mathfrak{B}(Y)) \to (E_1, \mathfrak{B}(E_1))$, we have

$$E^P f(y_t) := \int_\Omega f(y_t(\omega)) P(d\omega) = \int_{C[0,t]} f(\tilde{y}_t(w_{[0,t]}(\omega))) P(d\omega) = \int_{C[0,t]} f(\tilde{y}_t(x)) P w_{[0,t]}^{-1}(dx) = \int_{C[0,t]} f(\tilde{y}_t(x)) \mathcal{W}_t(dx) := E^{\mathcal{W}} f(\tilde{y}_t).$$

Following the convention in [FN] and [N1], we use $E$ to denote expectation, either with respect to $P$ or $\mathcal{W}$.

In [FS], the authors prove the dynamic programming principle in the time-inhomogeneous setting, using a strong formulation of the differential game in the canonical space. In the time-homogeneous setting of [FN], and using the same definitions of control and strategy as in [FS], the authors prove a corresponding dynamic programming principle using a weak formulation of the game. It is interesting to note that the “$e$-optimal” strategies chosen in the “strong” proof of the dynamic programming principle in [FS] (see (2.10), (2.11) p. 307) are identical to those chosen in the corresponding “weak” proof given in [FN] (see (5.14) p. 90, (5.24) p. 91, with, of course, $\alpha, \beta$ and $\mathcal{M}, \mathcal{N}$ switched). The weak formulation of the game is also taken in the time-homogeneous setting in [N1]. Our formulation of the game is consistent with that of both [N1] and [FN].

**Definition 3.1.** An admissible control for player I (respectively II) is an $F^w$-progressively measurable process $y_t(\omega)$ (respectively $z_t(\omega)$), having values in $Y$ (respectively $Z$). The set of all admissible controls for player I (respectively II) is denoted by $\mathcal{M}$ (respectively $N$). We say that admissible controls $y^1, y^2$ in $\mathcal{M}$ are
equal on \([s, t]\) if \(P\{|y_1^t - y_2^t| = 0\}, \text{a.e.} r \in [s, t]\) = 1, with the analogous statement holding for controls in \(\mathcal{N}\).

**Definition 3.2.** An admissible strategy for player I (respectively II) is a mapping \(\alpha : \mathcal{N} \to \mathcal{M}\) (respectively \(\beta : \mathcal{M} \to \mathcal{N}\)) which preserves equality of controls. That is, if \(z_1^1, z_2^2 \in \mathcal{N}\) and \(z_1^1 = z_2^2\) on \([s, t]\), then \(\alpha(z_1^1) = \alpha(z_2^2)\) on \([s, t]\). The set of all admissible strategies for player I (respectively II) is denoted by \(\Gamma\) (respectively \(\Delta\)).

For simplicity, we suppose \(t \in [0, T]\). Let \(\pi = \{0 = t_0 < t_1 < \cdots < t_n = T\}\) be a partition of \([0, T]\) and let \(\|\pi\| = \max_{1 \leq i \leq n} (t_i - t_{i-1})\) denote its mesh.

**Definition 3.3.** \(y \in \mathcal{M}\) (respectively \(z \in \mathcal{N}\)) is a \(\pi\)-admissible control for player I (respectively II) if \(y_i = y_{i+1}\) (respectively \(z_i = z_{i+1}\)) \(\forall t \in [t_i, t_{i+1})\). The set of all \(\pi\)-admissible controls for player I (respectively II) is denoted by \(\mathcal{M}_\pi\) (respectively \(\mathcal{N}_\pi\)).

**Definition 3.4.** \(\alpha \in \Gamma\) is a \(\pi\)-admissible strategy for player I if \(\alpha : \mathcal{N} \to \mathcal{M}_\pi\) has the further properties that (i) \(\alpha(z)_r\) is \(z\)-independent for \(r \in [0, t_1]\), and (ii) \(z = \tilde{z}\) on \([0, t_1]\) implies \(\alpha(z)_t = \alpha(\tilde{z})_t\). Corresponding definitions hold for \(\pi\)-admissible strategies \(\beta : \mathcal{M} \to \mathcal{N}_\pi\) for player II. The set of all \(\pi\)-admissible strategies for player I (respectively II) is denoted by \(\mathcal{M}_\pi\) (respectively \(\mathcal{N}_\pi\)).

As in \([FN]\), we define the \(\pi\)-upper value function \(V_\pi^+\) and \(\pi\)-lower value function \(V_\pi^-\) by

\[
V_\pi^+(t)g(x) = \inf_{\beta \in \Delta_\pi} \sup_{y \in \mathcal{M}} J(t, x, y, \beta(y), g),
\]

\[
V_\pi^-(t)g(x) = \sup_{\alpha \in \Gamma_\pi} \inf_{z \in \mathcal{N}} J(t, x, \alpha(z), z, g),
\]

where \(J(t, x, y, z, g)\) is as in (1.1). Taking \(\alpha(\mathcal{N}) = \hat{\mathcal{M}}\) and \(\beta(\mathcal{M}) = \hat{\mathcal{N}}\) in Corollary 1.3, along with the remark after Theorem 2.1, yields that \(V_\pi^+(t)g, V_\pi^-(t)g \in C(\hat{D})\) and are continuous in \(t\), for \(g \in C(\hat{D})\). Moreover, \(V_\pi^+g, V_\pi^-g\) are continuous in \(t, x\) independent of the partition \(\pi = \{0, T\}\) of \([0, T]\). We define the upper value function \(V^+\) and lower value function \(V^-\) by

\[
V^+(t)g(x) = \inf_{\beta \in \mathcal{M}} \sup_{y \in \mathcal{M}} J(t, x, y, \beta(y), g),
\]

\[
V^-(t)g(x) = \sup_{\alpha \in \Gamma_\pi} \inf_{z \in \mathcal{N}} J(t, x, \alpha(z), z, g).
\]

Say that \(\pi_n \leq \pi_{n+1}\); i.e., the set of partition points for \(\pi_n\) is contained in the set of partition points for \(\pi_{n+1}\). Then \(\mathcal{N}_{\pi_n} \subset \mathcal{N}_{\pi_{n+1}}\), and hence \(\Delta_\pi \subset \Delta_{\pi_{n+1}}\). The same holds for \(\mathcal{M}_{\pi_n}\) and \(\Gamma_{\pi_n}\). From this it follows that

\[
V^+_n g \leq V^+_{\pi_{n+1}} g \leq V^+_n g, \quad V^-_n g \leq V^-_{\pi_{n+1}} g \leq V^-_n g
\]

and hence

\[
V^+(t)g(x) = \lim_{n \to \infty} V^+_n(t)g(x), \quad V^-(t)g(x) = \lim_{n \to \infty} V^-_n(t)g(x).
\]

It follows from our previous arguments that if \(\pi_n \leq \pi_{n+1}\) with \(\lim_{n \to \infty} \|\pi_n\| = 0\), the value functions \(V^+, V^-\) do not depend on a sequence \(\{\pi_n\}\).

**Remark.** As in \([NI]\), we can describe \(V^+\) and \(V^-\) without reference to strategies. For example, for any fixed partition \(\pi\), we can write

\[
V^+_\pi(t)g(x) = \inf_{\beta \in \Delta_\pi} \sup_{y \in \mathcal{M}} J(t, x, y, \beta(y), g) = \inf_{z \in \mathcal{N}_\pi} \sup_{y \in \mathcal{M}} J(t, x, y, z, g).
\]
Indeed, \( \forall \varepsilon > 0, \exists \beta^\varepsilon \in \Delta_\varepsilon \) with \( \sup_{y \in \mathcal{M}} J(y, \beta^\varepsilon(y)) < \inf_{y \in \Delta_\varepsilon} \sup_{y \in \mathcal{M}} J(y, \beta(y)) + \varepsilon \). But \( \forall y \in \mathcal{M}, \beta^\varepsilon(y) \in \mathcal{N}_\varepsilon \); hence

\[
\inf_{z \in \mathcal{N}_\varepsilon} \sup_{y \in \mathcal{M}} J(y, z) < \inf_{\beta \in \Delta_\varepsilon} \sup_{y \in \mathcal{M}} J(y, \beta(y)) + \varepsilon,
\]

giving us one inequality. On the other hand, fix any \( z \in \mathcal{N}_\varepsilon \) and consider the constant strategy \( \beta : \mathcal{M} \to \mathcal{N}_\varepsilon \) defined by \( \beta(y) \equiv z \). It is trivial to verify that \( \beta \in \Delta_\varepsilon \) and hence \( \sup_{y \in \mathcal{M}} J(y, z) = \sup_{y \in \mathcal{M}} J(y, \beta(y)) \geq \inf_{\beta \in \Delta_\varepsilon} \sup_{y \in \mathcal{M}} J(y, \beta(y)) \). Since \( z \in \mathcal{N}_\varepsilon \) was arbitrary, we have the other inequality. A similar argument yields

\[
V^\varepsilon(t)g(x) = \sup_{\alpha \in \Gamma_x} J(t, x, \alpha(z), z, g) = \sup_{y \in \mathcal{M}_x} \inf_{z \in \mathcal{N}} J(t, x, y, z, g).
\]

Hence from (3.2) and (3.5), we can write, as in [N1],

\[
V^+(t)g(x) = \lim_{n \to \infty} \inf_{z \in \mathcal{N}_x} \sup_{y \in \mathcal{M}_x} J(t, x, y, z, g),
\]

(3.6)

\[
V^-(t)g(x) = \lim_{n \to \infty} \sup_{y \in \mathcal{M}_x} \inf_{z \in \mathcal{N}} J(t, x, y, z, g).
\]

We will use formulation (3.6) of the value functions in proving the semigroup property. We establish the semigroup property for \( V^+(t) \) (the proof for \( V^-(t) \) is similar), generalizing Theorem 2 in [N1], which corresponds to the case \( D = E_d \), \( \tau^{y,z,x} = +\infty \). Since value functions (as given by (3.5)) are independent of the sequence of partitions whose mesh tends to zero, we take for our \( \pi_n \), the “approximate” partition of \( [0,T] \), where \( t_j = j2^{-n}, 0 \leq j \leq [2^nT] + 1 \). We define \( \mathcal{M}(n,j) \) to be the set of all \( Y \)-valued, \( \mathcal{F}^{\pi_n}_t \)-adapted processes defined on the interval \( I(n,j) := [\frac{j}{2^n}, \frac{j+1}{2^n}] \). \( \mathcal{N}(n,j) \) is defined analogously. We identify, for example, \( \mathcal{N} \) with \( \mathcal{N}(n,0) \times \mathcal{N}(n,1) \times \cdots \). We define the set of all constant strategies for player II on the interval \( I(n,j) \) as

\[
\mathcal{N}_c(n,j) = \left\{ z \in \mathcal{N}(n,j) : z_t = \frac{z}{\Delta}, \ \forall t \in I(n,j) \right\}.
\]

Setting \( y = (y^0, y^1, \ldots, y^l), z = (z^0, z^1, \ldots, z^l) \), where \( y^k, z^k \in \mathcal{M}(n,k), \mathcal{N}_c(n,k) \) respectively, we define the lower value function \( V^+ \), for \( l = [2^nT] \) by

\[
V^+(t)g(x) = \lim_{n \to \infty} \inf_{\mathcal{N}_c(n,0)} \sup_{\mathcal{M}(n,0)} \sup_{\mathcal{N}_c(n,1)} \mathcal{M}(n,1) \sup_{\mathcal{N}_c(n,l)} \sup_{\mathcal{M}(n,l)} \cdots \sup_{\mathcal{N}_c(n,0)} \sup_{\mathcal{M}(n,0)} J(t, x, y^0 y^1 \cdots y^l, z^0 \cdot z^1 \cdots z^l, g).
\]

Under the identification \( \mathcal{N}_{\mathcal{x}_n} = \mathcal{N}_c(n,0) \times \mathcal{N}_c(n,1) \times \cdots \times \mathcal{N}_c(n,l) \), the above expression is exactly the expression for \( V^+(t)g(x) \) given in (3.6) (see Theorem 1.4.1 in [F]). As in [N1], to show the semigroup property for \( V^+(t) \), set \( \Delta = 2^{-n} \) and define

\[
V_n g(x) = \inf_{z \in \mathcal{Z}} \sup_{y \in \mathcal{M}} J(\Delta, x, y, z) := \inf_{z \in \mathcal{Z}} S(\Delta, z)g(x).
\]

By Bellman’s principle, for any \( z \in \mathcal{Z} \), \( S(t, z)g(x) \) is a semigroup on \( C_b(D) \), for \( 0 \leq t \leq T \). Since \( V_n g \in C_b(D) \) for \( g \in C_b(D) \), we consider the set

\[
N(x) = \{ z \in \mathcal{Z} : V_n g(x) = S(\Delta, z)g(x) \}.
\]

By the continuity of \( V_n \) and \( S, N(x) \) is easily seen to be nonempty and compact. Hence, by Theorem 12.1.10 in [SV], a Borel selector \( \tilde{z}(\cdot) = \tilde{z}(\cdot, \Delta, g) \) of \( N(x) \) exists; i.e., \( \tilde{z} \) is a Borel function on \( E_d \) and \( \tilde{z}(x) \in N(x) \). The following is the “stopped process” analogue of lemma 3.1 in [N1] (see §10.2 in [D]).
Lemma 3.5. For \( z^j \in \mathcal{N}_c(n, j) \) and \( y^j \in \mathcal{M}(n, j) \), \( j = 0, \ldots, k - 1 \), we have
\[
\inf_{z \in \mathcal{N}_c(n, k)} \sup_{y \in \mathcal{M}(n, k)} J((k + 1) \Delta, x, y^0 \cdots y^{k-1} y, z^0 \cdots z^{k-1}, g)
\]
\[
= J(k \Delta, x, y^0 \cdots y^{k-1}, z^0 \cdots z^{k-1}, V_n g).
\]

Proof. Set \( \hat{y} = y^0 \cdots y^{k-1}, \hat{z} = z^0 \cdots z^{k-1} \). Observe that for \( \hat{F}_{k \Delta} := \{ A \in \mathcal{F}_0 : A, \tau \hat{y}, \hat{z} > k \Delta \} \) \( \in \mathcal{F}_{k \Delta} \):
\[
E_{\hat{y}, \hat{z}} \left\{ \int_{\hat{F}_{k \Delta}} f((\hat{y} y)_r, (\hat{z} z)_r, x_r) e^{-\hat{\varphi}_r} dr + g \left( x_{(k+1) \Delta \wedge \tau_r} \right) e^{-\hat{\varphi}_{(k+1) \Delta \wedge \tau_r}} \right| \hat{F}_{k \Delta} \}
\]
\[
= e^{-\hat{\varphi}_{k \Delta \wedge \hat{y}, \hat{z}}} E_{\hat{y}, \hat{z}} \left[ \int_0^{\Delta \wedge \tau_r} f(y_r, z_r, x_r) e^{-\varphi_r} dr + g(x_{\Delta \wedge \tau_r}) e^{-\varphi_{\Delta \wedge \tau_r}} \right]
\]
\[
= e^{-\hat{\varphi}_{k \Delta \wedge \hat{y}, \hat{z}}} J(\Delta, x, \hat{y} \hat{z}, y, z, g)
\]
\[
\leq e^{-\varphi_{k \Delta \wedge \hat{y}, \hat{z}}} S(\Delta, z) g \left( x_{k \Delta \wedge \hat{y}, \hat{z}} \right),
\]
from which it follows that
\[
J((k + 1) \Delta, x, y \hat{y}, \hat{z} z, g) \leq J(k \Delta, x, y, z, S(\Delta, z) g).
\]
Since \( y \in \mathcal{M}(n, k) \) was arbitrary,
\[
\inf_{y \in \mathcal{M}(n, k)} \sup_{z \in \mathcal{N}_c(n, k)} J((k + 1) \Delta, x, y \hat{y}, \hat{z} z, g) \leq \inf_{z \in \mathcal{N}_c(n, k)} J(k \Delta, x, y, \hat{z}, S(\Delta, z) g);
\]
hence
\[
\inf_{z \in \mathcal{N}_c(n, k)} \sup_{y \in \mathcal{M}(n, k)} J((k + 1) \Delta, x, y \hat{y}, \hat{z} z, g) \leq \inf_{z \in \mathcal{N}_c(n, k)} J(k \Delta, x, y, \hat{z}, S(\Delta, z) g)
\]
\[
\leq J(k \Delta, x, y, \hat{z}, V_n g),
\]

since \( S(\Delta, z) g \left( x_{k \Delta \wedge \hat{y}, \hat{z}} \right) = V_n g \left( x_{k \Delta \wedge \hat{y}, \hat{z}} \right) \) at \( z = \hat{z} \left( x_{k \Delta \wedge \hat{y}, \hat{z}} \right) \in \mathcal{N}_c(n, k) \).

We now show the other inequality. By the uniform continuity of \( J(\Delta, x, y, z, g) \) in \( x \in D, z \in Z \) (uniformly w.r.t. \( y \in \mathcal{M} \), \( \forall \varepsilon > 0, \exists \delta(z, g) > 0 \) s.t. \( |x - x'| < \delta \) and \( |z - z'| < \delta \) imply
\[
(3.7) \sup_{y \in \mathcal{M}} |J(\Delta, x, y, z, g) - J(\Delta, x', y, z', g)| < \frac{\varepsilon}{3}
\]

Let \( \{ D_n \}_{n \geq 1} \) be a partition of \( D_\varepsilon \times Z \), with \( \text{diam}(D_n) < \delta \). Fix \( (x_n, z_n) \in D_n \). By definition of \( S(\Delta, z_n) g(x_n) \), \( \exists y_n^* \in \mathcal{M}(n, 0) \) s.t.
\[
(3.8) \quad S(\Delta, z_n) g(x_n) < J(\Delta, x_n, y_n^*, z_n, g) + \frac{\varepsilon}{3}
\]

Since \( y_n^* \in \mathcal{M}(n, 0) \), \( y_n^* \) is \( w \)-adapted. Moreover, since controls may be considered as a.e. Borel functions of the Brownian motion, there exists a Borel function \( y_n : [0, \Delta] \times C([0, \Delta], E_d) \to Y \), which is progressively measurable and \( y_n(t, \omega) = y_n(t, w(\omega)) \) for \( \mathbf{P}\text{-a.e. } \omega \in \Omega \). Now define \( \hat{y} = \hat{y}(:, \Delta, g) \) by
\[
\hat{y}(t, w, x, z) = \sum_n y_n(t, w) I_{D_n}(x, z).
\]
Then \( \hat{y} \in \mathcal{M}(n, 0) \), and by (3.7), (3.8), for \( (x, z) \in D \times Z \) (hence in \( D_n \), for some \( n \)) and by the continuity of \( S(\Delta, z) g(x) \) in \( x \in D \), \( z \in Z \),
\[
(3.9) \quad S(\Delta, z) g(x) < J(\Delta, x, \hat{y}, z, g) + \varepsilon.
\]
For \( z \in \mathcal{N}_c(n, k) \), and \( t \in I(n, k) \), define
\[
\tilde{y}_2(t) = \tilde{y}(t - k\Delta, \theta_t w_s, x_{k\Delta}^{\tilde{y}_s}, z),
\]
where \( \theta_t w_s = w_{s+t} - w_t \). Then \( \tilde{y}_2 \in \mathcal{M}(n, k) \) and so
\[
\sup_{y \in \mathcal{M}(n, k)} J((k+1)\Delta, x, \tilde{y}y, \tilde{z}z, g) \geq J((k+1)\Delta, x, \tilde{y}\tilde{y}_2, \tilde{z}\tilde{z}, g).
\](3.10)
As before, and by (3.9),
\[
J((k+1)\Delta, x, \tilde{y}y, \tilde{z}z, g) = E \left[ \int_0^{k\Delta + \tau \tilde{y}_s \tilde{z}_s} f(\tilde{y}_r, \tilde{z}_r, x_r) e^{-r\tau} dr + J(\tilde{y}_r, \tilde{z}_r, x_r) \right] 
\geq E \left[ \int_0^{k\Delta + \tau \tilde{y}_s \tilde{z}_s} f(\tilde{y}_r, \tilde{z}_r, x_r) e^{-r\tau} dr + S(\Delta, z) g \left( x_{k\Delta}^{\tilde{y}_s, \tilde{z}_s} \right) e^{-r\tau} \right] - \varepsilon 
\geq E \left[ \int_0^{k\Delta + \tau \tilde{y}_s \tilde{z}_s} f(\tilde{y}_r, \tilde{z}_r, x_r) e^{-r\tau} dr + V_n g \left( x_{k\Delta}^{\tilde{y}_s, \tilde{z}_s} \right) e^{-r\tau} \right] - \varepsilon 
= J(k\Delta, x, \tilde{y}, \tilde{z}, V_n g) - \varepsilon.
\]
Hence by (3.9), (3.10),
\[
\sup_{y \in \mathcal{M}(n, k)} J((k+1)\Delta, x, \tilde{y}y, \tilde{z}z, g) \geq J(k\Delta, x, \tilde{y}, \tilde{z}, V_n g) - \varepsilon.
\]
Since \( z \in \mathcal{N}_c(n, k) \) was arbitrary, \( \inf_{z \in \mathcal{N}_c(n, k)} \sup_{y \in \mathcal{M}(n, k)} J((k+1)\Delta, x, \tilde{y}y, \tilde{z}z, g) \geq J(k\Delta, x, \tilde{y}, \tilde{z}, V_n g) - \varepsilon \). Letting \( \varepsilon \to 0 \), the lemma is proved.

**Remark.** Starting at the innermost \( \inf \), \( \sup \) and working backwards, using Lemma 3.5 at each step gives
\[
\inf_{z \in \mathcal{N}_c(n, k)} \sup_{y \in \mathcal{M}(n, k)} J((k+1)\Delta, x, y^0, \ldots, y^k, z^0, \ldots, z^k, g) = J(0, x, y^0, \ldots, z^k, V_n^{k+1} g) = V_n^{k+1} g(x).
\](3.11)

**Theorem 3.6.** \( V^+(t) \) is a semigroup on \( C(\bar{D}) \).

**Proof.** From the definition \( V_n g(x) = \inf_{z \in \bar{D}} S(\frac{1}{2^n}, z) g(x) \), \( V_n \) is a monotone operator, i.e. \( g \leq h \Rightarrow V_n g(x) \leq V_n h(x) \). From the semigroup properties of \( S(t, z) \),
\[
S(\frac{1}{2^n}, z) g(x) = S(\frac{1}{2^n} + \frac{1}{2^{n+1}}, z) g(x) \geq V_n \left( S(\frac{1}{2^n}, z) g(x) \right) \geq V_n (V_n g(x)),
\]
and hence \( V_{n-1} g(x) \geq V_n^2 g(x) \). We now define, for \( t = \frac{k}{2^n} \),
\[
V_n(t) g(x) := V_n^k g(x).
\]
For any binary \( t \), \( V_n(t) g \) is decreasing in \( n \). This follows by induction on \( k \). Indeed, for \( k = 1 \), i.e. \( t = \frac{1}{2^n} \),
\[
V_n(t) g(x) = V_n g(x) \geq V_{n+1}^2 g(x) := V_{n+1}(t) g(x), \quad \text{for } t = \frac{2}{2^n+1} = \frac{1}{2^n}.
\]
Assume the statement is true for \( k = m \). For \( t = \frac{m+1}{2^n} \),
\[
V_n(t) g(x) = V_n^{m+1} g(x) = V_n^m (V_n g(x)) \geq V_{n+1}^{2m} (V_n g(x)) \geq V_{n+1}^{2m} (V_{n+1}^2 g(x)) = V_{n+1}^{2m+2} g(x) = V_{n+1}(t) g(x).
\]
For \( t = \frac{k}{\pi}, j \leq n, V^k g(x) =: V_j(t) g(x) \geq V_n(t) g(x) =: V^k g(x). \) Since \( J \) is uniformly bounded for \( g \in C_b(D), \) by (3.11) we have that \( \{V_n(t) g : n \geq j\} \) is a totally bounded subset of \( C_b(D), \) for \( t = \frac{k}{\pi}. \) Hence for any binary \( t, \) \( \lim_{n \to \infty} V_n(t) g(x) \) exists. Set

\[
p(t, x, g) = \lim_{n \to \infty} V_n(t) g(x).
\]

By the uniform continuity of \( V^+(t) g \) on \([0, T], \) \( p(t, x, g) \) is continuous in \( t. \) By (3.11), the fact that \( V_n(t) g(x) = V_{n+1}^k g(x), \) for \( t = \frac{k}{\pi}, \) and the definition of \( V^+, \) we have \( p(t, x, g) = V^+(t) g(x) \) for binary \( t. \) By the continuity of \( V^+(t) g(x) \) in \( t, \) \( V^+(t) g(x) \) exists for any \( t. \) Observe that for binary \( t, \) \( V_n(t) g \) is a semigroup for

\[
V_n(t + s) g(x) = V^k_n V^k_n g(x) = V^k_n (V_n^k g(x)) = V_n(s) (V_n(t) g(x))
\]

Hence for binary \( t, s, \)

\[
V^+(t + s) g(x) = \lim_{n \to \infty} V_n(t + s) g(x) = \lim_{n \to \infty} V_n(t) (V_n(s) g(x)).
\]

Finally, from

\[
|V_n(s) (V_n(t) g(x)) - V^+(s) (V^+(t) g(x))| \leq |V_n(s) (V^+(t) g(x)) - V^+(s) (V^+(t) g(x))| \leq \|V_n(t) g - V^+(t) g\| + \|V_n(s) (V^+(t) g) - V^+(s) (V^+(t) g)\|,
\]

we see that \( \lim_{n \to \infty} V_n(s) (V_n(t) g(x)) = V^+(s) (V^+(t) g(x)), \) and hence by the above, for binary \( t, s, \)

\[
V^+(t + s) g(x) = V^+(t) (V^+(s) g(x))
\]

For arbitrary \( t \geq 0, \) set \( \kappa_n(t) = 2^{-n} [2^n t]. \) Then, by the continuity of \( V^+(t) g(x) \) in \( t, \)

\[
V^+(t + s) g(x) = \lim_{n \to \infty} V^+(\kappa_n(t) + \kappa_n(s)) g(x) = \lim_{n \to \infty} V^+(\kappa_n(t)) (V^+(\kappa_n(s)) g(x))
\]

and again by (*), we see that, for arbitrary \( t, s \in [0, T], \)

\[
V^+(t + s) g(x) = V^+(t) (V^+(s) g(x)). \tag{3.12}
\]

Hence by (3.6) and the remark, the function

\[
V^+(t) g(x) = \lim_{n \to \infty} \inf_{\beta \in \Delta_n} \sup_{y \in M} J(t, x, y, \beta(z), g)
\]

is a semigroup on \( C(\bar{D}). \) As in Proposition 5.4 in [FN], we have

\[
\inf_{\beta \in \Delta} \sup_{y \in M} J(t, x, y, \beta(z), g) = \sup_{\alpha \in \pi} \inf_{z \in N} J(t, x, \alpha(z), z, g)
\]

and hence we can rewrite (3.12) as

\[
V^+(t) g(x) = \lim_{n \to \infty} \sup_{\alpha \in \pi} \inf_{z \in N} J(t, x, \alpha(z), z, g) \sup_{\alpha \in \pi} J(t, x, \alpha(z), z, g).
\tag{3.13}
\]

A similar argument shows that the semigroup property is also satisfied by the lower value function

\[
V^-(t) g(x) = \lim_{n \to \infty} \inf_{\beta \in \Delta} \sup_{y \in M} J(t, x, y, \beta(y), g) = \inf_{\beta \in \Delta} \sup_{y \in M} J(t, x, y, \beta(y), g).
\]
Hence by (1.7) in the remark following Theorem 1.4, we see that the upper and lower value functions

\[ v^+(x) := \sup_{\alpha \in \Gamma} \inf_{z \in \mathcal{N}} E^{\alpha(z),z}_{\tau} \left[ \int_0^\tau f(\alpha(z), z_r, x_r) e^{-\phi_r} dr + g(x_r) e^{-\eta r} \right], \]

\[ v^-(x) := \inf_{\beta \in \Delta} \sup_{y \in \mathcal{M}} E^{\beta(y),y}_{\tau} \left[ \int_0^\tau f(y_r, \beta(y), x_r) e^{-\phi_r} dr + g(x_r) e^{-\eta r} \right] \]

satisfy the dynamic programming principle. Here, \( x_{\eta}^{\alpha(z), z, x} \) denotes the solution of \( x_t = x + \int_0^t \alpha(y_r, z_r, x_r) dw_r + \int_0^t b(y_r, z_r, x_r) dr \) with \( y = \alpha(z) \), and \( \tau^{\alpha(z), z, x} = \inf\{ t \geq 0 : x_{\eta}^{\alpha(z), z, x} \notin D \} \). Since \( z \in \mathcal{N} \), \( z_t \) is \( \mathcal{F}_t \)-adapted. Since \( \alpha \in \Gamma \), \( \alpha(z) \in \mathcal{M} \); hence \( \alpha(z) \) is \( \mathcal{F}_t \)-adapted. Thus, \( x_{\eta}^{\alpha(z), z, x} \) is \( \mathcal{F}_t \)-adapted and continuous in \( t \). Since \( D \) is open, \( \tau^{\alpha(z), z, x} \) is a Markov time with respect to \( \mathcal{F}_t \).

4. \textbf{Infinitesimal Generator of the Nonlinear Semigroup and Isaacs Equation}

\textbf{Theorem 4.1.} For \( g \in C^2_b(D) \) and \( x \in D \), define

\[ J(t)g(x) = \sup_{\alpha \in \Gamma} \inf_{z \in \mathcal{N}} E^{\alpha(z),z}_{\tau} \left[ \int_0^{t \land \tau} f(\alpha(z), z_r, x_r) e^{-\phi_r} dr + g(x_{t \land \tau}) e^{-\eta t \land \tau} \right]. \]

Let \( L(y, z, x) u := \text{tr}[a(y, z, x)u] + b(y, z, x) \cdot u_x - c(y, z, x) u \). Then

\[ \lim_{t \to 0^+} \frac{J(t)g(x) - g(x)}{t} = \min_{y \in Y} \max_{z \in Z} \{ L(y, z, x) g(x) + f(y, z, x) \}. \]

For convenience, let us denote \( p(y, z, x) := L(y, z, x) g(x) + f(y, z, x) \) and \( p(x) := \min_{y \in Y} \max_{z \in Z} p(y, z, x) \). First we need a lemma.

\textbf{Lemma 4.2.} Given \( \varepsilon > 0 \), there exists \( \delta = \delta(\varepsilon, C, g) \) such that \( \forall t < \delta, \forall y \in \mathcal{M} \) and \( z \in \mathcal{N} \),

\[ E^{\alpha, z}_{\tau} \left[ \int_0^{t \land \tau} p(y_r, z_r, x_r) e^{-\phi_r} dr - \int_0^{t \land \tau} p(y_r, z_r, x_r) dr \right] \leq \varepsilon t. \]

\textbf{Proof.} Since \( g \in C^2_b(D) \), the coefficients and \( f \) are uniformly bounded and \( 1 - e^{-\phi} z, x \leq C_r \), the left-hand side of (2) is majorized by

\[ E^{\alpha, z}_{\tau} \left[ \int_0^{t \land \tau} \left| p(y_r, z_r, x_r) e^{-\phi_r} - p(y_r, z_r, x_r) \right| dr \right] \leq E^{\alpha, z}_{\tau} \left[ \int_0^{t \land \tau} \left| p(y_r, z_r, x_r) \right| \left( 1 - e^{-\phi} \right) |x_r| + \left| p(y_r, z_r, x_r) - p(y_r, z_r, x_r) \right| |x_r| dr \right] \leq \begin{aligned} & \leq E^{\alpha, z}_{\tau} \left[ \int_0^{t \land \tau} C^2 \left\| g \right\|_2 + 1 \right] r + \left| p(y_r, z_r, x_r) - p(y_r, z_r, x_r) \right| dr. \end{aligned} \]

Obviously, \( C^2 \left\| g \right\|_2 + 1 \) \( t^2 < C t \varepsilon \), provided \( t < \delta_1(\varepsilon, C, g) \). To estimate the second integrand, we use the uniform (in \( y, z \)) Lipschitz continuity of the coefficients and \( f \), as well as the uniform boundedness of the coefficients:

\[ \left| p(y_r, z_r, x_r) - p(y_r, z_r, x_r) \right| \leq \left| \text{tr}[a(y_r, z_r, x_r)g_{xx}(x_r)] - \text{tr}[a(y_r, z_r, x_r)g_{xx}(x_r)] \right| + \left| b(y_r, z_r, x_r)g_x(x_r) - b(y_r, z_r, x_r)g_x(x_r) \right| + \left| c(y_r, z_r, x_r)g(x_r) - c(y_r, z_r, x_r)g(x_r) \right| + \left| f(y_r, z_r, x_r) - f(y_r, z_r, x_r) \right|. \]
Proof of Theorem 4.1. Since \( g \in C^2(D) \), \( \exists \delta = \delta(\varepsilon, g) \) such that \( \forall x, x' \in D, |x - x'| < \delta \) implies that 
\[
\|g_{xx}(x) - g_{xx}(x')\| < \varepsilon.
\]
Thus
\[
E_x^\gamma \int_0^{t \wedge \tau} |\text{tr}[a(\gamma_r, x_r)g_{xx}(x_r)] - \text{tr}[a(\gamma_r, x)g_{xx}(x)]| \, dr 
\leq C \left\{ E_x^\gamma \int_0^{t \wedge \tau} \|g_{xx}(x_r) - g_{xx}(x)\| \, dr + \|g_{xx}\|_\infty E_x^\gamma \int_0^{t \wedge \tau} |x_r - x| \, dr \right\},
\]
and hence
\[
E_x^\gamma \int_0^{t \wedge \tau} \|g_{xx}(x_r) - g_{xx}(x)\| \, dr 
\leq 2\|g_{xx}\|_\infty E_x^\gamma \int_0^{t \wedge \tau} I_{|x_r - x| \geq \delta} \, dr + \varepsilon t 
\leq 2\|g_{xx}\|_\infty t \sup_{0 \leq r \leq t} P_x^\gamma \{|x_r - x| \geq \delta\} + \varepsilon t.
\]
But for \( 0 \leq r \leq t \), \( P_x^\gamma \{|x_r - x| \geq \delta\} \leq \frac{E_x^\gamma |x_r - x|}{\delta} \leq \frac{\sqrt{\lambda_0 \gamma} \varepsilon}{\delta} \leq \frac{\sqrt{\lambda_0 \gamma} \varepsilon}{\delta} \). Thus
\[
E_x^\gamma \int_0^{t \wedge \tau} |\text{tr}[a(\gamma_r, x_r)g_{xx}(x_r)] - \text{tr}[a(\gamma_r, x)g_{xx}(x)]| \, dr 
\leq C \left\{ \|g_{xx}\|_\infty \sqrt{\lambda} \varepsilon t \, 3C \left( \frac{1}{\delta} + 1 \right) + \varepsilon t \right\} < 2Ct\varepsilon,
\]
provided \( t < \delta_2(\varepsilon, C, g) \). Moreover, this same \( \delta_2 \) works for the next 2 summands. Finally
\[
E_x^\gamma \int_0^{t \wedge \tau} |f(\gamma_r, x_r) - f(\gamma_r, x)| \, dr 
\leq CE_x^\gamma \int_0^{t \wedge \tau} |x_r - x| \, dr 
\leq C \int_0^t E_x^\gamma |x_r - x| \, dr 
\leq C^2 \sqrt{2} t \sqrt{\lambda} \varepsilon < C t \varepsilon,
\]
provided \( t < \delta_3(\varepsilon, C) \). Hence the left-hand side of (3) is \( \leq 8Ct\varepsilon \), for all \( t < \delta(\varepsilon, C, g) := \delta_1 \wedge \delta_2 \wedge \delta_3 \), which proves (2). 

\[\square\]

Proof of Theorem 4.1. Since \( g \in C^2(D) \), Itô’s formula yields
\[
E_x^{\alpha, z} g(x_{t \wedge \tau}) e^{-\varphi \tau} = g(x) + E_x^{\alpha, z} \int_0^{t \wedge \tau} L(\alpha(z), z_r, x_r) g(x_r) e^{-\varphi r} \, dr.
\]
Thus
\[
J(t)g(x) - g(x) = \sup_{\alpha \in \Gamma} \inf_{z \in \mathcal{N}} E_x^{\alpha, z} \int_0^{t \wedge \tau} \{ L(\alpha(z), z_r, x_r) g(x_r) + f(\alpha(z), z_r, x_r) \} e^{-\varphi r} \, dr.
\]
Recalling that \( p(y, z, x) := L(y, z, x)g(x) + f(y, z, x) \) and \( p(x) := \min_{z \in Z} \max_{y \in Y} p(y, z, x) \), by (3), \( \forall \alpha \in \Gamma \) and \( z \in \mathcal{N} \),

\[
\frac{J(t)g(x) - g(x)}{t} = \min_{z \in Z} \max_{y \in Y} \{ L(y, z, x)g(x) + f(y, z, x) \} = \sup_{\alpha \in \Gamma} \inf_{z \in \mathcal{N}} \frac{1}{t} E^{\alpha, z}_x \int_0^{t \wedge \tau} p(\alpha(z)_r, z_r, x_r) e^{-\varphi_r} dr - p(x)
\]

\[
\leq \sup_{\alpha \in \Gamma} \inf_{z \in \mathcal{N}} \frac{1}{t} E^{\alpha, z}_x \int_0^{t \wedge \tau} p(\alpha(z)_r, z_r, x_r) e^{-\varphi_r} dr - \sup_{\alpha \in \Gamma} \inf_{z \in \mathcal{N}} \frac{1}{t} E^{\alpha, z}_x \int_0^{t \wedge \tau} p(\alpha(z)_r, z_r, x_r) dr
\]

\[
+ \sup_{\alpha \in \Gamma} \inf_{z \in \mathcal{N}} \frac{1}{t} E^{\alpha, z}_x \int_0^{t \wedge \tau} p(\alpha(z)_r, z_r, x_r) dr - \sup_{\alpha \in \Gamma} \inf_{z \in \mathcal{N}} \frac{1}{t} E^{\alpha, z}_x \int_0^{t \wedge \tau} p(\alpha(z)_r, z_r, x_r) dr
\]

By Lemma 4.1, we need only estimate the last summand in (4). Fix any constant \( \bar{z} \in Z \) and consider the constant control \( z_t = \bar{z} \). For any \( \alpha \in \Gamma \),

\[
\inf_{z \in \mathcal{N}} \frac{1}{t} E^{\alpha, z}_x \int_0^{t \wedge \tau} p(\alpha(z)_r, z_r, x_r) dr
\]

\[
\leq \frac{1}{t} E^{\bar{z}, \bar{z}}_x \int_0^{t \wedge \tau} p(\alpha(\bar{z})_r, \bar{z}, x) dr \leq \max_{y \in Y} p(y, \bar{z}, x) \left[ 1 - E^{\alpha, \bar{z}}_x \left( \frac{t \wedge \tau}{t} \right) \right] + \max_{y \in Y} p(y, \bar{z}, x)
\]

\[
\leq \bar{C} \left[ 1 - E^{\alpha, \bar{z}}_x \left( \frac{t \wedge \tau}{t} \right) \right] + \max_{y \in Y} p(y, \bar{z}, x).
\]

Since \( \bar{z} \in Z \) was arbitrary, taking \( \inf_Z \) and using the inequality \( \inf(h^1 + h^2) \leq \sup h^1 + \inf h^2 \) yields

\[
\inf_{z \in \mathcal{N}} \frac{1}{t} E^{\alpha, z}_x \int_0^{t \wedge \tau} p(\alpha(z)_r, z_r, x_r) dr - p(x) \leq \bar{C} \sup_{z \in Z} \left[ 1 - E^{\alpha, \bar{z}}_x \left( \frac{t \wedge \tau}{t} \right) \right]
\]

\[
(5)
\]

where \( \bar{C} = C(||g||_{2,D} + 1) \). Recall that if \( x \in D \) with \( \text{dist}(x, \partial D) \geq \kappa \) and for any \( (y, z) \in \mathcal{M} \times \mathcal{N} \), for \( t > 0 \) sufficiently small (depending only on \( \kappa, |b|_{\infty} \)), there exists a constant \( N \), depending only on \( ||\sigma||_{\infty} \), such that

\[
P\{\tau^{y, z, x} \leq t\} \leq \frac{N \cdot t^2}{\kappa^4}.
\]

Fix \( x \in D, z \in \mathcal{N}, \alpha \in \Gamma \) and choose \( t > 0 \) so small that (6) holds,

\[
E^{\alpha, \bar{z}}_x \left( \frac{t \wedge \tau}{t} \right) \geq P^{\alpha, z}_x \{ \tau > t \} \geq 1 - \frac{N \cdot t^2}{\kappa^4}.
\]
and hence

\( 1 - \inf_{z \in N} E^{\alpha,z}_x \left( \frac{t \wedge \tau}{t} \right) \leq \frac{N \cdot t^2}{k^4}. \)

In particular, if \( x \in K \), where \( K \subset D \) is compact with \( \text{dist}(K, \partial D) > 0 \), we can take \( \kappa = \text{dist}(K, \partial D) \) in (7). Since \( \alpha \in \Gamma \) was arbitrary, (5) and (7) yield

\( \sup_{\alpha \in \Gamma} \inf_{z \in N} \frac{1}{t} E^{\alpha,z}_x \int_0^{t \wedge \tau} p(\alpha(z)_r, z_r, x) \, dr - p(x) \leq \frac{\tilde{C} N \cdot t^2}{k^4} < \varepsilon. \)

for \( t < \delta(\varepsilon, \kappa, g, C) \). On the other hand, for any strategy \( \alpha \in \Gamma \), we obviously have

\( \sup_{\alpha \in \Gamma} \inf_{z \in N} \frac{1}{t} E^{\alpha,z}_x \int_0^{t \wedge \tau} p(\alpha(z)_r, z_r, x) \, dr \geq \inf_{x \in K} \frac{1}{t} E^{\alpha,z}_x \int_0^{t \wedge \tau} p(\alpha(z)_r, z_r, x) \, dr. \)

Following [ES], [FS], fix \( x \in D \) and set \( p(x) := \min_{z \in Z} \max_{y \in Y} p(y, z, x) \). Then \( \forall z \in Z, \exists y = y(z) \in Y \) for which \( p(x) \leq p(y(z), z, x) \). Since \( p(y, \cdot, x) \) is continuous and \( Z \) is compact, \( p(y, \cdot, x) \) is uniformly continuous in \( Z \). Hence \( \forall \varepsilon > 0, \exists \delta(\varepsilon) \) so that \( \forall \zeta, z \in Z, |\zeta - z| < \delta \) implies \( |p(y(z), \zeta, x) - p(y(z), z, x)| < \varepsilon \). In particular, for \( z \in Z \) and the \( y = y(\zeta) \in Y \) described above, if \( \zeta \in Z \) with \( |\zeta - z| < \delta \), then \( p(x) - \varepsilon < p(y(\zeta), \zeta, x) \). But \( Z \) is compact, so we can find \( r_1, \ldots, r_n > 0, z_1, \ldots, z_n \in Z \) with \( Z \subset \bigcup_{i=1}^n B_r(z_i), r_i < \delta \). Hence \( \forall \zeta \in Z, \exists |z_i - z| < r_i, \) then \( p(x) - \varepsilon < p(y_i, \zeta, x) \), where \( y_i = y_i(z_i) \) is as above. Now define a map \( \Phi : Z \to Y \) by \( \Phi(z) = y_k \) if \( z \in B_{r_k}(z_k) \setminus \bigcup_{i < k} B_{r_i}(z_i) \) for \( k = 1, \ldots, n \). Then for all \( z \in Z \), \( p(x) - \varepsilon < p(\Phi(z), z, x) \). Now define \( \alpha^z : N \to M \) by \( \alpha^z(z)_r = \Phi(z)_r \) for \( z \in N \). Hence \( \alpha^z \in \Gamma \). That is, for \( z \in N \), \( \alpha^z(z) \in M \), since \( \forall B \in \mathfrak{B}(Y), (\alpha^z(z))^{-1}(B) = z^{-1}(\Phi^{-1}(B)) \in \mathcal{F}_r \), since \( \Phi \) is Borel measurable and \( z_t \in \mathcal{F}_t \)-adapted. Then for any \( z \in N \) and any \( t > 0 \), for \( 0 \leq r \leq t \), we have

\[ p(x) - \varepsilon < p(\alpha^z(z)_r, z_r, x), \]

which immediately gives

\[ (p(x) - \varepsilon) E^{\alpha^z,z}_x \left( \frac{t \wedge \tau}{t} \right) \leq \frac{1}{t} E^{\alpha^z,z}_x \int_0^{t \wedge \tau} p(\alpha^z(z)_r, z_r, x) \, dr. \]

This yields

\[ -\tilde{C} \left[ 1 - E^{\alpha^z,z}_x \left( \frac{t \wedge \tau}{t} \right) \right] \leq (p(x) - p(x)) \left[ 1 - E^{\alpha^z,z}_x \left( \frac{t \wedge \tau}{t} \right) \right] \]

\[ \leq \frac{1}{t} E^{\alpha^z,z}_x \int_0^{t \wedge \tau} p(\alpha^z(z)_r, z_r, x) \, dr - p(x) + \varepsilon. \]

Taking \( \inf_{z \in N} \) and then using (9) yields

\[ -\tilde{C} \left[ 1 - \inf_{z \in N} E^{\alpha^z,z}_x \left( \frac{t \wedge \tau}{t} \right) \right] \leq \sup_{\alpha \in \Gamma} \inf_{z \in N} \frac{1}{t} E^{\alpha^z,z}_x \int_0^{t \wedge \tau} p(\alpha(z)_r, z_r, x) \, dr - p(x) + \varepsilon. \]

By (7), we get (again taking \( \kappa = \text{dist}(K, \partial D) \))

\[ -\tilde{C} 2 N \cdot t^2 \leq \sup_{\alpha \in \Gamma} \inf_{z \in N} \frac{1}{t} E^{\alpha^z,z}_x \int_0^{t \wedge \tau} p(\alpha(z)_r, z_r, x) \, dr - p(x) + \varepsilon. \]

Along with (8), this immediately implies that for \( t < \delta(\varepsilon, \kappa, g, C) \) (the same one as above),

\[ \left| \sup_{\alpha \in \Gamma} \inf_{z \in N} \frac{1}{t} E^{\alpha^z,z}_x \int_0^{t \wedge \tau} p(\alpha(z)_r, z_r, x) \, dr - p(x) \right| < 2\varepsilon. \]
This, (2) and (4) imply that for any \(x \in D\) with \(\text{dist}(x, \partial D) > 0\) and any \(\varepsilon > 0\), \(\exists \delta = \delta(\varepsilon, \kappa, g, C)\) such that for \(t < \delta\),
\[
\left| \frac{J(t)g(x) - g(x)}{t} - \min_{y \in Y} \max_{z \in Z} \{L(y, z, x)g(x) + f(y, z, x)\} \right| < 3\varepsilon. \quad \square
\]

**Theorem 4.3.** The upper value function \(v^+\) is a viscosity solution of the upper Isaacs equation
\[
F^+[u](x) := \min_{y \in Y} \max_{z \in Z} \left\{ L(y, z, x)u(x) + f(y, z, x) \right\} = 0 \quad \text{in } D,
\]
and the lower value function \(v^-\) is a viscosity solution of the lower Isaacs equation
\[
F^-[u](x) := \max_{y \in Y} \min_{z \in Z} \left\{ L(y, z, x)u(x) + f(y, z, x) \right\} = 0 \quad \text{in } D,
\]
where \(L(y, z, x):= \text{tr}[a(y, z, x)u_{xx}] + b(y, z, x) \cdot u_x - c(y, z, x)u\).

*Proof.* Since \(g \in C(\bar{D})\), both \(v^+, v^- \in C(\bar{D})\), by Theorem 2.1. We prove the theorem only for \(v^+\), since the proof for \(v^-\) is similar. So set
\[
v(x) = v^+(x) := \sup_{\alpha \in \Gamma, z \in \mathcal{N}} E_x^{\alpha, z} \left[ \int_0^{\tau \wedge h} f(\alpha(z)_r, z_r, x_r)e^{-\bar{\varphi}_r} dr + g(x_r)e^{-\bar{\varphi}_r} \right].
\]

First, we show that \(v\) is a subsolution. Fix \(x_0 \in D\) with \(\text{dist}(x_0, \partial D) \geq \delta\). Since \(v \in C(D)\), let \(\psi \in C^2(D)\) such that \(v - \psi\) has a local maximum at \(x_0\). We want to show \(F^+[\psi](x_0) \geq 0\). Without loss of generality, we may assume this local maximum is a global maximum and \(v(x_0) = \psi(x_0)\). That is, \(v(x) \leq \psi(x)\) in \(D\) and \(v(x_0) = \psi(x_0)\). By the dynamic programming principle, for any \(h > 0\) we have
\[
\psi(x_0) = v(x_0) = \sup_{\alpha \in \Gamma, z \in \mathcal{N}} E_x^{\alpha, z} \left[ \int_0^{\tau \wedge h} f(\alpha(z)_r, z_r, x_r)e^{-\bar{\varphi}_r} dr + v(x_{\tau \wedge h})e^{-\bar{\varphi}_{\tau \wedge h}} \right]
\]
\[
\leq \sup_{\alpha \in \Gamma, z \in \mathcal{N}} E_x^{\alpha, z} \left[ \int_0^{\tau \wedge h} f(\alpha(z)_r, z_r, x_r)e^{-\bar{\varphi}_r} dr + v(x_{\tau \wedge h})e^{-\bar{\varphi}_{\tau \wedge h}} \right],
\]
where for any \(z \in \mathcal{N}\) and \(\alpha \in \Gamma\), \(x_t^{\alpha(z), z, x_0}\) is a solution of
\[x_t = x_0 + \int_0^t \sigma(y_r, z_r, x_r) dw_r + \int_0^t b(y_r, z_r, x_r) dr \]
with \(y = \alpha(z)\), and \(\tau^{\alpha(z), z, x_0} = \inf\{t \geq 0 : x_t^{\alpha(z), z, x_0} \notin D\}\). By Itô’s formula,
\[
E_x^{\alpha, z}_0 \psi(x_{\tau \wedge h})e^{-\bar{\varphi}_{\tau \wedge h}} = \psi(x_0) + E_x^{\alpha, z}_0 \int_0^{\tau \wedge h} L(\alpha(z)_r, z_r, x_r)\psi(x_r)e^{-\bar{\varphi}_r} dr,
\]
and hence by (1),
\[
0 \leq \sup_{\alpha \in \Gamma, z \in \mathcal{N}} E_x^{\alpha, z}_0 \int_0^{\tau \wedge h} \left[ f(\alpha(z)_r, z_r, x_r) + L(\alpha(z)_r, z_r, x_r)\psi(x_r) \right] e^{-\bar{\varphi}_r} dr.
\]
Denoting the above expectation by \(q(h, \alpha(z), z, x_0)\), (2) gives that
\[
0 \leq \sup_{\alpha \in \Gamma, z \in \mathcal{N}} q(h, \alpha(z), z, x_0).
\]
But for any \(\alpha \in \Gamma\) and \(z \in \mathcal{N}\), \(\alpha(z) \in \mathcal{M}\). Fix any constant \(\bar{z} \in Z\) and recall \(Z \subset \mathcal{N}\). For any \(\alpha \in \Gamma\), we have
\[
\inf_{z \in \mathcal{N}} q(h, \alpha(z), z, x_0) \leq q(h, \alpha(z), \bar{z}, x_0) \leq \sup_{y \in \mathcal{M}} q(h, y, \bar{z}, x_0)
\]
and since $\alpha \in \Gamma$ was arbitrary, we have $0 \leq \sup_{u \in \Gamma} \inf_{z \in \mathcal{M}} q(h, \alpha(z), z, x_0) \leq \sup_{y \in \mathcal{M}} q(h, y, \bar{z}, x_0)$. For convenience, set $p(y, z, x) := L(y, z, x)\psi(x) + f(y, z, x)$. Then by (2), since $h > 0$,

$$0 \leq \sup_{y \in \mathcal{M}} E_{x_0}^{y, \bar{z}} \frac{1}{h} \int_0^{\tau \wedge h} p(y_r, \bar{z}, x_r) e^{-\varphi_r} dr \leq \sup_{y \in \mathcal{M}} E_{x_0}^{y, \bar{z}} \frac{1}{h} \int_0^{\tau \wedge h} \max_{y \in \mathcal{Y}} p(y, \bar{z}, x_r) e^{-\varphi_r} dr,$$

where $x_t^{y, \bar{z}, x_0}$ is a solution of $x_t = x_0 + \int_0^t \sigma(y_r, \bar{z}, x_r) dw_r + \int_0^t b(y_r, \bar{z}, x_r) dr$ and $\tau_{y, \bar{z}, x_0} = \inf\{t \geq 0 : x_t^{y, \bar{z}, x_0} \notin D\}$. By the same techniques as in Theorem 4.1, letting $h \to 0+$ in (3) yields $0 \leq \max_{y \in \mathcal{Y}} p(y, \bar{z}, x_0)$, and since $\bar{z} \in \bar{Z}$ was arbitrary,

$$0 \leq \min_{z \in Z} \max_{y \in \mathcal{Y}} p(y, z, x_0) = F^+[\psi](x_0),$$

and so $v$ is a subsolution. The proof that $v$ is a supersolution of $F^+[v] = 0$ proceeds the same way and uses an argument similar to the argument of Theorem 4.1 following (4.9). \qed

In addition to the assumptions (1.1)', our results have been derived under the assumption of the existence of a global barrier. It is well known that if $\partial D$ satisfies a uniform exterior sphere condition and $a = \frac{1}{2}\sigma \sigma^*$ is nondegenerate, such a barrier exists. (See the discussion following Assumption 1.0.) For Isaacs equations with uniformly bounded and uniformly (in $y, z$) Lipschitz coefficients, continuous viscosity solutions of the Dirichlet problem with continuous boundary values are unique (see III.1, V.1 of [IL]). Existence and uniqueness of continuous viscosity solutions also holds (see Theorem II.2 in [IL]) in the degenerate case when $\partial D \in C^2$, $\inf_{y, z, x} c(y, z, x) = c_0 > 0$, and $\inf_{y, z} \min\{a(y, z, x) n(x), n(x)\} > 0$ on $\partial D$, where $n(x)$ is the outward unit normal to $D$ at $x \in \partial D$. Since we’ve shown that $v^+, v^- \in C(\bar{D})$, for arbitrary $g \in C(\bar{D})$, the following result is an immediate consequence of Proposition II.1 in [IL].

**Theorem 4.4.** In addition to (1.1)', suppose that either (i) $\partial D$ satisfies a uniform exterior sphere condition and $a = \frac{1}{2}\sigma \sigma^*$ is nondegenerate or (ii) $\partial D \in C^2$, the equation is degenerate elliptic, $\inf_{y, z, x} c(y, z, x) \geq c_0 > 0$, $\inf_{y, z} \min\{a(y, z, x) n(x), n(x)\} > 0$ on $\partial D$, and a global barrier exists. Then the upper value function $v^+$ is the unique viscosity solution of the Dirichlet problem for the upper Isaacs equation

$$\begin{cases}
F^+[v](x) := \min_{z \in \bar{Z}} \max_{y \in \mathcal{Y}} \{L(y, z, x)v(x) + f(y, z, x)\} = 0 & \text{in } D, \\
v = g & \text{on } \partial D,
\end{cases}$$

and the lower value function $v^-$ is the unique viscosity solution of the Dirichlet problem for the lower Isaacs equation

$$\begin{cases}
F^-[v](x) := \max_{y \in \mathcal{Y}} \min_{z \in \bar{Z}} \{L(y, z, x)v(x) + f(y, z, x)\} = 0 & \text{in } D, \\
v = g & \text{on } \partial D,
\end{cases}$$
for arbitrary $g \in C(\bar{D})$, where $L(y,z,x)u := \text{tr}[a(y,z,x)u_{xx}] + b(y,z,x) \cdot u_x - c(y,z,x)u$. 

**Corollary 4.5.** Under either of the assumptions of Theorem 4.4, if the Isaacs min-max condition is satisfied, that is, if 

$$F^+(m,p,r,x) = F^-(m,p,r,x) \quad \forall (m,p,r,x) \in S_d \times \mathbb{R}^d \times \mathbb{R} \times D,$$

then $v^+ = v^-$ in $D$ and the differential game has value.

**References**


Department of Mathematical Sciences, Florida Institute of Technology, Melbourne, Florida 32901

E-mail address: jkovats@fit.edu