RATIONAL APPROXIMATIONS FOR VALUES OF DERIVATIVES OF THE GAMMA FUNCTION

TANGUY RIVOAL

Abstract. The arithmetic nature of Euler’s constant $\gamma$ is still unknown and even getting good rational approximations to it is difficult. Recently, Aptekarev managed to find a third order linear recurrence with polynomial coefficients which admits two rational solutions $a_n$ and $b_n$ such that $a_n/b_n$ converges sub-exponentially to $\gamma$, viewed as $-\Gamma'(1)$, where $\Gamma$ is the usual Gamma function. Although this is not yet enough to prove that $\gamma \not\in \mathbb{Q}$, it is a major step in this direction.

In this paper, we present a different, but related, approach based on simultaneous Padé approximants to Euler’s functions, from which we construct and study a new third order recurrence that produces a sequence in $\mathbb{Q}(z)$ whose height grows like the factorial and that converges sub-exponentially to $\log(z) + \gamma$ for any complex number $z \in \mathbb{C} \setminus (-\infty, 0]$, where log is defined by its principal branch. We also show how our approach yields in theory rational approximations of numbers related to $\Gamma'(s)$ for any integer $s \geq 1$. In particular, we construct a sixth order recurrence which provides simultaneous rational approximations (of factorial height) converging sub-exponentially to the numbers $\gamma$ and $\Gamma''(1) - 2\Gamma'(1)^2 = \zeta(2) - \gamma^2$.

1. Introduction

The arithmetic nature of Euler’s constant $\gamma$, defined as the limit of the sequence $s_n = \sum_{j=1}^{n} 1/j - \ln(n+1)$, is still open. It is conjectured to be a transcendental number over $\mathbb{Q}$ but even its irrationality seems currently out of reach. A standard method for proving the irrationality of a classical constant $\alpha$ is to pull out of a hat or construct a sequence of rational approximations $(a_n/b_n)_{n \geq 0}$ such that $a_n, b_n \in \mathbb{Z}$ and $0 < |b_n \alpha - a_n| \to 0$ as $n \to +\infty$. In fact, even getting a sequence of rationals $a_n/b_n$ whose height does not grow too fast and which converges fast to $\gamma$ is a difficult problem. It is easier to find averaging processes of the form $\sum_{k=0}^{n} a_{k,n} (\gamma - s_k)$ that converge geometrically to 0, for some well-chosen integral weights $(a_{k,n})_{0 \leq k \leq n}$ which are usually products of binomial coefficients (see [9]). But this does not help to study the arithmetic nature of $\gamma$.

For many classical constants, it turns out to be possible to construct “irrationality proving” rational approximations $a_n/b_n$ that satisfy a special property: both
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(a_n)_{n \geq 0} and (b_n)_{n \geq 0} are solutions of a linear recurrence of finite order with polynomial coefficients. For e, we can use the recurrence that generates its regular continued fraction, which was found by Euler. For ln(2), ζ(2), ζ(3), the best-known order is 2, leading to continued fractions but not the regular ones; these are the recurrences found by Apéry; see [11, 14]. For π, the best-known order is 3 (see [10, 12]).

For certain real algebraic numbers of Pisot type of degree d, it is possible to find approximations coming from a recurrence of order d, which generalises the recurrence of order 2 for real quadratic numbers coming from their continued fraction expansion. These approximations are constructed in [10, Sec. 6.1], although the recurrence is not written explicitly.\(^{1}\)

It is also possible to find linear recurrences that produce rational approximations that converge fast to Catalan's constant C, which was found by Apéry; see [1, 4]. For ln(2)\(^{2}\) and ζ(2)\(^{3}\) (order 3, in [23]), but unfortunately, not sufficiently fast to prove irrationality. Except conjecturally e and γ, all the above-mentioned numbers are periods in the sense of [13].

1.1. Aptekarev’s approximations of γ. The existence of such a recurrence for γ was unknown until recently when Aptekarev and his collaborators (in a series of papers [6]) found the third order recurrence

\[
(1.1) \quad (16n - 15)(n + 1)u_{n+1} = (128n^3 + 40n^2 - 82n - 45)u_n - n(256n^3 - 240n^2 + 64n - 7)u_{n-1} + (16n + 1)n(n - 1)u_{n-2},
\]

whose solutions \((p_n)_{n \geq 0}, (q_n)_{n \geq 0}\) with \(p_0 = 0, p_1 = 2, p_2 = 31/2\) and \(q_0 = 1, q_1 = 3, q_2 = 25\) are such that \(q_n \in \mathbb{Z}, d_n p_n \in \mathbb{Z}\) (where \(d_n = \text{lcm}(1, 2, \ldots, n)\)) and

\[
(1.2) \quad |γ - \frac{p_n}{q_n}| \sim c_0 e^{-2\sqrt{n}}, \quad |q_n| \sim \frac{c_1 (2n)!}{n!} \sqrt{n} e^{\sqrt{n}}.
\]

The exact asymptotic behaviors of both quantities in (1.2) are obtained in [6] via Birkhoff–Trjitzinsky’s powerful theory of asymptotics of linear recurrences [7]. Unfortunately, the linear form \(q_n γ - p_n\) does not tend to 0 and this is a fortiori the case for \(d_n q_n γ - p_n) \in \mathbb{Z} γ + \mathbb{Z}\). Hence, Aptekarev’s approximations are not good enough to imply the irrationality of γ. But the existence of this recurrence is a surprising result of theoretical interest for our understanding of numbers which are conjecturally not periods, like γ.

The aim of this paper is to present an alternative construction to Aptekarev’s which will enable us to produce both good rational functional approximations to the function ln(x) + γ for any \(x > 0\) and simultaneous rational approximations to γ and ζ(2) - γ².

1.2. Approximations of ln(x) + γ. Let us fix any complex number \(z \notin \frac{14}{3} + \frac{8}{5} \mathbb{N}\). Define two sequences \((P_n(z))_{n \geq 0}, (Q_n(z))_{n \geq 0}\) of rational functions ∈ \(\mathbb{Q}(z)\) by the

\[\text{This can be done by means of Proposition 5 in Section 6.1, starting from the recurrence (6.3) in [10, Sec. 6.1].} \]
following linear recurrence of order three:

\[ (n + 3)^2 (3z - 8n - 14) (3z - 8n - 22) U_{n+3} \]

\[ = -(24n^3 + 72n^2 + 210n^2 - 6z^2 n + 56zn + 600n \]

\[ + 96z - 15z^2 + 564) (3z - 8n - 14) U_{n+2} \]

\[ + (24n^3 - 57zn^2 + 162n^2 + 356n + 26z^2 n - 258zn \]

\[ - 3z^2 - 28z + 59z^2 + 254) (3z - 8n - 30) U_{n+1} \]

\[ + (n + 2)^2 (3z - 8n - 22)(3z - 8n - 30) U_n, \]

with initial conditions

\[ P_0(z) = -1, \quad P_1(z) = -9 + 16z - 3z^2, \quad P_2(z) = -19 + 27z + \frac{27}{2}z^2 - \frac{9}{4}z^3, \]

\[ Q_0(z) = 2 - z, \quad Q_1(z) = 4 + 4z - z^2, \quad Q_2(z) = 6 + 27z - \frac{1}{2}z^3. \]

Since \( z \notin \frac{1}{2} \mathbb{Q} + \frac{3}{4} \mathbb{N}, \) the leading coefficient of the recurrence is never 0 and this enables us to define a sequence \((U_n)_{n \geq 0}\) by its first three terms \(U_0, U_1, U_2\). However, we will find alternative expressions of \( P_n(z) \) and \( Q_n(z) \) defined for any \( z \in \mathbb{C} \).

**Theorem 1.** (i) The solutions \((P_n(z))_{n \geq 0}\) and \((Q_n(z))_{n \geq 0}\) of the recurrence (1.3) are polynomials in \( z \), of degree at most \( n + 1 \). Furthermore, \( n!^2 P_n(z) \) and \( n!^2 Q_n(z) \) belong to \( \mathbb{Z}[z] \).

(ii) For any real number \( x > 0 \), there exist two constants \( q(x) \neq 0 \) and \( s(x) \neq 0 \) such that

\[ |Q_n(x)(\ln(x) + \gamma) - P_n(x)| \leq s(x) \exp(-3/2x^{1/3}n^{2/3} + 1/2x^{2/3}n^{1/3}) \]

and

\[ Q_n(x) \sim q(x) \exp(3x^{1/3}n^{2/3} - x^{2/3}n^{1/3}) \]

as \( n \to +\infty \).

Furthermore, for any \( x > 0 \), the sequence \( Q_n(x)(\ln(x) + \gamma) - P_n(x) \) does not vanish for infinitely many integers \( n \).

**Remark 1.** Our method shows that in fact \( P_n(x)/Q_n(x) \) converges to \( \log(x) + \gamma \) for any \( x \in \mathbb{C} \setminus (-\infty, 0] \), with the principal branch for the logarithm. We did not try to obtain the exact speed of convergence but this could be done using the same tools.

It seems likely that it is possible to improve the estimate for the denominator of \( Q_n(z) \).

**Conjecture 1.** For any \( n \geq 0 \), we have \( n!Q_n(z) \in \mathbb{Z}[z] \).

Theorem 1 implies that for any rational number \( x = u/v > 0 \), there exists a constant \( c(x) \neq 0 \) and a sequence of rational numbers \( (a_n(x)/b_n(x))_{n \geq 0} \) such that the integers \( a_n(x), b_n(x) \) satisfy

\[ |b_n(x)| \sim c(x) n!^2 v^n \exp(3x^{1/3}n^{2/3} - x^{2/3}n^{1/3}), \]

\[ |ln(x) + \gamma - \frac{a_n(x)}{b_n(x)}| = O \left( \exp \left( -9/2x^{1/3}n^{2/3} + 3/2x^{2/3}n^{1/3} \right) \right), \]

which is a good sub-exponential convergence, unfortunately not fast enough to imply the irrationality of \( \ln(x) + \gamma \). Here are the recurrences for \( x = 1 \) and \( x = 2 \).
Corollary 1. (i) The recurrence
\begin{equation}
(n + 3)^2(8n + 11)(8n + 19)U_{n+3} = (2n^2 + 145n + 215)(8n + 11)U_{n+2}
- (2n^2 + 105n^2 + 124n + 25)(8n + 27)U_{n+1} + (n+2)^2(8n+19)(8n+27)U_n
\end{equation}
provides two sequences of rational numbers \((p_n)_{n \geq 0}\) and \((q_n)_{n \geq 0}\) with \(p_0 = -1, p_1 = 4, p_2 = 77/4\) and \(q_0 = 1, q_1 = 7, q_2 = 65/2\) such that \((p_n/q_n)_{n \geq 0}\) converges to \(\gamma\).

(ii) The recurrence
\begin{equation}
(n + 1)(n + 2)(n + 3)U_{n+3} = (3n^2 + 19n + 29)(n + 1)U_{n+2}
- (3n^3 + 6n^2 - 7n - 13)U_{n+1} + (n + 2)^3U_n
\end{equation}
provides two sequences of rational numbers \((p_n)_{n \geq 0}\) and \((q_n)_{n \geq 0}\) with \(p_0 = -1, p_1 = 11, p_2 = 71\) and \(q_0 = 0, q_1 = 8, q_2 = 56\) such that \((p_n/q_n)_{n \geq 0}\) converges to \(\ln(2) + \gamma\).

We also quote the following curious result, which is a consequence of the fact that \((\ln(x) + \gamma)Q(n)(x) \to +\infty\) as \(n \to +\infty\) for any real number \(x > 0\), except \(x = e^{-\gamma}\).

Corollary 2. The only real number \(x > 0\) such that \((P_n(x))_{n \geq 0}\) tends to 0 is \(x = e^{-\gamma}\).

Numerically, it seems that there exists a sequence \((\alpha_n)_{n \geq 0}\) of real algebraic numbers such that \(P_n(\alpha_n) = 0\) and \(\alpha_n \to e^{-\gamma}\). A simple heuristic argument suggests that there exists a sequence \((\alpha_n)_{n \geq 0}\) of real algebraic numbers such that \(P_n(\alpha_n) = 0\) and
\[
|e^{-\gamma} - \alpha_n| \leq \left| \frac{P_n(e^{-\gamma})}{Q_n(e^{-\gamma})} \right|
\]
as \(n \to +\infty\). Note that the right hand side is bounded by
\[
\exp \left(-9e^{-\gamma}/2n^{2/3}(1 + o(1))\right).
\]

1.3. Simultaneous approximations of \(\gamma\) and \(\zeta(2) - \gamma^2\). The results above use the formula \(\gamma = -\Gamma''(1)\), where \(\Gamma\) is the Gamma function. Our approach can in principle be generalised in order to study the number \(\Gamma^{(s)}(1)\) for any integer \(s \geq 1\). However, the details of the construction rapidly become very complicated and we present here an interesting result for \(s = 2\). We have not been able to find approximations for the number \(\Gamma''(1)\) itself but only for the linear combination \(\Gamma''(1) - 2\Gamma'(1)^2 = \zeta(2) - \gamma^2\).

Theorem 2. There exists a linear recurrence of order 6, of the form
\begin{equation}
(n + 3)^2(n + 5)^2(83682825624n^{19} + \cdots - 79358069872714705024)U_{n+6}
= (n + 5)^2(502096953744n^{23} + \cdots - 1767373066831337541843456)U_{n+5}
- (1255242384360n^{25} + \cdots - 77835199837793348629724160)U_{n+4}
+ (1673656512480n^{25} + \cdots + 2888284259604646368585600)U_{n+3}
- (1255242384360n^{25} + \cdots + 80652658347913045992960000)U_{n+2}
+ (n + 3)^2(502096953744n^{23} + \cdots + 7635535812462194001878400)U_{n+1}
- (n + 3)^2(n + 2)^2(83682825624n^{19} + \cdots + 15621570330176916950400)U_n,
\end{equation}
whose coefficients are polynomials of degree 25 with integer coefficients, which has three solutions \((a_{1,n})_{n \geq 0}\), \((a_{2,n})_{n \geq 0}\) and \((b_n)_{n \geq 0}\) satisfying the following properties: for all \(n \geq 0\), \(a_{1,n}, a_{2,n}\) and \(b_n\) belong to \(1/(3n!(3n+2)) \mathbb{Z}\), and we have
\[
\begin{align*}
|\gamma - \frac{a_{1,n}}{b_n}| &< \frac{1}{n^{3/8}b_n}, \\
|\zeta(2) - \gamma^2 - \frac{a_{2,n}}{b_n}| &< \frac{1}{n^{3/8}b_n},
\end{align*}
\]
and
\[
|b_n| \sim \frac{c_1}{n^{3/8}} \exp(4\sqrt{2}n^{3/4} - 5\sqrt{2}/8n^{1/4}),
\]
for some constant \(c_1 > 0\), as \(n \to +\infty\).

As it is already clear, the coefficients of the recurrence are huge and the reader can find them in the Annex, together with the initial values of the sequences \((a_{1,n})_{n \geq 0}\), \((a_{2,n})_{n \geq 0}\) and \((b_n)_{n \geq 0}\). Explicit expressions for these sequences can be found in Section 1. The denominator found for \(a_{1,n}, a_{2,n}\) and \(b_n\) is probably not optimal. In particular, we propose the following conjecture.

**Conjecture 2.** For any \(n \geq 0\), we have \(n!^2b_n \in \mathbb{Z}\).

Since the sequences \(Q_n(z)\) in Theorem 1 and \(b_n\) in Theorem 2 are constructed in a very similar way, Conjectures 1 and 2 suggest the existence of a very general “Denominators Conjecture” behind them. Although proving these conjectures will not be sufficient to prove the irrationality of \(\gamma\) or \(\zeta(2) - \gamma^2\), they might be worth pursuing to get closer to such results. Moreover, it would be of great interest to find a linear recurrence of order 2 yielding good rational approximations to \(\gamma\).

The proofs of our theorems are quite involved and we have to split them into several parts. In the next section, we provide an overview of the method, which is simple in spirit.

## 2. Overview of the method

There exist many different expressions for Euler’s constant and until recently it wasn’t clear which one is useful. One such expression is
\[
\int_0^\infty \ln(t) e^{-t} \, dt = \Gamma'(1) = -\gamma,
\]
where \(\Gamma\) denotes the usual Gamma function. More generally, for any \(n \geq 0\), we have
\[
(2.1) \quad \int_0^\infty t^n \ln(t) e^{-t} \, dt = \Gamma'(n + 1) = n!(H_n - \gamma),
\]
where \(H_n = \sum_{j=1}^n 1/j\). Hence,
\[
(2.2) \quad \int_0^\infty \left( \sum_{k=0}^n a_k t^k \right) \ln(t) e^{-t} \, dt = \sum_{k=0}^n a_k! (H_k - \gamma) \in \mathbb{Q} + \mathbb{Q}\gamma,
\]
provided the \(a_k\)'s are rational numbers.

Hence, it remains to find a special sequence of polynomials \(\sum_{k=0}^n a_k t^k\) such that the linear form given by (2.2) yields good rational approximations to \(\gamma\). Aptekarev chose
\[
P_n(t) = \frac{e^t}{n!^2(1-t)} \left( t^n(t^n(1-t)^{2n+1}e^{-t})^{(n)} \right) \in \mathbb{Q}[t]
\]
for reasons related to the construction of simultaneous Padé approximants of type II at $z = \infty$ to the functions
\[
\int_0^1 \frac{(1 - t) \ln(t) e^{-t}}{z - t} \, dt, \quad \int_1^\infty \frac{(1 - t) \ln(t) e^{-t}}{z - t} \, dt
\]
and two other similar functions without the factor $\ln(t)$ in the integrand. Two of the four remainders of these approximants are given by
\[
\int_0^1 \frac{P_n(t)}{z - t} (1 - t) \ln(t) e^{-t} \, dt, \quad \int_1^\infty \frac{P_n(t)}{z - t} (1 - t) \ln(t) e^{-t} \, dt.
\]
These integrals are defined a priori only for $z \notin \{0, +\infty\}$, but they also converge for $z = 1$. In a certain sense (see [6] for details), this suggests that their sum $s_n$ at $z = 1$, given by
\[
\int_0^1 P_n(t) \ln(t)e^{-t} \, dt + \int_1^\infty P_n(t) \ln(t)e^{-t} \, dt = \int_0^\infty P_n(t) \ln(t)e^{-t} \, dt,
\]
has good approximation properties. By (2.2), we have $s_n = q_n \gamma - p_n$ for some rational numbers $p_n, q_n$, and it turns out that $(p_n)_{n \geq 0}, (q_n)_{n \geq 0}$ and $(s_n)_{n \geq 0}$ all satisfy Aptekarev’s recurrence (1.1).

Our use of (2.2) in Theorem 1 is less obvious but still underlies the construction presented in this paper, which is also based on certain Padé approximants of type II at $z = \infty$ but for the functions
\[
E_1(z) = \int_0^\infty \frac{e^{-t}}{z - t} \, dt \quad \text{and} \quad E_2(z) = \int_0^\infty \frac{\ln(t)e^{-t}}{z - t} \, dt.
\]
Note that $E_2(z)$ is defined at $z = 1$ but not $E_1(z)$. Consider the polynomial $A_n$ of degree $2n$ defined by $A_n(z) = \frac{1}{n^!} e^z (z^n e^{-z} (n))^{(n)} \in \mathbb{Q}[z]$, which will initially play a similar role to $P_n$ above. Without going into details, which will be progressively given in the next sections, we will first find two other sequences of polynomials $B_n(z) \in \mathbb{Q}[z]$ and $C_n(z) \in \mathbb{R}[z]$ of degree at most $2n$ such that the remainders of these approximants are given by
\[
R_{1,n}(z) = \int_0^\infty \frac{A_n(t)}{z - t} e^{-t} \, dt = A_n(z)E_1(z) + B_n(z) = \mathcal{O}(z^{-n-1})
\]
and
\[
R_{2,n}(z) = \int_0^\infty \frac{A_n(t)}{z - t} \ln(t)e^{-t} \, dt = A_n(z)E_2(z) + C_n(z) = \mathcal{O}(z^{-n-1}).
\]

A crucial property is that we can write $C_n(z) = -B_n(z)\gamma - D_n(z)$ where $D_n(z) \in \mathbb{Q}[z]$. Hence $R_{2,n}(z) = A_n(z)E_2(z) - B_n(z)\gamma - D_n(z)$. The fact that $A_n(z)$ and $B_n(z)$ occur in both remainder functions enables us to deal with $\ln(x) + \gamma$ for any $x > 0$ in Theorem 1 rather than just with $\gamma$.

To isolate $\gamma$ when $x = 1$, it suffices to cancel out $E_2(1)$ by considering the determinant $S_n(1) = A_n(1)R_{2,n+1}(1) - A_{n+1}(1)R_{2,n}(1) \in \mathbb{Q} + \mathbb{Q}\gamma$. In such contexts, quantities such as $S_n(1)$ do not always have good properties but this is the case here; i.e., $S_n(1)$ provides good rational approximations of $\gamma$. Furthermore, $(S_n(1))_{n \geq 0}$ satisfies the recurrence (1.2). A “higher dimensional” generalisation of these Padé approximants gives Theorem 2.
3. Expression of $\Gamma^{(s)}(n)$

In this short section, we recall some basic facts about the values of the derivatives of the Gamma function at the point 1. The identity

$$\Gamma(z + 1) = \exp \left( -\gamma z + \sum_{k=2}^{\infty} \frac{(-1)^k \zeta(k)}{k} z^k \right) \quad (|z| < 1)$$

follows immediately from the classical product expansion of $\Gamma$ (see [2 p. 3, Theorem 1.1.2]). It shows that

$$\Gamma^{(s)}(1) = \sum_{k_1+2k_2+\cdots+k_s = s} g_{k_1,\ldots,k_s} \gamma^{k_1}\zeta(2)^{k_2} \cdots \zeta(s)^{k_s}$$

for some $g_{k_1,\ldots,k_s} \in \mathbb{Q}$. For example, $\Gamma'(1) = -\gamma$, $\Gamma''(1) = \zeta(2) + \gamma^2$, $\Gamma'''(1) = -2\zeta(3) - 3\gamma\zeta(2) - \gamma^3$.

We remark that the formula (3.1) is coherent with the folklore principle that if we add $\gamma$ to the hierarchy of multiple zeta values or periods, then its weight should be set to 1: this is natural because $\gamma$ is in a certain sense a regularised value of the divergent series $\zeta(1)$ and the weight of $\zeta(s)$ is $s$ for any integer $s \geq 2$. See [19] p. 588 for details.

Let us define $H_n^{[s]}$ recursively by $H_0^{[s]} = s \sum_{j=1}^{n} \frac{1}{j!}$, with $H_0^{[0]} = 1$ for any $n \geq 0$ and $H_0^{[s]} = 0$ for any $s \geq 1$. In an expanded form, we have

$$H_n^{[s]} = s! \sum_{1 \leq i_1 < \cdots < i_s \leq n} \frac{1}{i_1 i_2 \cdots i_s}$$

for $s \geq 1$.

**Proposition 1.** For any integers $n \geq 0$ and $s \geq 0$, we have

$$\int_0^\infty t^n \ln(t)^s e^{-t} \, dt = \Gamma^{(s)}(n+1) = n! \sum_{j=0}^{s} \binom{s}{j} H_n^{[s-j]} \Gamma^{(j)}(1),$$

which is a linear form in $1, \Gamma^{(1)}(1), \ldots, \Gamma^{(s)}(1)$ with integer coefficients.

In particular, for $s = 1$, we recover (2.1) and for $s = 2$, we get

$$\int_0^\infty t^n \ln(t)^2 e^{-t} \, dt = n! (\zeta(2) + \gamma^2 - 2H_n \gamma + H_n^{[2]}).$$

**Proof.** We proceed by induction on $n \geq 0$. The formula is true for $n = 0$ with the conventions adopted. Assume it is true for some $n$ and let us prove it for $n+1$. The functional equation $\Gamma(z+1) = z \Gamma(z)$ implies that $\Gamma^{(s)}(n+1) = n \Gamma^{(s)}(n) + s \Gamma^{(s-1)}(n)$.

Using the induction, we deduce that

$$\Gamma^{(s)}(n+1) = (n-1)! \sum_{j=0}^{s} \binom{s}{j} H_{n-1}^{[s-j]} \Gamma^{(j)}(1) + (n-1)! s \sum_{j=0}^{s-1} \binom{s-1}{j} H_{n-1}^{[s-j-1]} \Gamma^{(j)}(1)$$

$$= n! \Gamma^{(s)}(1) + n! \sum_{j=0}^{s-1} \binom{s}{j} \Gamma^{(j)}(1) \left( H_{n-1}^{[s-j]} + \frac{s-j}{n} H_{n-1}^{[s-j-1]} \right)$$

$$= n! \sum_{j=0}^{s} \binom{s}{j} H_{n}^{[s-j]} \Gamma^{(j)}(1),$$

where $H_{n}^{[s-j]}$ is defined recursively as $H_{n}^{[s-j]} = (s-j)! \sum_{1 \leq i_1 < \cdots < i_{s-j} \leq n} \frac{1}{i_1 i_2 \cdots i_{s-j}}$ for $s \geq j$. 


where we have used the trivial fact that $H_{n-1}^{[s-j]} + \frac{z^n}{n} H_{n-1}^{[s-j-1]} = H_{n}^{[s-j]}$ for $j < s$ to simplify the sum. This proves the formula for $n+1$ and finishes the induction.

The assertion concerning the integrality of the coefficients $n! H_n^{[s-j]}$ is a consequence of the property

$$n! \sum_{1 \leq i_1 < \cdots < i_s \leq n} \frac{1}{i_1 i_2 \cdots i_s} \in \mathbb{N},$$

which is obvious. \hfill \Box

4. Euler’s $\mathcal{E}$-functions

In this section, we study Euler’s functions, whose Taylor coefficients at infinity are related to derivatives of the Gamma function at the point 1. We also present a construction of certain simultaneous Padé approximants to these functions, which will be at the heart of Theorems 1 and 2.

4.1. Asymptotic expansion of Euler’s functions. From now on, the argument of a complex number $z$ is such that $-\pi \leq \arg(z) < \pi$, and thus the logarithm is defined with its principal branch.

The construction of our approximations to the numbers $\ln(x) + \gamma$ is based on certain properties of Euler functions $E_s$ defined by

$$E_s(z) = \int_0^\infty \ln(t)^{s-1} e^{-t} \frac{z}{z - t} dt$$

(where $s \geq 1$ is an integer), which are analytic functions of $z$ in $\mathbb{C} \setminus [0, +\infty)$.

**Proposition 2.** For any integer $s \geq 1$, the following asymptotic expansion holds in any angular sector of vertex 0 that does not contain $[0, +\infty)$:

$$E_s(z) \sim \hat{E}_s(z) = \sum_{k=1}^{\infty} \frac{\Gamma(s-1)(k)}{z^k}.$$

**Proof.** For any fixed integer $n \geq 0$, we have

$$z^n E_s(z) = \int_0^\infty \frac{z^n - t^n}{z - t} \ln(t)^{s-1} e^{-t} dt + \int_0^\infty \frac{t^n}{z - t} \ln(t)^{s-1} e^{-t} dt.$$

The first integral is easily computed:

$$\int_0^\infty \frac{z^n - t^n}{z - t} \ln(t)^{s-1} e^{-t} dt = \sum_{k=1}^{n} z^{n-k} \int_0^\infty t^{k-1} \ln(t)^{s-1} e^{-t} dt$$

$$= \sum_{k=1}^{n} \Gamma(s-1)(k) z^{n-k}.$$

The second integral is $\mathcal{O}(1/z)$ as $z \to \infty$ in a suitable angular sector because

$$\int_0^\infty |t^n \ln(t)^{s-1} e^{-t}| dt < +\infty.$$

The $\mathcal{O}$ depends on $n$ and $s$. 

\footnote{The function $\mathcal{E}_1$ was used by Euler in his famous attempt at summing the divergent series $\sum_{n=1}^{\infty} (-1)^n n!$ as $\mathcal{E}_1(-1)$; see [11, p. 26].}
Hence, it follows that, for any fixed $n \geq 0$,
\[
E_n(z) = \sum_{k=1}^{n} \frac{\Gamma(s-1)(k)}{z^k} + O\left(\frac{1}{z^{n+1}}\right)
\]
as $z \to \infty$ in a suitable angular sector, where the $O$ depends on $n, s$. We have thus obtained the asymptotic expansion of $E_n(z)$ in Poincaré’s sense. □

Remark 2. It follows from [5,2] that $\int_0^\infty t^n \ln(t)^{s-1} e^{-t} \, dt \ll \log(n)^{s-1} n!$. Hence, the asymptotic expansion is Gevrey of order 1, following a standard terminology [15].

We will need later the fact that $E_1(z) \notin \mathbb{C}(z)$. This can be proved by showing that the differential equation $y'(z) + y(z) = 1/z$ satisfied by $E_1(z)$ has no solution in $\mathbb{C}(z)$: assume that $R(z) \in \mathbb{C}(z)$ is such a solution and obtain a contradiction using its Laurent series at $z = 0$.

4.2. Multiple orthogonal polynomials of Laguerre-type. Laguerre polynomials $L_n(z)$ are defined by $L_n(z) = \frac{1}{n!} e^{z} (z^n e^{-z})^{(n)}$ for any integer $n \geq 0$. They are of degree $n$ and orthogonal on $[0, +\infty)$ with respect to the weight $e^{-t}$; i.e., for any integer $k \in \{0, 1, \ldots, n-1\}$, we have
\[
\int_0^\infty t^k L_n(t) e^{-t} \, dt = 0.
\]

We now define a generalisation $(A_{s,n}(z))_{n \geq 0}$ (for any integer $s \geq 1$) of Laguerre polynomials by $A_{0,n}(z) \equiv 1$ and, recursively, $A_{s+1,n}(z) = \frac{1}{n!} e^{z} (z^n e^{-z})^{(n)}$. In particular, $A_{1,n}(z) = L_n(z)$ and (using induction on $s$) we find that the degree of $A_{s,n}$ is $sn$. The main property of these polynomials is the following.

Proposition 3. For any integer $s \geq 1$, the sequence $(A_{s,n}(z))_{n \geq 0}$ is a sequence of multiple orthogonal polynomials on $[0, +\infty)$ with respect to the weights $e^{-t}, \ln(t) e^{-t}, \ldots, \ln(t)^{s-1} e^{-t}$; i.e., for any integers $k \in \{0, 1, \ldots, n-1\}$ and $j \in \{1, \ldots, s\}$, we have
\[
\int_0^\infty t^k A_{s,n}(t) \ln(t)^{j-1} e^{-t} \, dt = 0.
\]
Proof. By induction on $k$ and $s$, using repeated integrations by parts. □

4.3. Padé approximants of type II. By a standard method, the sequence of multiple orthogonal polynomials $(A_{s,n}(x))_{n \geq 0}$ enables us to construct the simultaneous Padé approximants $[sn; sn, \ldots, sn]$ of type II at $z = \infty$ (in the asymptotic sense) of the family of functions $(E_j(z))_{j=1,\ldots,s}$.\footnote{These asymptotic Padé approximants give the Padé approximants of type II in the usual sense for the family of formal series $(E_j(x))_{j=1,\ldots,s}$ see [16] Sec. 2 for details on this point.}

Indeed, let us define the polynomials
\[
B_{j,s,n}(z) = \int_0^\infty \frac{A_{s,n}(t) - A_{s,n}(z)}{z - t} \ln(t)^{j-1} e^{-t} \, dt \in \mathbb{R}[z]
\]
and the remainder functions
\[
R_{j,s,n}(z) = \int_0^\infty \frac{A_{s,n}(t)}{z - t} \ln(t)^{j-1} e^{-t} \, dt.
\]
Then, for any $n \geq 0$ and any $j = 1, \ldots, s$, we have
\[
R_{j,s,n}(z) = A_{s,n}(z) E_j(z) + B_{j,s,n}(z) = O(z^{-n-1}),
\]
where \( \mathcal{O}(z^{-n-1}) \) means that the asymptotic expansion of \( R_{j,s,n}(z) \) at infinity starts at \( n + 1 \). This is a consequence of the following proposition, which is more precise and which will be used later.

**Proposition 4.** For any integers \( n \geq 0, s \geq 1, j = 1, \ldots, s \), the asymptotic expansion of \( R_{j,s,n}(z) \) in any angular sector of vertex 0 that does not contain \([0, +\infty)\) is given by

\[
R_{j,s,n}(z) \sim (-1)^{ns} \sum_{k=1}^{\infty} \frac{1}{z^k} \frac{\partial^{j-1}}{\partial \alpha^{j-1}} \left( \frac{(k-n)^s}{n!^s} \Gamma(k) \right),
\]

where by definition, \((\alpha)_0 = 1\) and \((\alpha)_m = \alpha(\alpha + 1) \cdots (\alpha + m - 1)\) for \( m \geq 1 \).

**Proof.** We mimic the proof of Proposition 2. For any fixed integer \( k \geq 0 \), we have

\[
z^k R_{j,s,n}(z) = \int_0^\infty A_{s,n}(t) \frac{z^k - t^k}{z - t} \ln(t)^{j-1} e^{-t} dt + \int_0^\infty A_{s,n}(t) \frac{t^k}{z - t} \ln(t)^{j-1} e^{-t} dt.
\]

The second integral is \( \mathcal{O}(1/z) \) as \( z \to \infty \) in a suitable angular sector because

\[
\int_0^\infty |A_{s,n}(t)t^k| \ln(t)^{j-1} e^{-t} dt < +\infty.
\]

It remains to compute the first integral. For this, we remark that

\[
\int_0^\infty A_{s,n}(t) \frac{z^k - t^k}{z - t} \ln(t)^{j-1} e^{-t} dt = \sum_{\ell=1}^{k} z^{k-\ell} \int_0^\infty t^{\ell-1} A_{s,n}(t) \ln(t)^{j-1} e^{-t} dt
\]

\[
= \sum_{\ell=1}^{k} z^{k-\ell} \int_0^\infty \frac{\partial^{j-1} t^{\ell+\alpha-1}}{\partial \alpha^{j-1}} \bigg|_{\alpha=0} A_{s,n}(t) e^{-t} dt
\]

\[
= \sum_{\ell=1}^{k} z^{k-\ell} \frac{\partial^{j-1}}{\partial \alpha^{j-1}} \left( \int_0^\infty t^{\ell+\alpha-1} A_{s,n}(t) e^{-t} dt \right)_{\alpha=0},
\]

where the change in the order of integration and derivation is justified. By repeated integrations by parts, we get that for any real number \( v > 0 \), we have

\[
\int_0^\infty t^{v-1} A_{s,n}(t) e^{-t} dt = (-1)^{ns} \frac{(v-n)^s}{n!^s} \Gamma(v).
\]

Hence, it follows that, for any fixed \( k \geq 0 \),

\[
R_{j,s,n}(z) = \sum_{\ell=1}^{k} \frac{1}{z^{\ell}} \frac{\partial^{j-1}}{\partial \alpha^{j-1}} \left( \frac{(\ell + \alpha - n)^s}{n!^s} \Gamma(\ell + \alpha) \right)_{\alpha=0} + \mathcal{O}(1/z^{k+1})
\]

as \( z \to \infty \) in a suitable angular sector, where the \( \mathcal{O} \) depends on \( j, k, n, s \). We have thus obtained the asymptotic expansion of \( R_{j,s,n}(z) \) in Poincaré’s sense. \( \square \)

Let us conclude this section with a simple but important remark. Using equation (3.2), we see immediately that there exist polynomials \( \tilde{B}_{k,s,n}(z) \in \mathbb{Q}[z] \), \( k = 1, \ldots, s \), such that for any \( j = 1, \ldots, s \),

\[
B_{j,s,n}(z) = \sum_{k=1}^{j} \binom{j-1}{k-1} \Gamma(j-k)(1) \tilde{B}_{k,s,n}(z).
\]

In particular, \( \tilde{B}_{1,s,n}(z) = B_{1,s,n}(z) \).
5. Some properties of linear recurrences

In this section, we collect some general results on linear recurrences of finite order that will be used at many different steps in the next sections.

5.1. "Determinantal" recurrences. Let us fix an integer \(d \geq 1\). We define a linear recurrence of order \(d + 1\) by

\[
U_{n+d+1} = \sum_{k=0}^{d} a_{k,n} U_{n+k},
\]

where the \(a_{k,n}\)'s are complex numbers. For reasons that will be clear later, given \(d\) solutions \((U_{\ell,n})_{n \geq 0}, \ell = 1, \ldots, d,\) of \((5.1)\), it is interesting to consider the sequence of determinants

\[
V_n = \begin{vmatrix} U_{1,n} & U_{1,n+1} & \cdots & U_{1,n+d-1} \\ U_{2,n} & U_{2,n+1} & \cdots & U_{2,n+d-1} \\ \vdots & \vdots & \ddots & \vdots \\ U_{d,n} & U_{d,n+1} & \cdots & U_{d,n+d-1} \end{vmatrix}.
\]

We want to show that \((V_n)_{n \geq 0}\) is also a solution of a recurrence of order \(d + 1\) with coefficients that can be made explicit.

**Proposition 5.** The sequence \((V_n)_{n \geq 0}\) is a solution of the linear recurrence of order \(d + 1\):

\[
V_{n+d+1} = \sum_{k=0}^{d} b_{k,n} V_{n+k},
\]

where \(b_{0,n} = \prod_{\ell=0}^{d-1} a_{0,n+\ell}\) and \(b_{j,n} = (-1)^{d+1} a_{d-j+1,n+j-1} \prod_{\ell=j}^{d-1} a_{0,n+\ell},\) \(j = 1, \ldots, d.\) (For \(j = d,\) the value of the empty product is set to 1.)

**Remark 3.** In this paper, we will need only the case \(d = 2\) (recurrence of order 3), but the proof is not more difficult in the general case. This case is as follows: the sequence of determinants \((V_n)_{n \geq 0}\) associated to \(U_{n+3} = p_n U_{n+2} + q_n U_{n+1} + r_n U_n\) satisfies the recurrence

\[
V_{n+3} = -q_n V_{n+2} - p_n r_n V_{n+1} + r_n r_n V_n.
\]

**Sketch of proof.** Let us introduce the determinants

\[
V_{j,n} = \begin{vmatrix} U_{1,n} & \cdots & U_{1,n+d-j} & U_{1,n+d-j+2} & \cdots & U_{1,n+d} \\ U_{2,n} & \cdots & U_{2,n+d-j} & U_{2,n+d-j+2} & \cdots & U_{2,n+d} \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ U_{d,n} & \cdots & U_{d,n+d-j} & U_{d,n+d-j+2} & \cdots & U_{d,n+d} \end{vmatrix}
\]

for \(j = 1, \ldots, d,\) so that \(V_{1,n} = V_n.\)

Consider the determinant \(a_{0,n} V_{j,n},\) where \(a_{0,n}\) is put as a factor of the first column. In the latter, we replace each \(a_{0,n} U_{\ell,n}\) by \(U_{\ell,n} + d+1 - \sum_{k=1}^{d} a_{k,n} U_{\ell,n+k}.\) By multilinearity, we expand the resulting determinant with respect to the first column: we end up with a sum of two determinants only, which can be rewritten as

\[
a_{0,n} V_{j,n} = (-1)^{d+1} V_{j+1,n+1} + (-1)^{d-j+1} a_{d-j+1,n} V_{1,n},
\]

for any \(n \geq 0\) and \(j = 1, \ldots, d,\) with the convention that \(V_{d+1,n+1} = V_{1,n+2}.\)
If we now replace \( n \) by \( n + j - 1 \) in (5.4), we get the system

\[
V_{j+1,n+j} = (-1)^{d+1} a_{n+j-1} V_{j,n+j-1} + (-1)^{j+1} a_{d-j+1,n+j-1} V_{j,n+j}, \quad j = 1, \ldots, d,
\]

from which, after some tedious computations, we can express \( V_{1,n+d+1} \) as a linear form in \( V_{1,n+d}, V_{1,n+d-1}, \ldots, V_{1,n} \), whose coefficients are exactly the \( b_{k,n} \)'s. \( \square \)

We will also need to find explicitly the recurrence satisfied by a determinant formed from two solutions of a recurrence of order 4.

**Proposition 6.** Consider two solutions \( (A_n)_{n \geq 0} \) and \( (B_n)_{n \geq 0} \) of the recurrence

\[
U_{n+4} = s_n U_{n+3} + p_n U_{n+2} + q_n U_{n+1} + r_n U_n.
\]

Then, the sequence of determinants \( (A_n B_{n+1} - A_{n+1} B_n)_{n \geq 0} \) satisfies a recurrence of order 6:

\[
(5.5) \quad a_n V_{n+6} + b_n V_{n+5} + c_n V_{n+4} + d_n V_{n+3} + e_n V_{n+2} + f_n V_{n+1} + g_n V_n = 0,
\]

where

\[
a_n = q_n s_{n+2} q_{n+1} + r_n s_{n+1} s_{n+1}, \\
b_n = r_n s_{n+1} p_{n+1} s_n - r_n s_{n+2} q_{n+1} + q_n q_n s_{n+2} q_{n+1} + p_n s_{n+2} q_{n+1} + q_n q_n s_{n+2} q_{n+1}.
\]

Remark 4. There are four independent solutions for a recurrence of order 4; hence six different determinants can be constructed on two solutions. It is therefore natural that we get a linear recurrence of order 6.

More generally, given a linear recurrence of order \( s \) and an integer \( t \in \{1, \ldots, s\} \), there are \( \binom{s}{t} \) different determinants \( \det (u_{j,n+i})_{i=1, \ldots, t} \), where the \( (u_{j,n})_{n \geq 0} \) are solutions of the recurrence. Propositions [5] and [6] suggest that these determinants satisfy a linear recurrence of order \( \binom{s}{t} \).

**Sketch of proof.** Let

\[
X_n = \begin{vmatrix} A_n & A_{n+1} \\ B_n & B_{n+1} \end{vmatrix}, \quad Y_n = \begin{vmatrix} A_n & A_{n+2} \\ B_n & B_{n+2} \end{vmatrix}, \quad Z_n = \begin{vmatrix} A_n & A_{n+3} \\ B_n & B_{n+3} \end{vmatrix}.
\]

We want to show that \( (X_n)_{n \geq 0} \) is a solution of (5.5).

Using the recurrence satisfied by \( (A_n)_{n \geq 0} \) and \( (B_n)_{n \geq 0} \), we find that

\[
\begin{align*}
\left\{ \begin{array}{l}
\tau_{n-1} X_{n-1} = -Z_n + s_n Y_{n+1} + p_{n-1} X_n, \\
\tau_n X_n = -Z_{n+1} + s_n Y_{n+1} + p_n X_{n+1}, \\
\tau_n Y_n = -Z_{n+2} + s_n Y_{n+2} - q_n X_{n+1}, \\
\tau_n Z_n = -X_{n+3} - p_n X_{n+2} - q_n Y_{n+1}, \\
\tau_{n+1} Z_{n+1} = -X_{n+4} - p_{n+1} X_{n+3} - q_{n+1} Y_{n+2}.
\end{array} \right.
\]

\]
We can solve this system by expressing the unknowns $Y_n, Y_{n+1}, Y_{n+2}, Z_{n+1}, Z_{n+2}$ in terms of $X_{n-1}, X_n, X_{n+1}, X_{n+2}, X_{n+3}$ and $X_{n+4}$. In particular, we obtain an expression for $Y_n$ in terms of $X_{n-1}, \ldots, X_{n+4}$ and another for $Y_{n+1}$ in terms of $X_{n-1}, \ldots, X_{n+4}$. In the first expression, we change $n$ to $n+1$ and equate the two expressions obtained for $Y_{n+1}$. This yields a relation between $X_{n-1}, \ldots, X_{n+5}$, which is (5.5) (with $n$ changed to $n+1$).

5.2. Orthogonal polynomials and recurrences. Let $L$ denote any path (closed or not) in $\mathbb{C}$ and a weight function $\omega$ defined on $L$ such that $\int_L |t^k \omega(t)| |dt| < +\infty$ for any integer $k \geq 0$. It follows that the integral $\mathcal{F}(z) = \int_L \frac{\omega(t)}{z-t} dt$ is convergent for any $z \notin L$. Let us consider a sequence of polynomials $A_n(z) \in \mathbb{C}[z]$ such that

\begin{equation}
(5.6) \quad \int_L t^k A_n(t) \omega(t) \, dt = 0
\end{equation}

for any $k \in \{0, 1, \ldots, \lambda_n\}$ where $(\lambda_n)_{n \geq 0}$ is a strictly increasing sequence. Finally, let us define

\begin{equation}
\mathcal{R}_n(z) = \int_L A_n(t) \frac{\omega(t)}{z-t} \, dt,
\end{equation}

which is convergent for any $n \geq 0$ and any $z \notin L$.

Proposition 7. (i) Let us assume that $(A_n(z))_{n \geq 0}$ satisfies a recurrence

\begin{equation}
(5.7) \quad \sum_{k=0}^d p_{k,n}(z) U_{n+k} = 0,
\end{equation}

where $p_{k,n}(z)$ is a polynomial in $\mathbb{C}[z]$ of degree bounded by $\alpha_k$ independently of $n$. Then, $(\mathcal{R}_n(z))_{n \geq N}$ is also a solution of (5.5) where $N = \min\{n \geq 0 : \lambda_{n+k} \geq \alpha_k, k = 0, \ldots, d\}$ is independent of $z \notin L$.

(ii) Conversely, let us assume that $(\mathcal{R}_n(z))_{n \geq 0}$ satisfies a recurrence

\begin{equation}
(5.8) \quad \sum_{k=0}^d p_{k,n}(z) U_{n+k} = 0,
\end{equation}

where $p_{k,n}(z)$ is a polynomial in $\mathbb{C}[z]$ of degree bounded by $\alpha_k$ independently of $n$. Let us also assume that $\mathcal{F}(z) \notin \mathbb{C}(z)$. Then, $(A_n(z))_{n \geq N}$ is also a solution of (5.8), where $N$ has the same definition as in (i).

Remark 5. When $(A_n(z))_{n \geq 0}$ is a hypergeometric sequence in the sense defined by Wilf and Zeilberger [20], then the theory developed by these authors shows that $(A_n(z))_{n \geq 0}$ satisfies a linear recurrence of finite order. It is possible to bound a priori the order but it is usually a very crude bound and computing the coefficients of the recurrence is often impossible by hand. For any given hypergeometric example, Zeilberger’s computer programs [22] enable us to compute the recurrence of lowest order (at least in principle). This is what we will do in the following sections.

Proof. (i) Since $(A_n(z))_{n \geq 0}$ satisfies (5.7), we have

\begin{equation}
\int_L \left( \sum_{k=0}^d p_{k,n}(t) A_{n+k}(t) \right) \frac{\omega(t)}{z-t} \, dt = 0
\end{equation}
for any $z \notin L$ and any $n \geq 0$. Written differently, this means that

\begin{equation}
(5.9) \quad \sum_{k=0}^{d} p_{k,n}(z) \mathcal{R}_{n+k}(z) = \sum_{k=0}^{d} \int_{L} \frac{p_{k,n}(t) - p_{k,n}(z)}{t - z} A_{n+k}(t) \omega(t) \, dt.
\end{equation}

We now remark that, for any $k = 0, \ldots, d$, the function $\frac{p_{k,n}(t) - p_{k,n}(z)}{t - z}$ is a polynomial in $t$ of degree bounded by $\alpha_k - 1$, independently of $n$. Therefore, by the orthogonality \((5.10)\), we have

\[ \int_{L} \frac{p_{k,n}(t) - p_{k,n}(z)}{t - z} A_{n+k}(t) \omega(t) \, dt = 0 \]

for $n$ such that $\lambda_{n+k} \geq \alpha_k$, in particular for $n \geq N$ because $(\lambda_n)_{n \geq 0}$ is strictly increasing. Hence, the right hand side of \((5.9)\) is 0 and the assertion \((ii)\) follows.

\[(ii)\] Let $K_n(z) = \sum_{k=0}^{d} p_{k,n}(z) A_{n+k}(z)$, which we want to prove is 0. Using that
\[ \sum_{k=0}^{d} p_{k,n}(z) \mathcal{R}_{n+k}(z) = 0, \]
we see that
\[ \int_{L} \frac{K_n(t)}{z - t} \omega(t) \, dt = \sum_{k=0}^{d} \int_{L} \frac{p_{k,n}(z) - p_{k,n}(t)}{t - z} A_{n+k}(t) \omega(t) \, dt. \]

We are in the same situation as above: each integral is 0 for $n$ such that $\lambda_{n+k} \geq \alpha_k$, in particular for $n \geq N$. Hence $\int_{L} \frac{K_n(t)}{z - t} \omega(t) \, dt = 0$ for any $z \notin L$ provided $n$ is large enough: we can rewrite this equation as
\[ \int_{L} \frac{K_n(z) - K_n(t)}{z - t} \omega(t) \, dt = K_n(z) F(z). \]

We now observe that the left hand side belongs to $\mathbb{C}[z]$ while the right hand side does not belong to $\mathbb{C}(z)$ if $K_n(z)$ is not identically 0, by the irrationality hypothesis made on $F$. Thus, we necessarily have $K_n(z) = 0$ for $n \geq N$. $\square$

### 5.3. Birkhoff–Trjitzinsky theory

Many sequences in mathematics satisfy a linear recurrence of finite order. It is often an important problem to bound the growth of the sequence and this can be done using Birkhoff–Trjitzinsky theory \[27\] of linear recurrence of finite order, which encompasses the widely used Poincaré-Perron theory and which we now briefly describe.\footnote{This presentation is borrowed from \[21\].}

Consider a linear recurrence of order $\sigma$ of the form

\begin{equation}
(5.10) \quad \sum_{k=0}^{\sigma} p_{k}(n) U_{n+k} = 0,
\end{equation}

with $p_{0}(n) = 1$ and $p_{\sigma}(n) \neq 0$ for all $n \geq 0$. These conditions ensure that, given any arbitrary initial values $U_0, U_1, \ldots, U_{\sigma-1}$, there exists a unique solution $(U_n)_{n \geq 0}$ to \((5.10)\). We also assume that the coefficients $p_{k}(n)$ of \((5.10)\) all admit an asymptotic expansion of Poincaré type as $n \to +\infty$:

\begin{equation}
(5.11) \quad p_{k}(n) \sim n^{e_k/\omega} \sum_{j=0}^{\infty} c_{j,k} n^{-j/k},
\end{equation}

where $e_k \in \mathbb{Z}$, $\omega \geq 1$ is an integer independent of $k$ and $c_{0,k} \neq 0$ unless $p_{k}(n) \equiv 0$.

The very difficult question addressed by Birkhoff and Trjitzinsky was to find a description of all possible asymptotic behaviors of the solutions of \((5.10)\) as $n \to$
For this, they introduced the following special class of asymptotic expansions. Consider a formal expansion \( F(n) \) of the form

\[
F(n) = n^{\mu_0 n} \exp \left( \sum_{k=1}^{\infty} \mu_k n^{(\rho_1 - k)/\rho} \right) n^{q_j} \sum_{j=0}^{t} \ln(n)^j n^{-j/q_j},
\]

where \( q_j = \sum_{s=0}^{\infty} b_{s,j} n^{-s/\rho} \), \( \rho \), \( r_j \), \( \mu_0 \rho \) are integers such that \( \rho \geq 1 \), \( r_0 = 0 \), \( \mu_j \), \( \theta \), \( b_{s,j} \) are complex numbers, \( -\pi \leq \text{Im}(\mu_1) < \pi \) and \( b_{s,j} \neq 0 \) unless \( b_{s,j} = 0 \) for all \( s \geq 0 \).

An expansion \( F(n) \) is called a formal solution of (5.10) if, when it is substituted in (5.10), the coefficients of each quantity \( n^{\theta + r/s/\omega} \ln(n)^j \), \( j = 0, 1, \ldots, t \), \( r, s \) = 0, \( \pm 1, \pm 2, \ldots \), are all 0.

**Proposition 8** (Birkhoff–Trjitzinsky). (i) There exist \( \sigma \) formal solutions \( (F_j(n))_{j=1,\ldots,\sigma} \) of (5.10), unique up to a constant multiple, with \( \omega \) dividing \( \rho_j \).

(ii) Each such formal solution \( F_j(n) \) describes the asymptotic behavior of a particular solution \( (U_{j,n})_{n\geq0} \) of (5.10).

(iii) These special solutions \( (U_{j,n})_{n\geq0}, j = 1, \ldots, \sigma \), form a basis over \( \mathbb{C} \) of the space of solutions of (5.10).

In practice, given a recurrence of the form (5.10), one first tries to construct a formal solution \( F(n) \) without logarithmic terms and with \( q_0(\rho; n) \) reduced to its first term; i.e., \( F(n) \) is of the form

\[
F(n) = n^{\mu_0 n} \exp(\mu_1 n) \exp(\alpha_1 n^\beta + \alpha_2 n^\beta - 1/\rho + \alpha_3 n^\beta - 2/\rho + \cdots) n^\theta,
\]

where \( \alpha_1 \neq 0 \), \( \beta = m/\rho \) for some \( 0 < m < \rho \). Then,

\[
\frac{F(n+k)}{F(n)} = n^{\mu_0 k} e^{(\mu_0 + \mu_1) k} \left( 1 + \frac{k\theta + \frac{k^2 \mu_0}{2}}{n} + \cdots \right)
\times \exp(\alpha_1 \beta k n^\beta - 1 + \alpha_2 (\beta - 1/\rho) k n^\beta - 1/\rho - 1 + \cdots).
\]

Assuming that \( F(n) \) formally satisfies the recurrence (5.10), we have that \( \sum_{k=0}^{\infty} p_k(n) F(n+k)/F(n) = 0 \). The formal substitution in this equation of the asymptotic expansions (5.11) and (5.13) of \( p_k(n) \) and \( F(n+k)/F(n) \) respectively should then hopefully yield enough equations in the unknown data to obtain \( \sigma \) formal solutions. If this simplified approach fails (i.e., we do not get \( \sigma \) different formal solutions), then we have to introduce logarithmic terms in \( F(n) \).\(^5\) Many examples obtained using the above strategy are described in (21).

6. Study of the Padé approximants in the case \( s = 2 \)

We now study in detail the case \( s = 2 \) of the previous sections. Our goal is to find explicit expressions and the precise asymptotic behavior of the polynomials and remainder functions that constitute the Padé approximants of type II.

6.1. Explicit expressions for the polynomials. To simplify the notation, we denote by \( A_n(z) \) the Laguerre-type polynomial \( A_{n,2}(z) \). Explicitly, we have

\[
A_n(z) = \frac{1}{n!} e^z (z^n (z^ne^{-z})^{(n)})^{(n)}, \quad n \geq 0.
\]

\(^5\) In our case, this procedure will work fine without logarithmic terms.
The polynomials $B_{1,2,n}(z)$ and $B_{2,2,n}(z)$ become respectively

$$B_n(z) = \int_0^\infty \frac{A_n(t) - A_n(z)}{z-t} e^{-t} \, dt$$

and

$$C_n(z) = \int_0^\infty \frac{A_n(t) - A_n(z)}{z-t} \ln(t) e^{-t} \, dt,$$

and the remainder functions $R_{1,2,n}(z)$ and $R_{2,2,n}(z)$ become

$$R_{1,n}(z) = A_n(z) E_1(z) + B_n(z) = \int_0^\infty \frac{A_n(t)}{z-t} e^{-t} \, dt$$

and

$$R_{2,n}(z) = A_n(z) E_2(z) + C_n(z) = \int_0^\infty \frac{A_n(t)}{z-t} \ln(t) e^{-t} \, dt.$$

We now provide some explicit expressions for $A_n, B_n$ and $C_n$.

**Proposition 9.** Let

$$a_{k,n} = \frac{(-1)^k}{k!} \sum_{j=0}^k \binom{n}{j} \binom{n+j}{k-j}.$$

Then we have

$$A_n(z) = \sum_{k=0}^{2n} a_{k,n} z^k \in \mathbb{Q}[z], \quad B_n(z) = -\sum_{k=0}^{2n} a_{k,n} \sum_{j=0}^{k-1} j! z^{k-j-1} \in \mathbb{Q}[z],$$

$$C_n(z) = -\sum_{k=0}^{2n} a_{k,n} \sum_{j=0}^{k-1} j! (H_j - \gamma) z^{k-j-1} \in \mathbb{Q}[z] + \gamma \mathbb{Q}[z].$$

The degrees of $A_n, B_n$ and $C_n$ are $2n$, $2n-1$ and $2n-1$, respectively.

**Remarks 6.** a) We note that $C_n(z) = -\gamma B_n(z) - D_n(z)$, where

$$D_n(z) = \sum_{k=0}^{2n} a_{k,n} \sum_{j=0}^{k-1} j! H_j z^{k-j-1}$$

has rational coefficients, as predicted by (4.2).

b) We also have $a_{k,n} = \frac{1}{k!} \sum_{j=0}^k (-1)^j \binom{k}{j} \binom{n+j}{j}^2$. Both expressions for $a_{k,n}$ are in fact $3F_2$-hypergeometric terminating series whose equality is a consequence of Thomae’s 120 classical relations. (For a quick check, use the simple Maple code given in [14] p. 192.)

**Proof.** The expression for $A_n(z)$ is an immediate consequence of the definition (6.1) by the Leibniz formula. Then

$$B_n(z) = -\sum_{k=0}^{2n} a_{k,n} \int_0^\infty \frac{t^k - z^k}{t-z} e^{-t} \, dt = -\sum_{k=0}^{2n} a_{k,n} \sum_{j=0}^{k-1} z^{k-j-1} \int_0^\infty t^j e^{-t} \, dt$$

$$= -\sum_{k=0}^{2n} a_{k,n} \sum_{j=0}^{k-1} j! z^{k-j-1}.$$
Similarly,\[\begin{align*}
C_n(z) &= -\sum_{k=0}^{2n} a_{k,n} \int_{0}^{\infty} \frac{t^k - z^k}{t^2 - z^2} \ln(t) e^{-t} dt \\
&= -\sum_{k=0}^{2n} a_{k,n} \sum_{j=0}^{k-1} z^{k-j-1} \int_{0}^{\infty} t^j \ln(t) e^{-t} dt \\
&= -\sum_{k=0}^{2n} a_{k,n} \sum_{j=0}^{k-1} j!(H_j - \gamma) z^{k-j-1}.
\end{align*}\]

Finally, we note that $a_{2n,n}$ is clearly not 0 and it is the coefficient of highest degree $2n$ for $A_n$ and $-B_n$ (degree $2n - 1$). Also, $(\gamma - 1)a_{2n,n} \neq 0$ is the coefficient of highest degree ($= 2n - 1$) of $C_n$. □

6.2. Linear recurrence in the case $s = 2$. Any sequence of multiple orthogonal polynomials of hypergeometric origin (and related objects) satisfies a linear recurrence of finite order with polynomial coefficients (in $n$ and $z$). This was proved by Wilf–Zeilberger in a general setting [20]. However, it can be very difficult to explicitly compute such a recurrence without a computer.

**Proposition 10.** The six sequences $(A_n(z))_{n \geq 0}$, $(B_n(z))_{n \geq 0}$, $(C_n(z))_{n \geq 0}$, $(D_n(z))_{n \geq 0}$, $(R_{1,n}(z))_{n \geq 0}$ and $(R_{2,n}(z))_{n \geq 0}$ are solutions of the third order linear recurrence

\[\begin{align*}
(n+3)^2(3z-8n-14)U_{n+3} &= -(24n^3 - 57zn^2 + 162n^2 + 356n + 26z^2n - 258zn - 3z^3 \\
&\quad - 285z + 59z^2 + 254)U_{n+2} + (24n^3 + 7zn^2 + 138n^2 - 6z^2n + 252n + 42zn + 47z \\
&\quad - 9z^2 + 150)U_{n+1} + (n+1)^2(3z - 8n - 22)U_n.
\end{align*}\]

(We must assume that $z \notin [0, \infty)$ in the case of $(R_{1,n}(z))_{n \geq 0}$ and $(R_{2,n}(z))_{n \geq 0}$.)

**Proof.** We will prove first that $(A_n(z))_{n \geq 0}$ satisfies (6.2). These polynomials correspond to the case $\alpha_1 = \alpha_2 = 0$, $\beta = -1$, $n_1 = n_2 = n$ of the sequence of polynomials considered in [5] Sec. 3.2. It would therefore probably be possible to deduce the recurrence for $A_n(z)$ from the pseudo-recurrence given there. Instead, we propose the following “computer assisted” proof.

By Cauchy’s formula applied twice to the definition (6.1) of $A_n(z)$, we have

\[A_n(z) = \frac{1}{(2\pi i)^2} \int_{\mathcal{C}_0 \times \mathcal{C}_0} \frac{(u + z)^n(u + v + z)^n}{u^{n+1}v^{n+1}} e^{-(u+v)} du dv,\]

where $\mathcal{C}_0$ and $\mathcal{C}_0^-$ denote circles of center 0 and arbitrary radii. The continuous version of Zeilberger’s algorithm then shows automatically that the function

\[F_n(u, v) = \frac{(u + z)^n(u + v + z)^n}{u^{n+1}v^{n+1}} e^{-(u+v)}\]

\[\begin{align*}
\text{where we used the version MultInt implemented in Maple by A. Tefara \cite{18}. It took less than 7 seconds to get (6.3).}
\end{align*}\]
satisfies the identity
\[(6.3) \quad -(n + 3)^2(3z - 8n - 14)F_{n+3}(u, v)
- (24n^3 - 57zn^2 + 162n^2 + 356n + 26z^2n - 258zn - 3z^3 - 285z + 59z^2 + 254)F_{n+2}(u, v)
+ (24n^3 + 7zn^2 + 138n^2 - 6z^2n + 252n + 42zn + 47z - 9z^2 + 150)F_{n+1}(u, v)
+(n+1)^2(3z-8n-22)F_n(u, v) = \frac{\partial}{\partial u} \left( \frac{P_n(u, v)F_n(u, v)}{u^2v^3} \right) + \frac{\partial}{\partial v} \left( \frac{Q_n(u, v)F_n(u, v)}{u^3v^2} \right),
\]
where \(P_n(u, v)\) and \(Q_n(u, v)\) are some complicated but explicit polynomials in the variables \(u, v, z\). Since
\[
\frac{1}{(2\pi)^2} \int_{\mathcal{C}_0 \times \mathcal{C}_0} \frac{\partial}{\partial u} \left( \frac{P_n(u, v)F_n(u, v)}{u^2v^3} \right) \, du \, dv = 0,
\]
\[
\frac{1}{(2\pi)^2} \int_{\mathcal{C}_0 \times \mathcal{C}_0} \frac{\partial}{\partial v} \left( \frac{Q_n(u, v)F_n(u, v)}{u^3v^2} \right) \, du \, dv = 0,
\]
by integrating \((6.3)\) over \(\mathcal{C}_0 \times \mathcal{C}_0\), we see that the sequence \((A_n(z))_{n \geq 0}\) is a solution of the recurrence \((6.2)\).

To prove that \((R_1, n(z))_{n \geq 0}\) and \((R_2, n(z))_{n \geq 0}\) satisfy \((6.2)\), at least for \(n\) large enough, we apply Proposition \((\text{7}, (i))\). The remaining values of \(n\) are checked by direct computation. By linearity, we see that \((B_n(z))_{n \geq 0}\), \((C_n(z))_{n \geq 0}\) and \((D_n(z))_{n \geq 0}\) are also solutions of \((6.2)\). This finishes the proof of the proposition. \(\square\)

6.3. Growth of the polynomial solutions of recurrence \((6.2)\). Using the algorithmic method developed at the end of Section 5.3, it is a simple task to find three formal solutions of \((6.2)\), which turn out to be without logarithmic terms. We omit the details, which are purely computational.

Proposition 11. For any \(z \in \mathbb{C}^*\), the recurrence \((6.2)\) admits three formal solutions whose expansions as \(n \to +\infty\) are:
\[
f_1(n, z) = \exp(-3z^{1/3}n^{2/3} + z^{2/3}n^{1/3}) \left( \frac{1}{n} + \mathcal{O}\left(\frac{1}{n^2}\right) \right),
\]
\[
f_2(n, z) = \exp(3e^{i\pi/3}z^{1/3}n^{2/3} + e^{2i\pi/3}z^{2/3}n^{1/3}) \left( \frac{1}{n} + \mathcal{O}\left(\frac{1}{n^2}\right) \right),
\]
\[
f_3(n, z) = \exp(3e^{-i\pi/3}z^{1/3}n^{2/3} + e^{-2i\pi/3}z^{2/3}n^{1/3}) \left( \frac{1}{n} + \mathcal{O}\left(\frac{1}{n^2}\right) \right).
\]

Remarks 7. a) If \(z = 0\), then the behavior of the solutions of \((6.2)\) is different. We discard this case.

b) The leading coefficient of \((6.2)\) written in the form \((5.10)\) is
\[
\frac{(n + 3)^2(3z - 8n - 14)}{(n + 1)^2(3z - 8n - 22)}.
\]
The Birkhoff-Trjitzinsky theory applies provided this coefficient is well-defined and never 0, i.e., \(z \not\in \frac{14}{3} + \frac{8}{3} \mathbb{N}\). However, for \(z \in \frac{14}{3} + \frac{8}{3} \mathbb{N}\), this theory still applies provided the recurrence \((6.2)\) starts not at \(n = 0\) but at \(n \gg 1\) (so that the leading coefficient is not 0). With this interpretation, Proposition \((\text{11})\) holds for any \(z \in \mathbb{C}^*\).

Note that for \(x > 0\), our choice of the branch of the logarithm ensures that \(x^{1/3}\) is real and thus \(x > 0\).
Proposition 12. For any fixed real number \( x > 0 \), there exists a constant \( a(x) \geq 0 \) such that
\[
|A_n(x)| \leq \frac{a(x)}{n} \exp(3/2x^{1/3}n^{2/3} - 1/2x^{2/3}n^{1/3})
\]
as \( n \to +\infty \), and a similar result holds for \( B_n(x), C_n(x), D_n(x) \), with a suitable constant for each.

Proof. Let \( U_n \) denote any one of \( A_n, B_n, C_n \) or \( D_n \). Since (by Proposition 10) \( (U_n(x))_{n \geq 0} \) is a solution of (6.2), then by Propositions 8 and 11 there exists a real number \( u(x) \geq 0 \) such that \( |U_n(x)| \leq u(x) \max (|f_1(n, x)|, |f_2(n, x)|, |f_3(n, x)|) \) as \( n \to +\infty \). For \( x > 0 \), the first exponential \( f_1 \) tends to 0 whereas \( f_2, f_3 \) are both bounded in modulus by \( n^{-1} \exp(\frac{3}{2}x^{1/3}n^{2/3} - \frac{1}{2}x^{2/3}n^{1/3}) \). The result follows. \( \square \)

6.4. Growth of the remainder solutions of recurrence (6.2). From Proposition 11 we know that for any complex number \( z \notin [0, +\infty) \) we can bound the growth of \( R_{1,n}(z) \) and \( R_{2,n}(z) \). However, we are not interested in these two functions separately but rather in their linear combination \( R_n(z) \) defined by
\[
R_n(z) = \log(z)R_{1,n}(z) - R_{2,n}(z) = \int_0^{\infty} A_n(t) \frac{\ln(t) - \log(z)}{t - z} e^{-t} dt.
\]
The choice of the principle branch for the logarithm ensures that \( R_n \) is a holomorphic function in \( \mathbb{C} \setminus (-\infty, 0] \), whereas \( R_{1,n} \) and \( R_{2,n} \) are holomorphic functions in \( \mathbb{C} \setminus [0, +\infty) \).

Proposition 13. For any fixed real number \( x > 0 \), there exists a constant \( r(x) \neq 0 \) such that
\[
R_n(x) \sim \frac{r(x)}{n} \exp(-3x^{1/3}n^{2/3} + x^{2/3}n^{1/3})
\]
as \( n \to +\infty \).

Proof. We know that there exist some constants \( r_1(x), r_2(x), r_3(x) \) such that
\[
R_n(x) \sim r_1(x)f_1(n, x) + r_2(x)f_2(n, x) + r_3(x)f_3(n, x)
\]
as \( n \to +\infty \), where the equivalence must be understood in the sense that \( R_n(x) = r_1(x)u_1(n, x) + r_2(x)u_2(n, x) + r_3(x)u_3(n, x) \), where, for \( j = 1, 2, 3 \), \( u_j(n, x) \) is a special solution of the recurrence which has \( f_j(n, x) \) as an asymptotic expansion. If \( r_2(x) = \pm r_3(x) \), then a difficulty arises. Indeed, although \( f_2(n, x) \) and \( f_3(n, x) \) both tend to infinity with \( n \), it is not immediate that this is also the case of \( f_2(n, x) \pm f_3(n, x) \): a sine or a cosine enters the game, giving a quantity that can be small (making it difficult to see which term is preponderant).

Since \( R_n(x) \) is real for \( x > 0 \), we necessarily have \( r_2(x) = r_3(x) \) and we must solve this difficulty. Using the expressions in Proposition 11 we have
\[
f_2(n, x) + f_3(n, x) = \frac{2}{n} \exp(3/2x^{1/3}n^{2/3} - 1/2x^{2/3}n^{1/3}) \left( \cos \frac{\sqrt{3}}{2} \left( 3x^{1/3}n^{2/3} + x^{2/3}n^{1/3} \right) + \mathcal{O}(\frac{1}{n}) \right).
\]
We want to show that
\[
\limsup_{n \to +\infty} |f_2(n, x) + f_3(n, x)| = +\infty.
\]
In view of (6.5), it is enough to find infinitely many \( n \) such that
\[
(6.7) \quad \left| \cos \frac{\sqrt{3}}{2} \left( 3x^{1/3} n^{2/3} + x^{2/3} n^{1/3} \right) \right| \geq 1/2,
\]
for example. To simplify, let \( \alpha = x^{1/3} > 0 \) and \( n = m^3 \), with \( m \in \mathbb{N} \). A classical theorem of Weyl says that for any polynomial \( P(X) \in \mathbb{R}[X] \) with at least one irrational coefficient other than the constant, the sequence \( (P(n))_{n \geq 0} \) is uniformly distributed mod 1. This theorem can be applied to \( P(X) = \frac{\sqrt{3}}{2} (3\alpha X^2 + \alpha^2 X) \): indeed, if \( \sqrt{3\alpha / \pi} \in \mathbb{Q}^* \), then \( \sqrt{3\alpha / \pi} \not\in \mathbb{Q} \). Since \( \cos \frac{\sqrt{3}}{2} (3\alpha m^2 + \alpha^2 m) = \cos(2\pi \{P(m)\}) \), the equidistribution of \( \{P(m)\} \) in \([0, 1]\) implies the density of \( \cos \frac{\sqrt{3}}{2} (3\alpha m^2 + \alpha^2 m) \) in \([-1, 1]\). This is more than what is needed to prove that (6.7) holds for infinitely many \( n \). Since along the subsequence of integers for which (6.7) holds, \( f_2(n, x) \) and \( f_3(n, x) \) are \( O(\|f_2(n, x) + f_3(n, x)\|) \), we obtain that
\[
(6.8) \quad \limsup_{n \to +\infty} |u_2(n, x) + u_3(n, x)| = +\infty.
\]
From (6.8), we now deduce that the property "\( r_2(x) = r_3(x) = 0 \)" is a consequence of "\( R_n(x) \to 0 \) as \( n \to +\infty \)". To show this fact, we first prove the following alternative expression for \( R_n(x) \), which is interesting in itself.

**Lemma 1.** For any \( x > 0 \), we have
\[
(6.9) \quad R_n(x) = \int_0^\infty \int_0^\infty \frac{t^n u^n e^{-t}}{(1 + v)^{n+1}(x + vt)^{n+1}} \, dt \, dv.
\]

**Remark 8.** By analytic continuation, (6.9) holds for any \( x \in \mathbb{C} \setminus (-\infty, 0] \).

To prove Lemma 1, we use the easily proved identity
\[
\log(x) - \log(t) = \int_0^t \frac{du}{u (1 + u)(x + ut)},
\]
that holds for any \( t > 0 \), any \( x \in \mathbb{C} \setminus (-\infty, 0] \) and with the principal branch of the log. Let \( L_n(t) = e^t (t^n e^{-t}(\alpha/n)! \cdot \, L_n(t))^{(\alpha/n)!} \cdot \, L_n(t) \). We have \( A_n(t) = e^t (t^n e^{-t}(\alpha/n)! \cdot \, L_n(t))^{(\alpha/n)!} \cdot \, L_n(t) \) and thus
\[
R_n(x) = \int_0^\infty \int_0^\infty \frac{A_n(t) e^{-t}}{(1 + u)^{n+1}(x + ut)^{n+1}} \, dt \, du = \int_0^\infty \int_0^\infty \frac{u^n t^n L_n(t) e^{-t}}{(1 + u)^{n+1}(x + ut)^{n+1}} \, dt \, du,
\]
where we have integrated \( n \) times by parts with respect to \( t \) and where the interchange of integrals is justified by Fubini’s theorem. We now make the change of variable \( u \to v \) defined by \( u = x/(tv) \) and obtain that
\[
R_n(x) = \int_0^\infty \int_0^\infty \frac{L_n(t) e^{-t}}{(1 + v)^{n+1}(x + vt)^{n+1}} \, dt \, dv = \int_0^\infty \int_0^\infty \frac{v^n t^n e^{-t}}{(1 + v)^{n+1}(x + vt)^{n+1}} \, dt \, dv,
\]
where we have again integrated \( n \) times by parts with respect to \( t \). This is exactly (6.9).

We are now ready to prove that \( R_n(x) \to 0 \) as \( n \to +\infty \) for any \( x > 0 \). Indeed, in this case, we trivially have \( 0 \leq \frac{v^n t^n e^{-t}}{(x + vt)^{n+1}} \leq \frac{1}{x} \) for \( u, v \geq 0 \) and thus (for \( n \geq 1 \) to ensure convergence) we have
\[
|R_n(x)| \leq \frac{1}{x} \int_0^\infty \int_0^\infty \frac{e^{-t}}{(1 + v)^{n+1}} \, dt \, dv = \frac{1}{xn}.
\]

It remains to prove that \( r_j(x) \neq 0 \): if it were equal to 0, we would have \( R_n(x) = 0 \) for any \( n \geq 0 \). This is not the case because the integral representation (6.9) of
Proposition 14. We define the three determinants
\[ Q_n(z) = \begin{vmatrix} A_n(z) & B_n(z) \\ A_{n+1}(z) & B_{n+1}(z) \end{vmatrix} \in \mathbb{Q}[z], \quad P_n(z) = \begin{vmatrix} D_n(z) & A_n(z) \\ D_{n+1}(z) & A_{n+1}(z) \end{vmatrix} \in \mathbb{Q}[z] \]
and
\[ S_n(z) = \begin{vmatrix} A_n(z) & R_n(z) \\ A_{n+1}(z) & R_{n+1}(z) \end{vmatrix}. \]

(i) For any \( x > 0 \), we have \( S_n(x) = Q_n(x) (\ln(x) + \gamma) - P_n(x) \).

(ii) The sequences \( (P_n(z))_{n \geq 0}, (Q_n(z))_{n \geq 0}, (S_n(z))_{n \geq 0} \) all satisfy the recurrence
\[
(n + 3)^2(n + 4)^2(3z - 8n - 14)(3z - 8n - 22) U_{n+3} = -(24n^3 + 7zn^2 + 210n^2 - 62z^2 + 56zn + 600n + 96z - 15z^2 + 564)(n + 3)^2(3z - 8n - 14) U_{n+2} \\
+ (24n^3 - 57zn^2 + 162n^2 - 356n + 26z^2n - 258zn - 3z^3 - 285z + 59z^2 + 254) \\
\cdot (n + 2)^2(3z - 8n - 30) U_{n+1} \\
+ (n + 1)^2(n + 2)^2(3z - 8n - 22)(3z - 8n - 30) U_n.
\]

Proof. (i) We have
\[
S_n = \begin{vmatrix} A_n & R_n \\ A_{n+1} & R_{n+1} \end{vmatrix} = \begin{vmatrix} A_n & A_n \mathcal{E} + B_n \mathcal{G} + D_n \\ A_{n+1} & A_{n+1} \mathcal{E} + B_{n+1} \mathcal{G} + D_{n+1} \end{vmatrix} \\
= \begin{vmatrix} A_n & A_n \mathcal{E} + B_n \mathcal{G} + D_n \\ A_{n+1} & A_{n+1} \mathcal{E} + B_{n+1} \mathcal{G} + D_{n+1} \end{vmatrix} \\
= Q_n \mathcal{G} - P_n,
\]
as desired.

(ii) We apply Proposition 13 in the case \( d = 2 \), i.e., Eq. (5.3), to the recurrence (6.2). This works for \( n \) large enough. The remaining values of \( n \) are checked by a direct computation. \( \square \)

We have thus constructed rational “approximations” to \( \ln(x) + \gamma \). Of course, we have yet to prove that they are really approximations and we will study their properties in the rest of this section.
Proposition 15. For any \( z \in \mathbb{C}^* \), the recurrence (1.3) admits three formal solutions whose leading terms as \( n \to +\infty \) are:

\[
\begin{align*}
\tilde{f}_1(n, z) &= \exp\left(3z^{2/3}n^{2/3} - z^{2/3}n^{1/3}\right)\left(\frac{1}{n^2} + O\left(\frac{1}{n^3}\right)\right), \\
\tilde{f}_2(n, z) &= \exp\left(3e^{2i\pi/3}z^{2/3}n^{2/3} - e^{2i\pi/3}z^{2/3}n^{1/3}\right)\left(\frac{1}{n^2} + O\left(\frac{1}{n^3}\right)\right), \\
\tilde{f}_3(n, z) &= \exp\left(3e^{-2i\pi/3}z^{2/3}n^{2/3} - e^{2i\pi/3}z^{2/3}n^{1/3}\right)\left(\frac{1}{n^2} + O\left(\frac{1}{n^3}\right)\right).
\end{align*}
\]

Our next task is to use this proposition to find the asymptotic behavior of the sequences \((P_n(x))_{n \geq 0}, (Q_n(x))_{n \geq 0}\) and \((S_n(x))_{n \geq 0}\) for \( x > 0 \).

Proposition 16. For any real number \( x > 0 \), there exists two constants \( q(x) \neq 0 \) and \( s(x) \neq 0 \) such that

\[ |S_n(x)| \leq \frac{s(x)}{n^2} \exp\left(-\frac{3}{2}x^{1/3}n^{2/3} + \frac{1}{2}x^{2/3}n^{1/3}\right) \]

and

\[ Q_n(x) \sim \frac{q(x)}{n^2} \exp(3x^{1/3}n^{2/3} - x^{2/3}n^{1/3}) \]

as \( n \to +\infty \). Furthermore, for any \( x > 0 \), \( S_n(x) \neq 0 \) for infinitely many integers \( n \).

If \( x \neq e^{-\gamma} \), then \( P_n(x) \sim (\ln(x) + \gamma)Q_n(x) \) as \( n \to +\infty \). If \( x = e^{-\gamma} \), then \( P_n(x) = -S_n(x) \).

Proof. Let us fix a real number \( x > 0 \). We define two other sequences:

\[
M_n(x) = \begin{vmatrix}
B_n(x) & D_n(x) \\
B_{n+1}(x) & D_{n+1}(x)
\end{vmatrix} \quad \text{and} \quad T_n(x) = \begin{vmatrix}
R_n(x) & B_n(x) \\
R_{n+1}(x) & B_{n+1}(x)
\end{vmatrix}.
\]

Both are solutions of the recurrence (6.2) and a computation similar to the one in the proof of Proposition 14 shows that \( T_n(x) = Q_n(x)E(x) - M_n(x) \).

We will first prove that \((Q_n(x))_{n \geq 0}, (P_n(x))_{n \geq 0}\) and \((M_n(x))_{n \geq 0}\) form a basis over \( \mathbb{C} \) of the space of solutions of (6.2). It is enough to prove that, for any fixed \( x \), if \( n \) is large enough (with respect to \( x \)), then the determinant

\[
\Delta_n(x) = \begin{vmatrix}
Q_n(x) & Q_{n+1}(x) & Q_{n+2}(x) \\
P_n(x) & P_{n+1}(x) & P_{n+2}(x) \\
M_n(x) & M_{n+1}(x) & M_{n+2}(x)
\end{vmatrix}
\]

is not zero. Using the recurrence (1.3) in the last column of \( \Delta_n(x) \), we find that, for any \( n \geq 1 \),

\[
\Delta_n(x) = \frac{n^2(n+1)^2(3x-8n-22)}{(n+2)^2(n+3)^2(3x-8n-6)} \Delta_{n-1}(x)
\]
and hence (after iteration and simplification)
\[
\Delta_n(x) = \Delta_0(x) \prod_{j=0}^{n-1} \frac{(n-j)^2(n-j+1)^2(3x-8(n-j)-22)}{(n-j+2)^2(n-j+3)^2(3x-8(n-j)-6)}
\]
\[
= \Delta_0(x) \frac{144(3x-8n-22)(3x-8n-14)}{(3x-22)(3x-14)(n+1)^2(n+2)^4(n+3)^2}.
\]
The determinant \(\Delta_0(x)\) is easily computed using, amongst others, \(A_0(x) = D_1(x) = 1, B_0(x) = D_0(x) = 0:\) \(\Delta_0(x) = \frac{144(3x-14)(3x-22)}{(3x-22)(3x-14)(n+1)^2(n+2)^4(n+3)^2}\). Finally, we obtain
\[
\Delta_n(x) = \frac{(3x-8n-22)(3x-8n-14)}{(n+1)^2(n+2)^4(n+3)^2},
\]
which is not equal to 0 for \(n > (3x-14)/8\). (This expression is not a surprise because \(\Delta_n(x)\) is a polynomial in \(x\).)

We observe that, for \(x > 0\), Proposition 15 shows that the only formal solution of the recurrence (13) that tends to infinity is equivalent to \(f_1(n,x)\). Therefore, since the sequences \(Q_n(x), P_n(x)\) and \(M_n(x)\) are independent, at least one of them must be equivalent to \(f_1(n,x)\) (up to some non-zero constant), in accordance with the Birkhoff–Trjitzinsky theory recalled in Proposition 8.

Let us assume that \(Q_n f_1(x)\) is not equivalent to \(c_0(x) f_1(n,x)\): it must then tend to 0 as \(n \to +\infty\). By Propositions 12 and 13, the determinants \(S_n(x)\) and \(T_n(x)\) are trivially bounded in modulus by
\[
2 \frac{a(x)}{n+1} e^{\frac{\pi}{2} x^{1/3}(n+1)^{2/3} - \frac{1}{2} x^{2/3}(n+1)^{1/3}} \frac{|r(x)|}{n} e^{\frac{\pi}{2} x^{1/3} n^{2/3} + x^{2/3} n^{1/3}} \leq c_1(x) e^{-c_2(x) n^{2/3}},
\]
for some constants \(c_1(x) > 0, c_2(x) > 0\) and \(n\) large enough; hence both determinants tend to 0 as \(n \to +\infty\). Since \(P_n(x) = Q_n(x)(\ln(x) + \gamma) - S_n(x)\) and \(M_n(x) = Q_n(x) E(x) - T_n(x)\), we deduce that \(P_n(x)\) and \(M_n(x)\) also both tend to 0 as \(n \to +\infty\). However, this contradicts what we said in the previous paragraph. Thus the asymptotic behavior of \(Q_n(x)\) is given by \(f_1(n,x)\).

If \(x \neq e^{-\gamma}\), then \(\ln(x) + \gamma \neq 0\) and therefore the equation \(P_n(x) = Q_n(x)(\ln(x) + \gamma) - S_n(x)\) shows that \(P_n(x)\) behaves like \(Q_n(x)\). However, if \(x = e^{-\gamma}\), then \(P_n(x) = -S_n(x)\).

Moreover, the function \((\ln(x) - \ln(t))/(x-t)\) is positive for any \(t,x > 0\); thus \(E(x) > 0\) for any \(x > 0\). It follows that \(M_n(x) \sim Q_n(x) E(x)\) as \(n \to +\infty\).

It remains to find an asymptotic bound for \(S_n(x)\). We know that there exist three constants \(s_1(x), s_2(x), s_3(x)\) such that
\[
S_n(x) \sim s_1(x) f_1(n,x) + s_2(x) f_2(n,x) + s_3(x) f_3(n,x),
\]
where one must be careful with the meaning of the equivalence symbol when \(s_2(x) = s_3(x)\) for the same reasons as those in the proof of Proposition 13. We proved above that \(S_n(x) \to 0\); thus necessarily \(s_1(x) = 0\). Furthermore, \(S_n(x)\) is real for \(x\) real; thus \(s_2(x) = s_3(x)\) and therefore we only obtain an upper bound:
\[
S_n(x) \leq \frac{|s_2(x)|}{n^2} \exp\left(-\frac{3}{2} x^{1/3} n^{2/3} + \frac{1}{2} x^{2/3} n^{1/3}\right)
\]
\[
\times \left|\cos \frac{\sqrt{3}}{2} \left(3x^{1/3} n^{2/3} + x^{2/3} n^{1/3}\right) + O\left(\frac{1}{n}\right)\right|.
\]
Of course, this is more precise than the claim made in the statement of Proposition 10. The value of the cosine can be small because its image is dense in $[-1, 1]$ as $n \to +\infty$ as shown during the proof of Proposition 13, where the same cosine occurred. It is therefore difficult to say something better than that.

Furthermore, we cannot have $S_n(x) = 0$ for all $n \gg x$. Indeed, since $S_n(x) = Q_n(x)(\ln(x) + \gamma) - P_n(x)$ and $\ln(x) + \gamma$ is an irrational function, we would deduce that $Q_n(x)$ and $P_n(x)$ are identically 0 for $n \gg x$ and therefore that $\Delta_n(x) = 0$ for $n \gg x$. But we have shown above that this not the case. Hence, in particular, $s_2(x) \neq 0$.

7.3. Coefficients and degrees of $P_n(z)$ and $Q_n(z)$. In this section, we prove the following result.

Proposition 17. The coefficients of the polynomials $(n + 1)!^2 P_n(z)$ and $(n + 1)!^2 Q_n(z)$ are integers and their degrees are at most $n + 1$.

Proof. We define a sequence $v_n(z) = (n + 1)!^2 u_n(z)$, where $u_n$ denotes either $P_n$ or $Q_n$. The sequence $(v_n(z))_{n \geq 0}$ satisfies the recurrence

$$(7.2) \quad (3z - 8n - 14)(3z - 8n - 22)v_{n+3}(z) = \alpha_n(z)v_{n+2}(z) + \beta_n(z)(n + 2)^2 v_{n+1}(z) + \delta_n(z)(n + 1)^2(n + 2)^2 v_n(z),$$

where $\alpha_n(z) = (3z - 8n - 22)(3z - 8n - 30)$ and

$$\alpha_n(z) = -(24n^3 + 7zn^2 + 210n^2 - 6z^2 n + 56zn + 600n + 96z - 15z^2 + 564)(3z - 8n - 14),$$

$$\beta_n(z) = (24n^3 - 57zn^2 + 162n^2 + 356n + 26z^2 n - 258zn - 3z^2 - 285z + 59z^2 + 254)(3z - 8n - 30).$$

We will prove by induction on $n \geq 0$ that $v_n(z) \in \mathbb{Z}[z]$. This is true for $n = 0, 1, 2$. Assume this is true up to $n + 2$. The above recurrence then shows that $(3z - 8n - 14)(3z - 8n - 22)v_{n+3}(z) \in \mathbb{Z}[z]$. We now distinguish three cases.

- $n \equiv 0 \mod 3$. By Gauss’ lemma, there exists $r = a/b \in \mathbb{Q}$, with $(a, b) = 1$, such that $rv_{n+3}(z) \in \mathbb{Z}[z]$ and $\frac{1}{2}(3z - 8n - 14)(3z - 8n - 22) \in \mathbb{Z}[z]$. This latter property implies that $a$ divides 3 because $8n + 14$ and $8n + 22$ don’t belong to the same congruence class mod 3. But the condition $n \equiv 0 \mod 3$ implies that $a = \pm 1$ because $(8n + 14)(8n + 22) \neq 0 \mod 3$. Hence $v_{n+3}(z) \in \mathbb{Z}[z]$.

- $n \equiv 2 \mod 3$. We have $(3z - 8n - 14) = 3(z - d)$ with $d \in \mathbb{Z}$. But $\alpha(z) \in 3\mathbb{Z}[z]$, $\beta(z) \in 3\mathbb{Z}[z]$ and $n + 1 \equiv 0 \mod 3$; hence the right hand side of $(7.2)$ belongs to $3\mathbb{Z}[z]$. Dividing both sides of $(7.2)$ by 3, we obtain that $(z - d)(3z - 8n - 22)v_{n+3}(z) \in \mathbb{Z}[z]$. As above, Gauss’ lemma implies that $v_{n+3}(z) \in \mathbb{Z}[z]$ because $8n + 22 \neq 0 \mod 3$.

- $n \equiv 1 \mod 3$. We have $(3z - 8n - 22) = 3(z - f)$ with $f \in \mathbb{Z}$. But again $\alpha(z) \in 3\mathbb{Z}[z]$ and $n + 2 \equiv 0 \mod 3$; hence the right hand side of $(7.2)$ belongs to $3\mathbb{Z}[z]$. Dividing both sides of $(7.2)$ by 3, we obtain that $(z - f)(3z - 8n - 14)v_{n+3}(z) \in \mathbb{Z}[z]$. Again, Gauss’ lemma implies that $v_{n+3}(z) \in \mathbb{Z}[z]$ because $8n + 14 \neq 0 \mod 3$.

Thus in all cases, $v_{n+3}(z) \in \mathbb{Z}[z]$. This concludes the proof of the induction.

For the value of the degree, we again proceed by induction on $n$. The initial values $v_0, v_1, v_2$ are of the expected degrees. Let us assume that the degree of $v_k$ is $\leq k + 1$
for any \( k \leq n + 2 \). Then the degree of the right hand side of the above recurrence is clearly at most \( n + 6 \). The left hand side \((3z - 8n - 14)(3z - 8n - 22)v_{n+3}(z)\) thus has degree at most \( n + 6 \) and this finishes the induction.

\[ \square \]

7.4. **Proof of Theorem 1.** We only have to collect together the various bits contained in the propositions proved above, with one change: to get the recurrence (8.1) in the introduction from the recurrence (7.1) above, we change \( U_n \) to \((n + 1)^2U_n\) and accordingly \( P_n, Q_n \) above to \((n + 1)^2P_n, (n + 1)^2Q_n\). Some squares then disappear and the recurrence (7.1) takes the simpler form (1.3). With those notational changes, Point (i) of Theorem 1 is the content of Proposition 17 proved in the previous section and point (ii) is a consequence of Propositions 14 and 16.

8. **Study of the Padé approximants in the case \( s = 3 \)**

The method used in the previous sections can be generalised to provide (presumably) good rational approximations to \( \Gamma''(1) \). However, as we shall see, this is not as simple as it seems.

8.1. **Linear recurrence in the case \( s = 3 \).** It would be possible to proceed as in Section 6.2 where we first got the recurrence satisfied by the sequence \((A_{2,n}(z))_{n \geq 0}\) and then showed that it was also satisfied by \((R_{j,2,n}(z))_{n \geq 0}, j = 1, 2\). However, this requires using the package MultInt for a triple integral representation of \( A_{3,n}(z) \), which is not guaranteed to work in a reasonable time. Another approach is to carefully apply Zeilberger’s program Ekhad [20] to the asymptotic expansion of \( R_{1,3,n}(z) \) obtained in Proposition 4 which has the advantage of being a single sum.

**Proposition 18.** The seven sequences \((A_{3,n}(z))_{n \geq 0}, (B_{j,3,n}(z))_{n \geq 0}\) and \((R_{j,3,n}(z))_{n \geq 0}, j = 1, 2, 3\), are solutions of a fourth order recurrence of the form

\[
\alpha_n(z)u_{n+4} = \beta_n(z)u_{n+3} + \gamma_n(z)u_{n+2} + \delta_n(z)u_{n+1} + \kappa_n(z)u_n,
\]

where \( \alpha_n, \beta_n, \gamma_n, \delta_n, \kappa_n \) are polynomials in \( \mathbb{Z}[n, z] \) of degree 8 in \( n \) and of respective degrees 3, 6, 5, 4 and 3 in \( z \).

**Remark 10.** The explicit expressions for the polynomial coefficients of the recurrence are huge and we prefer to give them only in the case \( z = 1 \) (see Section 8.2). They can be found automatically by the procedure we will use during the proof.

**Proof.** Set \( F(n, k) = \frac{1}{z^k} \frac{(k - n)^3}{n!^3} \Gamma(k) \), which is the term in the asymptotic expansion of \( R_{1,3,n}(z) \). We note that \( F(n, k) = 0 \) for \( k = 1, \ldots, n \).

The program Ekhad shows quickly that

\[
\alpha_n(z)F(n + 4, k) - \beta_n(z)F(n + 3, k) - \gamma_n(z)F(n + 2, k) - \delta_n(z)F_0(n + 1, k, t) - \kappa_n(z)F(n, k) = G(n, k, z) - G(n, k + 1, z)
\]

for some polynomials \( \alpha_n(z), \beta_n(z), \gamma_n(z), \delta_n(z), \kappa_n(z) \) which are as described by the proposition and where \( G(n, k, z) \in \mathbb{Q}(n, k, z) \) is of degree \(-k + 5\) in \( z \), is defined for any \( z \in \mathbb{C}^* \), \( n \geq 0 \), \( k \geq 0 \) and has \((k - n - 1)\) as a factor. This last fact means that \( G(n, n + 1, z) = 0 \) for any \( n \geq 0 \).
We now sum both sides of (8.2) from $k = n + 1$ to $k = N$ and get

$$
\alpha_n(z) \sum_{k=n+1}^{N} F(n + 4, k) - \beta_n(z) \sum_{k=n+1}^{N} F(n + 3, k) - \gamma_n(z) \sum_{k=n+1}^{N} F(n + 2, k) - \delta_n(z) \sum_{k=n+1}^{N} F(n + 1, k) - \kappa_n(z) \sum_{k=n+1}^{N} F(n, k) = \sum_{k=n+1}^{N} (G(n, k, z) - G(n, k + 1, z))
$$

$$
= G(n, n + 1, z) - G(n, N + 1, z) = -G(n, N + 1, z) = O\left(\frac{1}{z^{N+1}}\right).
$$

Since $N$ can be arbitrarily large, the above equation means that the asymptotic expansion at $z = \infty$ of

$$
J_n(z) = \alpha_n(z)R_{1,3,n+4}(z) - \beta_n(z)R_{1,3,n+3}(z) - \gamma_n(z)R_{1,3,n+2}(z) - \delta_n(z)R_{1,3,n+1}(z) - \kappa_n(z)R_{1,3,n}(z)
$$

is the zero expansion. In other words, for any $k \geq 0$, we have $z^k J_n(z) = O(1)$ as $z \to +\infty$. But by Proposition \[\[ we have

$$
R_{1,3,n+m}(z) \sim (-1)^m \frac{(n + m)!}{2^{n+m+1}} \quad \text{as} \quad z \to \infty
$$

for any $m = 0, \ldots, 4$; hence if $J_n(z)$ is not identically 0, then we must have

$$
\lim_{z \to \infty} |z^k J_n(z)| = +\infty \quad \text{for some integer} \quad k \geq 0.
$$

This contradicts what was found above and thus we have $J_n(z) = 0$ for any $z \in \mathbb{C} \setminus [0, +\infty)$.

To show that $(A_{3,n}(z))_{n \geq 0}$ satisfy the same recurrence, at least for $n$ large enough, we apply Proposition \[\[ (ii): this can be done because $E_{13}(z) \notin \mathbb{C}(z)$ (see the end of Section \[\]). Then, we apply (i) of the same proposition to prove that $(R_{1,3,n}(z))_{n \geq 0}$ for $j = 2, 3$ are also solutions. Finally, it follows that $(B_{j,3,n}(z))_{n \geq 0}$, $j = 1, 2, 3$ are solutions by linearity, at least for $n$ large enough. That the recurrence still holds for the small values of $n$ can be checked by direct computation. \(\square\)

### 8.2. Behavior of the solutions of recurrence \(\[\], case $z = 1$. The recurrence \(\[\) for $z = 1$ in Proposition \[\] is

$$
(n + 3)(n + 4)^3(729n^4 + 5994n^3 + 18297n^2 + 24592n + 12290)U_{n+4} = -(n + 3)(2916n^7 + 32724n^6 + 99756n^5 - 203447n^4 - 2028202n^3 - 5195409n^2 - 5211714n - 2629472)U_{n+3} - (4374n^8 + 123444n^7 + 1407402n^6 + 8701584n^5 + 32515448n^4 + 74773104n^3 + 105325246n^2 + 82984580n + 28063902)U_{n+2} - (n + 2)(2916n^7 + 46575n^6 + 308088n^5 + 1088368n^4 + 2203128n^3 + 2534133n^2 + 1515768n + 355944)U_{n+1} - (n + 2)(n + 1)^3(729n^4 + 8910n^3 + 40653n^2 + 82084n + 61902)U_n.
$$

The Birkhoff–Trjitzinsky theory enables us to obtain the asymptotic behavior of its solutions.
Proposition 19. The recurrence \( f(n) \) admits four formal solutions whose leading terms as \( n \to +\infty \) are:

\[
g_1(n) = \exp(4e^{2\pi i/4}n^{3/4} + 3/2e^{3\pi i/4}n^{1/2} + 5/8e^{3\pi i/4}n^{1/4}) \left( \frac{(-1)^n}{n^{3/2}} + O\left( \frac{1}{n^{5/2}} \right) \right),
\]

\[
g_2(n) = \exp(4e^{-i\pi/4}n^{3/4} + 3/2e^{-i\pi/2}n^{1/2} + 5/8e^{-i\pi/4}n^{1/4}) \left( \frac{(-1)^n}{n^{3/2}} + O\left( \frac{1}{n^{5/2}} \right) \right),
\]

\[
g_3(n) = \exp(4e^{3\pi i/4}n^{3/4} + 3/2e^{i\pi/2}n^{1/2} + 5/8e^{i\pi/4}n^{1/4}) \left( \frac{(-1)^n}{n^{3/2}} + O\left( \frac{1}{n^{5/2}} \right) \right),
\]

\[
g_4(n) = \exp(4e^{-3i\pi/4}n^{3/4} + 3/2e^{-i\pi/2}n^{1/2} + 5/8e^{-i\pi/4}n^{1/4}) \left( \frac{(-1)^n}{n^{3/2}} + O\left( \frac{1}{n^{5/2}} \right) \right).
\]

From this result, we obtain upper bounds for the growth of the solutions of \( f(n) \).

Proposition 20. All solutions of \( f(n) \) are bounded in modulus by (a constant times)

\[
\frac{1}{n^{3/2}} \exp \left( 2\sqrt{2}n^{3/4} - 5\sqrt{2}/16n^{1/4} \right)
\]

and we also have

\[
\max |R_{2,3,n}(1)|, |R_{3,3,n}(1)| \ll \frac{1}{n^{3/2}} \exp \left( -2\sqrt{2}n^{3/4} + 5\sqrt{2}/16n^{1/4} \right).
\]

Proof. Proposition 19 shows that any solution grows at most like

\[
|g_1(n)| = \frac{1}{n^{3/2}} \exp \left( 2\sqrt{2}n^{3/4} - 5\sqrt{2}/16n^{1/4} \right)
\]
as \( n \to +\infty \).

It is more difficult to find the exact behavior of a given sequence. We will prove below that \( |R_{2,3,n}(1)| \) and \( |R_{3,3,n}(1)| \) are bounded. Hence, they are automatically bounded by a constant times \( \frac{1}{n^{3/2}} \exp \left( -2\sqrt{2}n^{3/4} + (5\sqrt{2}/16)n^{1/4} \right) \).

An exact analogue of Lemma 11 for \( |R_{2,3,n}(1)| \) and/or \( |R_{3,3,n}(1)| \) is unknown, but we will use the same kind of idea. We start with the following identity: for any integer \( s \geq 1 \), we have

\[
\int_0^\infty \frac{\log(u)^{s-1}}{(1+u)(t+u)} \, du = \frac{\log(t)^s}{t-1}.
\]

Hence,

\[
R_{2,3,n}(1) = \int_0^\infty \frac{1}{1+u} \int_0^\infty \frac{A_{3,n}(t)}{t+u} e^{-t} \, dt \, du = \int_0^\infty \frac{R_{1,3,n}(-u)}{1+u} \, du,
\]

\[
R_{3,3,n}(1) = \int_0^\infty \log(u) \int_0^\infty \frac{A_{3,n}(t)}{t+u} e^{-t} \, dt \, du = \int_0^\infty \log(u) \frac{R_{1,3,n}(-u)}{1+u} \, du.
\]

(The interchange of the double integrals is justified by Fubini’s theorem because both are absolutely convergent.)

By repeated integrations by parts, we get

\[
R_{1,3,n}(-u) = \int_0^\infty t^n e^{-t} \Phi_n(t, u) \, dt
\]
for any \( u > 0 \), where

\[
\Phi_n(t, u) = \frac{1}{n!^2} \frac{d^n}{dt^n} \left( t^n \frac{d^n}{dt^n} \left( \frac{t^n}{(t+u)^{n+1}} \right) \right).
\]
Cauchy’s theorem yields
\[ \Phi_n(t, u) = \frac{1}{(2\pi i)^2} \int_{C_0 \times \tilde{C}_0} \frac{(z + w + t)^n(w + t)^n}{(z + w + t + u)^{n+1}} \, dz \, dw, \]
where \( C_0 \) and \( \tilde{C}_0 \) are circles centered at 0 such that \( C_0 \times \tilde{C}_0 \) does not meet \( \{ (z, w) \in \mathbb{C} \times \mathbb{C} : z + w = -t - u \} \). Using the saddle point method, we get the estimate
\[ \Phi_n(t, u) \sim \frac{c_0}{u^{1/3}n} \left( \frac{|1^{1/3} + u^{1/3}|^5}{|1^{1/3} + e^{\pi i/3}u^{1/3}|^{3n+6}} + \frac{|1^{1/3} - e^{\pi i/3}u^{1/3}|^5}{|1^{1/3} - e^{\pi i/3}u^{1/3}|^{3n+6}} + \frac{|1^{1/3} - e^{-\pi i/3}u^{1/3}|^5}{|1^{1/3} - e^{-\pi i/3}u^{1/3}|^{3n+6}} \right) \]
as \( n \to +\infty \), where the constant \( c_0 \) is independent of \( n, t, u \). (We skip the technical details of this computation.) We observe that for any \( t \geq 0, u \geq 0 \), the moduli of the three functions
\[ \frac{t^n}{|1^{1/3} + u^{1/3}|^{3n}}, \quad \frac{t^n}{|1^{1/3} - e^{\pi i/3}u^{1/3}|^{3n}}, \quad \frac{t^n}{|1^{1/3} - e^{-\pi i/3}u^{1/3}|^{3n}} \]
are bounded by an absolute constant \( c_1 \) independent of \( n \).

Remembering the expressions \([8,4]\), it follows that there exists an absolute constant \( c_0 > 0 \) independent of \( n \) such that, for \( j = 1, 2 \),
\[ |R_{j+1,3,n}(1)| \leq c_0 \int_0^\infty \int_0^\infty \frac{e^{-1} \ln(u)u^{-1}}{(1 + u)^{1/3}} \left( \frac{1}{|1^{1/3} + u^{1/3}|^{3n}} + \frac{1}{|1^{1/3} - e^{\pi i/3}u^{1/3}|^{3n}} \right) \, dt \, du. \]
Since the integral on the right hand sides converges, we have proved that \((R_{2,3,n}(1))_{n \geq 0}\) and \((R_{3,3,n}(1))_{n \geq 0}\) are bounded sequences. \(\square\)

9. **Rational approximations for \( \Gamma''(1) - 2\Gamma'(1)^2 \)**

To construct rational “approximations” of \( \Gamma''(1) = \zeta(2) + \gamma^2 \), we set \( s = 3 \) and \( z = 1 \) in the Padé approximants studied in Sections [14,9] and [8,4]. We showed that \( R_{j,3,n}(z) = A_{3,n}(z)E_j(z) + B_{j,3,n}(z) \) and \( B_{j,3,n}(z) = \sum_{k=1}^{n+1} (j^{-1}_{k-1}) \Gamma(j-k)(1)B_{k,3,n}(z) \) for some polynomial \( B_{j,3,n}(z) \), \( j = 1, 2, 3 \), which clearly all satisfy the recurrence \([8,4]\). When \( z = 1 \) and \( j = 2, 3 \), we obtain that
\[ R_{3,3,n}(1) = A_{3,n}(1)E_2(1) + \tilde{B}_{1,3,n}(1)\Gamma''(1) + 2\tilde{B}_{2,3,n}(1)\Gamma'(1) + \tilde{B}_{3,3,n}(1), \]
\[ R_{2,3,n}(1) = A_{3,n}(1)E_2(1) + \tilde{B}_{1,3,n}(1)\Gamma'(1) + \tilde{B}_{2,3,n}(1). \]

By the method used in the proof of Proposition [9], it is not difficult to provide explicit expressions for the polynomials \( A_{3,n}(z) \) and \( \tilde{B}_{j,3,n}(z) \), \( j = 1, 2, 3 \).

**Proposition 21.** Let
\[ b_{k,n} = \frac{(-1)^k}{k!} \sum_{j=0}^{k} \sum_{\ell=0}^{j} \binom{n}{k-j} \binom{n+j}{n} \binom{n}{\ell} \binom{n}{j-\ell} \binom{n+\ell}{n+\ell}. \]
Then we have
\[ A_{3,n}(z) = \sum_{k=0}^{3n} b_{k,n} z^k, \quad \tilde{B}_{1,3,n}(z) = \sum_{k=0}^{3n} b_{k,n} j! z^{k-1-j}, \]
\[ \tilde{B}_{2,3,n}(z) = \sum_{k=0}^{3n} b_{k,n} z^k \sum_{j=0}^{k-1} j! H_j z^{k-1-j}, \quad \tilde{B}_{3,3,n}(z) = \sum_{k=0}^{3n} b_{k,n} j! H_j^{[2]} z^{k-1-j}. \]

The degree of the polynomials is at most 3n and the four polynomials belong to \( \frac{1}{(3n)!} \mathbb{Z}[z] \).

These explicit expressions can be used to compute the approximations we will construct in the next sections and which are at the heart of Theorem 2. The last assertion, which is probably not optimal, is a consequence of the fact that \( (3n)! b_{k,n}, j! H_j \) and \( j! H_j^{[2]} \) are integers.

### 9.1. Determinants related to \( \zeta(2) - \gamma^2 \) and \( \gamma \)

It is possible to cancel out \( \mathcal{E}_3(1) \) and \( \Gamma'(1) \) by considering determinants based on \( R_{3,3,n}(1) \), \( R_{3,3,n+1}(1) \) and \( R_{3,3,n+2}(1) \). More precisely, the method used in the proof of Proposition 14 shows that

\[
\begin{vmatrix}
A_{3,n} & \tilde{B}_{2,3,n} & R_{3,n} \\
A_{3,n+1} & \tilde{B}_{2,3,n+1} & R_{3,n+1} \\
A_{3,n+2} & \tilde{B}_{2,3,n+2} & R_{3,n+2} \\
\end{vmatrix}
\begin{vmatrix}
\tilde{B}_{1,3,n} \\
\tilde{B}_{1,3,n+1} \\
\tilde{B}_{1,3,n+2} \\
\end{vmatrix}

= \begin{vmatrix}
A_{3,n} & \tilde{B}_{3,3,n} & \tilde{B}_{2,3,n} \\
A_{3,n+1} & \tilde{B}_{3,3,n+1} & \tilde{B}_{2,3,n+1} \\
A_{3,n+2} & \tilde{B}_{3,3,n+2} & \tilde{B}_{2,3,n+2} \\
\end{vmatrix}
\begin{vmatrix}
\Gamma''(1) \\
\Gamma''(1) \\
\Gamma''(1) \\
\end{vmatrix}

(We removed the argument \( z = 1 \) for better readability.) Unfortunately, this sequence of linear forms in \( \mathbb{Q}\Gamma''(1) + \mathbb{Q} \) does not seem to tend to 0 as \( n \to +\infty \) and, more surprisingly, the quotient of the two determinants on the right hand side does not seem to tend to \( \Gamma''(1) \).

Another possibility is to work with \( R_{2,3,n}(1) \) and \( R_{2,3,n}(1) \) simultaneously. This idea leads to the construction of \( 2 \times 2 \) determinants that will enable us to approximate \( \Gamma''(1) - 2\Gamma'(1)^2 \). For simplicity, we set \( R_n = R_{3,3,n}(1) - 2\Gamma'(1)R_{2,3,n}(1) \), \( A_n = A_{3,n}(1) \), \( B_n = \tilde{B}_{1,3,n}(1) \), \( C_n = \tilde{B}_{2,3,n}(1) \) and \( D_n = \tilde{B}_{3,3,n}(1) \).

The linear combination \( R_n - 2\Gamma'(1)^2 \) reads

\[
R_n = A_n (\mathcal{E}_3(1) - 2\Gamma'(1)\mathcal{E}_2(1)) + B_n (\Gamma''(1) - 2\Gamma'(1)^2) + D_n,
\]

and the determinant \( \rho_n = \begin{vmatrix} R_n & A_n \\ R_n+1 & A_{n+1} \end{vmatrix} \) is such that \( \rho_n = q_n (\Gamma''(1) - 2\Gamma'(1)^2) - p_n \in \mathbb{Q}(\zeta(2) - \gamma^2) + \mathbb{Q} \), where \( q_n = \begin{vmatrix} B_n & A_n \\ B_{n+1} & A_{n+1} \end{vmatrix} \) and \( p_n = \begin{vmatrix} A_n & D_n \\ A_{n+1} & D_{n+1} \end{vmatrix} \).

Similarly, set \( \tilde{\rho}_n = \begin{vmatrix} R_{2,3,n} & A_n \\ R_{2,3,n+1} & A_{n+1} \end{vmatrix} \). Then, from \( R_2(2) \), we deduce that \( \tilde{\rho}_n = q_n \Gamma'(1) + \tilde{p}_n = -q_n \gamma + \tilde{p}_n \in \mathbb{Q}\gamma + \mathbb{Q} \), where \( \tilde{p}_n = \begin{vmatrix} C_n & A_n \\ C_{n+1} & A_{n+1} \end{vmatrix} \).

Hence, we have constructed simultaneous rational “approximations” to the numbers \( \zeta(2) - \gamma^2 \) and \( \gamma \) with common denominator \( q_n \). It remains to prove that they are really approximations and to find the rate of convergence towards these numbers.
9.2. Linear recurrence for $\zeta(2) - \gamma^2$ and $\gamma$. To find the recurrence satisfied by the sequences defined in the previous section, we can apply Proposition 5.5 to the recurrence $\mathcal{R}$ written as $U_{n+4} = s_n U_{n+3} + p_n U_{n+2} + q_n U_{n+1} + r_n U_n$.

**Proposition 22.** The sequences $(p_n)_{n \geq 0}$, $(\hat{p}_n)_{n \geq 0}$, $(q_n)_{n \geq 0}$, $(\rho_n)_{n \geq 0}$ and $(\hat{\rho}_n)_{n \geq 0}$ satisfy a linear recurrence $\mathcal{R}$: $\sum_{j=0}^{6} \alpha_j(n) U_{n+j} = 0$ of order 6, where the $\alpha_j(n)$ are polynomials of degree 28 with integer coefficients.

Furthermore, $(3n+3)!/(3n)!p_n$, $(3n+3)!/(3n)!q_n$ and $(3n+3)!/(3n)!\rho_n$ are integers.

The coefficients of the recurrence $\mathcal{R}$ are huge and are given in the Annex to this paper. We will use in the next section the fact that $\alpha_0(n) = (n+7)^3(n+6)^4(n+5)^2g(n)$ and $\alpha_0(n) = (n+3)^2(n+2)^4(n+1)^3g(n-1)$ for some polynomial $g(n)$ also given explicitly in the Annex.

The integrality assertion follows from Proposition 21.

9.3. Asymptotic behavior of the solutions of $\mathcal{R}$. In spite of the complicated form of its coefficients, it is not difficult to study $\mathcal{R}$ on a computer. In particular, Birkhoff–Trjitzinsky theory provides the asymptotic behavior of its solutions.

**Proposition 23.** The recurrence $\mathcal{R}$ admits six formal solutions whose leading terms as $n \to +\infty$ are

\[
\begin{align*}
\tilde{g}_1(n) &= \exp(4\sqrt{2}n^{3/4} - 5\sqrt{2}/8n^{1/4}) \left( \frac{1}{n^{27/8}} + O\left( \frac{1}{n^{35/8}} \right) \right), \\
\tilde{g}_2(n) &= \exp(-4\sqrt{2}n^{3/4} + 5\sqrt{2}/8n^{1/4}) \left( \frac{1}{n^{27/8}} + O\left( \frac{1}{n^{35/8}} \right) \right), \\
\tilde{g}_3(n) &= \exp(4\sqrt{2}in^{3/4} + 5\sqrt{2}/8in^{1/4}) \left( \frac{1}{n^{27/8}} + O\left( \frac{1}{n^{35/8}} \right) \right), \\
\tilde{g}_4(n) &= \exp(-4\sqrt{2}in^{3/4} - 5\sqrt{2}/8in^{1/4}) \left( \frac{1}{n^{27/8}} + O\left( \frac{1}{n^{35/8}} \right) \right), \\
\tilde{g}_5(n) &= \exp(i3n^{1/2}) \left( \frac{1}{n^{11/4}} + O\left( \frac{1}{n^{15/4}} \right) \right), \\
\tilde{g}_6(n) &= \exp(-i3n^{1/2}) \left( \frac{1}{n^{11/4}} + O\left( \frac{1}{n^{15/4}} \right) \right).
\end{align*}
\]

We remark that one solution tends to infinity, one solution tends to 0 quickly whereas the last four decrease slowly to 0.

It is not easy to find precisely the behavior of the sequences we are interested in, but we can at least prove the following bounds.

**Proposition 24.** There exist two constants $c_0 > 0$ and $c_1 \neq 0$ such that

$$|\rho_n| \leq \frac{c_0}{n^{27/8}}, \quad |\hat{\rho}_n| \leq \frac{c_0}{n^{27/8}}, \quad q_n \sim \frac{c_1}{n^{27/8}} \exp(4\sqrt{2}n^{3/4} - 5\sqrt{2}/8n^{1/4}).$$

**Remark 11.** We did not try to find an equivalence for $\rho_n$ and $\hat{\rho}_n$, but, numerically, both do not seem to decrease like $\tilde{g}_2(n)$.

**Proof.** By Proposition 20 we know that $|\rho_n| \ll n^{-3}$ and $|\hat{\rho}_n| \ll n^{-3}$. Hence $\rho_n$ and $\hat{\rho}_n$ tend to 0 at least like $|\tilde{g}_3(n)| = n^{-27/8}$.
The case of $q_n$ is more complicated. Let us define the determinant
\[ \tilde{\rho}_n = \begin{vmatrix} B_n & R_n \\ B_{n+1} & R_{n+1} \end{vmatrix} = -q_n \mathcal{E}_3(1) + u_n, \text{ where } u_n = \begin{vmatrix} B_n & D_n \\ B_{n+1} & D_{n+1} \end{vmatrix}. \]

We will prove below that the sequences $(q_n)_{n \geq 0}$, $(p_n)_{n \geq 0}$, $(\tilde{\rho}_n)_{n \geq 0}$ and $(u_n)_{n \geq 0}$ are linearly independent over $\mathbb{C}$. Assuming this, at least one of them must tend to infinity by the Birkhoff–Trjitzinsky theory. Furthermore, as for $p_n$ and $\tilde{\rho}_n$, it is clear that $\tilde{\rho}_n$ tends to 0; hence, if $q_n$ tends to 0, this is also the case of $p_n$, $\tilde{\rho}_n$ and $u_n$, which is a contradiction.

Therefore, $(q_n)_{n \geq 0}$ tends to infinity with $n$ and the only possibility is that it increases like $\tilde{g}_1(n)$; i.e., there exists a constant $c_1 \neq 0$ such that
\[ q_n \sim \frac{c_1}{n^{27/8}} \exp(4\sqrt{2}n^{3/4} - 5\sqrt{2}/8n^{1/4}). \]

It remains to prove that the sequences $(q_n)_{n \geq 0}$, $(p_n)_{n \geq 0}$, $(\tilde{\rho}_n)_{n \geq 0}$ and $(u_n)_{n \geq 0}$ are independent. We will prove more. Let us introduce two further determinants:
\[ v_n = \begin{vmatrix} B_n & C_n \\ B_{n+1} & C_{n+1} \end{vmatrix}, \quad w_n = \begin{vmatrix} C_n & D_n \\ C_{n+1} & D_{n+1} \end{vmatrix}. \]

The six determinants $p_n$, $q_n$, $\tilde{\rho}_n$, $u_n$, $v_n$, $w_n$ are solutions of the recurrence $\mathfrak{R}$, and we are going to show that they form a basis over $\mathbb{C}$ of its solutions. For this, it is enough to prove that the $6 \times 6$ determinant $\Phi_n$ whose lines are the vectors $(p_{n+j})_{j=0,\ldots,5}, (z_{n+j})_{j=0,\ldots,5}$ is non-zero for large $n$. But, we have that $\Phi_n = (-1)^{n-1} \tilde{\Phi} \times \prod_{k=1}^{n-1} p_k(k)$, where $p_0(n)$ and $p_0(n)$ are the “extremal” coefficients of $\mathfrak{R}$ explicitly given at the end of Section 9.2 in term of a polynomial $g$. We find that
\[ |\Phi_n| = \frac{2^{35}3^{16}5^{11}7^3 \cdot 542415636464476283}{(n+1)^3(n+2)^7(n+3)^9(n+4)^3(n+5)^6(n+6)^3g(n-1)} |\Phi_1| \]
and $|\Phi_1| = \frac{542415636464476283}{2^{23}3^{8}7^{6}5^{3}}$. Hence, for large $n$, we have $\Phi_n \neq 0$, which concludes the proof of the proposition.

9.4. **Proof of Theorem 2**. As in the case of Theorem 1, we just have to put the pieces together. Set $a_{1,n} = (n+1)^3 \tilde{\rho}_n$, $a_{2,n} = (n+1)^3 p_n$ and $b_n = (n+1)^3 q_n$, which all belong to $\overline{\mathbb{Z}}^6$ by Proposition 22. This proposition also shows that these sequences are solutions of a recurrence (1.6) as stated in Theorem 2 which is a simplified version of $\mathfrak{R}$, where some cube factors have disappeared (see the Annex). The asymptotic behavior of the sequences follows from Proposition 22.

10. **Annex: Coefficients of the recurrence $\mathfrak{R}$**

We provide here the initial values of the sequences $(a_{1,n})_{n \geq 0}$, $(a_{2,n})_{n \geq 0}$ and $(b_n)_{n \geq 0}$ introduced in Theorem 2 as well as the coefficients of the sixth order recurrence $\mathfrak{R}$: $\sum_{j=0}^{6} \alpha_j(n) U_{n+j} = 0$ satisfied by the sequences $(\tilde{\rho}_n)_{n \geq 0}$, $(p_n)_{n \geq 0}$ and $(q_n)_{n \geq 0}$ introduced in Section 9.1. We recall $a_{1,n} = (n+1)^3 \tilde{\rho}_n$, $a_{2,n} = (n+1)^3 p_n$
and $b_n = (n + 1)^3 q_n$. We have

\begin{align*}
a_{1,n} &= -2, 29, \frac{5885}{4}, \frac{1130135}{27}, \frac{57594501}{64}, \frac{54102373562}{3375}, \\
a_{2,n} &= -2, 84, \frac{13335}{4}, \frac{3424463}{36}, \frac{14135602661}{6912}, \frac{52459002112643}{1440000}, \\
b_n &= -1, 51, \frac{10177}{4}, \frac{2610521}{36}, \frac{299338717}{192}, \frac{399914313019}{14400}.
\end{align*}

We have $a_{1,n}/b_n \to \gamma$ and $a_{2,n}/b_n \to \zeta(2) - \gamma^2$ as $n \to +\infty$.

We have $\alpha_6(n) = (n + 7)^3(n + 6)^4(n + 5)^2 g(n)$ and $\alpha_0(n) = (n + 3)^3(n + 2)^4(n + 1)^3 g(n - 1)$, where

\begin{align*}
g(n) &= 83682825624n^{19} + 5215067202429n^{18} + 152458227391932n^{17} \\
&+ 2777470002640620n^{16} + 3532573571692396n^{15} + 332981886215308977n^{14} \\
&+ 240961639798674420n^{13} + 13679321195302120800n^{12} + 617063258313058068n^{11} \\
&+ 222559825069576726155n^{10} + 64216466745863871620n^9 \\
&+ 147445307521586624128 + 266082088753397585004n^7 \\
&+ 368876295228099883283n^6 + 37681657997411734069883n^5 \\
&+ 26019278718249045186324 + 9364529651123697448n^3 \\
&- 111682802237940807724n^2 - 260863346815372837120n - 79358069872714705024.
\end{align*}

The five other coefficients follow.

\begin{align*}
\alpha_5(n) &= -(n+5)^3(n+6)^3(502096953744n^{21} + 47273822908758n^{22} + 2092789693027584n^{21} \\
&+ 5801523779563254n^{20} + 113107306383536672n^{19} + 16506560669364758826n^{18} \\
&+ 18732498229909087232n^{17} + 1694886740772551389449n^{16} + 1243310608973379511616n^{15} \\
&+ 74778447249095109798582n^{14} + 371344332872338942100616n^{13} \\
&+ 1528015101398154070637034n^{12} + 5212036196627818871609688n^{11} \\
&+ 1469594927542664230811364618n^{10} + 340309999203439611543890304n^9 \\
&+ 6399254960553242428422841n^8 + 95931896009758745043893046n^7 \\
&+ 111186664542020448915219772n^6 + 94148383186395691091487564n^5 \\
&+ 509720876163812618582828n^4 + 9143558678753028780989776n^3 \\
&- 91362230703041484284664n^2 - 7300240129419136761592856n \\
&- 1767373066831337541843456,
\end{align*}
\[
\alpha_4(n) = (n + 5)^3(1255242384360n^{25} + 109439701994187n^{24} + 4507485520683312n^{23} \\
+ 11646555712558538n^{22} + 2113029301778202600n^{21} + 28523911803790485537n^{20} \\
+ 29567086721994238804n^{19} + 2387026781742108138786n^{18} + 14961881372756429129688n^{17} \\
+ 7047935452262285539210n^{16} + 220628690628242306979276n^{15} \\
+ 165675557916168459340062n^{14} - 31108436737018502135333736n^{13} \\
- 244572987272329804977471n^{12} - 114182963654122277648822080n^{11} \\
- 3958650292389220489836306n^{10} - 10817057358545008286382351272n^9 \\
- 237857375962523795838451027n^8 - 42300002898663354871845360140n^7 \\
- 60564699484425202398232784n^6 - 689338735533979881747909176n^5 \\
- 609999465404364718704482596n^4 - 4047646867691219357643431232n^3 \\
- 1895233044384779296961010976n^2 - 5583637163555809256087087104n \\
- 77835190837793348629724160),
\]
\[
\alpha_3(n) = -(n + 4)^3(1673656512480n^{25} + 130243019992020n^{24} + 4641048992546388n^{23} \\
+ 954823532076627nn^{22} + 1332717826676092380n^{21} + 1051264904997299774n^{20} \\
+ 95783327242695996n^{19} - 1013766109194744817461n^{18} - 16772944094332329078648n^{17} \\
- 167704080208998118841286n^{16} - 1240169152914351165178836n^{15} \\
- 722646434272600616836460n^{14} - 3413306958159588058124n^{13} \\
- 13255821151584910031072868n^{12} - 42612607174129205235109664n^{11} \\
- 11358428996760364175567881n^{10} - 25045600390067611217162527236n^9 \\
- 453986784250355257239991142n^8 - 66921120939505239454389694900n^7 \\
- 7889066203590099998388109n^6 - 72551223084577234594005628n^5 \\
- 5004771074477163991233072440n^4 - 2427130458798950391053978904n^3 \\
- 730143340093879677133231036n^2 - 97079670872378138528993024n \\
+ 288824259604646368585600),
\]
\[
\alpha_2(n) = (n + 3)^3(1255242384360n^{25} + 10921287866067n^{24} + 4476088189413774n^{23} \\
+ 1154967403640495n^{22} + 2096428336751729628n^{21} + 28459359782620402914n^{20} \\
+ 2992241926524225956n^{19} + 2489581604671304610924n^{18} + 16591882794957454092480n^{17} \\
+ 88987140061743491823096n^{16} + 383015890017980948531664n^{15} \\
+ 1303732993187170443205442n^{14} + 344988270722012318299220n^{13} \\
+ 6715502395297050897877888n^{12} + 90508846362005611251581082n^{11} \\
+ 10473683996521005943885043n^{10} + 34976892905602880094614556n^9 \\
+ 1693711273663434830039454n^8 + 562323815799789656729159112n^7 \\
+ 129030835844698937289767692n^6 + 2133934920517610212247675736n^5 \\
+ 25729482429260207699096664n^4 + 2225440901784395089632523392n^3 \\
+ 131563913800406378387747824n^2 + 477890041746520637009571840n \\
+ 80652658347913045992960000),
\]
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\[ \alpha_1(n) = -(n+3)^2(n+2)^3(502096553744n^{23} + 48947479421238n^{22} + 225955453503260n^{21} + 6575526565004154n^{20} + 1354021086721570704n^{19} + 2098603977725498816n^{18} + 2543438542370457220n^{17} + 247114055877256675799n^{16} + 1958411436362941944620n^{15} + 1280368814678624988482n^{14} + 695970530175521536n^{13} + 315989079385954406161804n^{12} + 120068598825822224786715n^{11} + 3816345166153287856953428n^{10} + 10116619472677787489926608n^9 + 22395888495719811601367145n^8 + 401846922491417937305961144n^7 + 5891100607121366640210564n^6 + 687775891586369125568288528n^5 + 622430627582169970723265508n^4 + 419272360294060293370554496n^3 + 196873874819353464216975584n^2 + 57119262537702140622994944n + 7635535812462194001878400) \]
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