SCATTERING FOR $\dot{H}^{1/2}$ BOUNDED SOLUTIONS TO THE CUBIC, DEFOCUSING NLS IN 3 DIMENSIONS
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ABSTRACT. We show that if a solution of the defocusing cubic NLS in 3d remains bounded in the homogeneous Sobolev norm of order $1/2$ in its maximal interval of existence, then the interval is infinite and the solution scatters. No radial assumption is made.

1. INTRODUCTION

In this paper we continue our study of critical nonlinear dispersive problems, which we have developed in [KM1] and [KM2]. In the present work we turn our attention to the defocusing, cubic NLS in three space dimensions, in the critical space $\dot{H}^{1/2}$. We then use a version of the concentration-compactness-rigidity method we introduced in [KM1] to obtain the following:

Theorem 1.1. Suppose that $u$ is a solution (2.1) with initial data $u_0 \in \dot{H}^{1/2}(\mathbb{R}^3)$ (see section 2 for (2.1)), and maximal interval of existence $I$ (Definition 2.7). Assume that $\sup_{0 < t < T_+(u_0)} \|u(t)\|_{\dot{H}^{1/2}(\mathbb{R}^3)} = A < +\infty$. Then $T_+(u_0) = +\infty$ and $u$ must scatter at plus infinity, i.e. there exists $u_0^+$ so that

$$\lim_{t \to +\infty} \|u(t) - e^{it\Delta} u_0^+\|_{\dot{H}^{1/2}} = 0.$$ 

Note that there is no radial assumption on $u_0$. Using the concentration-compactness procedure (Propositions 3.3 and 3.4) we show that if Theorem 1.1 fails, there must exist a critical element, which enjoys a compactness property. Finally, in section 4 we establish a rigidity theorem, which shows that no such element can exist, using the well-known Lin–Strauss [LS] estimate of Morawetz type. As a consequence of our result, the set of data $u_0$ as in Theorem 1.1 is an open set in $\dot{H}^{1/2}(\mathbb{R}^3)$. Moreover, if $u_0 \in \dot{H}^{1/2}$ and $T_+(u_0) < +\infty$, then $\sup_{0 < t < T_+(u_0)} \|u(t)\|_{\dot{H}^{1/2}} = +\infty$. Finally, an interesting open problem that we don’t address here is in showing that for all data $u_0 \in \dot{H}^{1/2}$, we must have $\sup_{0 < t < T_+(u_0)} \|u(t)\|_{\dot{H}^{1/2}} < +\infty$, for solutions of the cubic defocusing NLS in 3 dimensions.

We conclude this Introduction by mentioning the work [CKSTT], in which the authors were able to show scattering in (2.1) for all data in $H^s(\mathbb{R}^3)$, $s > 4/5$. See also the references in [CKSTT] for previous work on this problem.
2. The Cauchy problem

In this section we will review the Cauchy problem

\begin{equation}
\begin{cases}
i\partial_t u + \Delta u - |u|^2 u = 0, & (x, t) \in \mathbb{R}^3 \times \mathbb{R}, \\
u|_{t=0} = u_0 \in \dot{H}^{1/2}(\mathbb{R}^3).
\end{cases}
\end{equation}

This problem is \(\dot{H}^{1/2}\) critical, because if \(u(x, t)\) solves (2.1), so does \(u_\lambda(x) = \frac{1}{\lambda} u\left(\frac{x}{\lambda}, \frac{t}{\lambda^2}\right)\), with initial data \(u_{0, \lambda}(x) = \frac{1}{\lambda} u_0\left(\frac{x}{\lambda}\right)\) and \(\|u_{0, \lambda}\|_{\dot{H}^{1/2}} = \|u_0\|_{\dot{H}^{1/2}}\). The nonlinearity is defocusing. The Cauchy problem theory (see [CW], [KM]) depends on some previous results, which we now recall.

**Lemma 2.1** (Sobolev embedding). We say that \((q, r)\) is admissible if \(\frac{2}{q} + \frac{3}{r} = \frac{3}{2}\) and \(2 \leq r \leq \infty\). Then, if \(2 \leq r \leq 6\), \((m, n)\) is admissible and \(\frac{2}{q} \leq m \leq 6\),

i) \(\|e^{it\Delta} h\|_{L^q_t L^r_x} \leq C\|h\|_{L^2}\),

ii) \(\left\| \int_{-\infty}^{\infty} e^{i(t-\tau)\Delta} g(\cdot, \tau) d\tau \right\|_{L^q_t L^r_x} + \left\| \int_0^t e^{i(t-\tau)\Delta} g(\cdot, \tau) d\tau \right\|_{L^q_t L^r_x} \leq C\|g\|_{L^m_t L^n_x}\),

iii) \(\left\| \int_{-\infty}^{\infty} e^{i(t-\tau)\Delta} g(\cdot, \tau) d\tau \right\|_{L^q_t L^r_x} \leq C\|g\|_{L^m_t L^n_x}\).

**Lemma 2.2** (Chain rule for fractional derivatives, [KPV]). If \(F \in C^2\), with \(F(0) = 0\), \(F'(0) = 0\), and \(|F''(a + b)| \leq C \{ |F''(a)| + |F''(b)| \}\), and \(|F'(a + b)| \leq C \{ |F'(a)| + |F'(b)| \}\), we have, for \(0 < \alpha < 1\),

\[
\|D^\alpha F(u)\|_{L^p_x} \leq C \|F'(u)\|_{L^p_x} \|D^\alpha u\|_{L^p_x}, \quad \frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2},
\]

\[
\|D^\alpha [F(u) - F(v)]\|_{L^p_x} \leq C \left[ \|F'(u)\|_{L^p_x} \|D^\alpha u - v\|_{L^p_x} \right] \leq C \left[ \|F'(u)\|_{L^p_x} \|D^\alpha u - v\|_{L^p_x} \right] \leq C \left[ \|F''(u)\|_{L^p_x} \|D^\alpha u - v\|_{L^p_x} \right] \leq C \left[ \|F''(v)\|_{L^p_x} \|D^\alpha u - v\|_{L^p_x} \right]
\]

\[
\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p} = \frac{1}{p_2}, \quad \frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2}.
\]

Let us define the \(S(I)\), \(W(I)\) norm for a time interval \(I\) by

\[
\|v\|_{S(I)} = \|v\|_{L^3_t L^6_x} \quad \text{and} \quad \|v\|_{W(I)} = \|v\|_{L^2_t L^{30/11}_x}.
\]

Now, using Lemma 2.1 with \((q, r) = (5, 30/11)\), \((m, n) = (5/2, 30/7)\), \((m', n') = (5/3, 30/23)\), we obtain, in a standard manner (see also [CW], [KM] for similar proofs):

**Theorem 2.4** ([CW], [KM]). Assume \(u_0 \in \dot{H}^{1/2}(\mathbb{R}^3)\), \(t_0 \in I\), \(\|u_0\|_{\dot{H}^{1/2}(\mathbb{R}^3)} \leq A\). Then there exists \(\delta = \delta(A)\) such that if \(\|e^{i(t-t_0)\Delta} u_0\|_{S(I)} < \delta\), there exists a unique solution \(u\) to (2.1) in \(\mathbb{R}^3 \times I\), with \(u \in C(I; \dot{H}^{1/2}(\mathbb{R}^3))\):

\[
\|D^{1/2} u\|_{W(I)} + \sup_{t \in I} \|D^{1/2} u(t)\|_{L^2} \leq CA, \quad \|u\|_{S(I)} \leq 2\delta.
\]

Moreover, if \(u_{0,k} \to u_0\) in \(\dot{H}^{1/2}(\mathbb{R}^3)\), we obtain that the corresponding solutions \(u_k \to u\) in \(C(I; \dot{H}^{1/2}(\mathbb{R}^3))\).
Remark 2.5. There exists $\tilde{\delta}$ such that if $||u_0||_{\dot{H}^{1/2}(\mathbb{R}^3)} \leq \tilde{\delta}$, the conclusion of Theorem 2.4 holds. This is because of Lemmas 2.1, 2.2.

Remark 2.6. Given $u_0 \in \dot{H}^{1/2}$, there exists $(0 \in) I$ such that the hypothesis of Theorem 2.3 is verified on $I$. This is clear from Lemmas 2.1, 2.2.

Definition 2.7. Let $t_0 \in I$. We say that $u \in C(I, \dot{H}^{1/2}(\mathbb{R}^3)) \cap \{D^{1/2}u \in W(I)\}$ is a solution of (2.1) if

$$u|_{t_0} = u_0 \quad \text{and} \quad u(t) = e^{i(t-t_0)\Delta}u_0 + \int_{t_0}^{t} e^{i(t-t')\Delta}f(u)dt',$$

with $f(u) = -|u|^2u$.

It is easy to see that solutions of (2.1) are unique (see 2.10 in [KMI], for example). This allows us to define a maximal interval $I(u_0)$, where the solution is defined. $I(u_0) = (t_0 - T_-(u_0), t_0 + T_+(u_0))$, and if $I' \subset I(u_0)$, $u$ solves (2.1) in $\mathbb{R}^3 \times I'$, so that $u \in C(I'; \dot{H}^{1/2}(\mathbb{R}^3))$, $D^{1/2}u \in W(I')$, $u \in S(I')$.

Lemma 2.8 (Standard finite blow-up criterion). If $T_+(u_0) = +\infty$, then

$$||u||_{S([t_0, t_0 + T_+(u_0))]} = +\infty.$$

A corresponding result holds for $T_-(u_0)$.

See [KMI], Lemma 2.11, for instance, for a similar proof.

Remark 2.9 (See Remark 2.15 in [KMI]). If $u$ is a solution of (2.1) in $\mathbb{R}^3 \times I$, $I = [a, +\infty)$ (or $I = (-\infty, a]$), there exists $u_+ \in \dot{H}^{1/2}$ such that

$$\lim_{t \uparrow +\infty} ||u(t) - e^{it\Delta}u_+||_{\dot{H}^{1/2}} = 0.$$

This is a consequence of the fact that $||u||_{S(I)} < \infty$.

In the next section we will also need the notion of a nonlinear profile.

Definition 2.10. Let $v_0 \in \dot{H}^{1/2}$, $v(t) = e^{it\Delta}v_0$ and let $\{t_n\}$ be a sequence, with $\lim_{n \to \infty} t_n = \tilde{T} \in [-\infty, +\infty]$. We say that $u(x, t)$ is a nonlinear profile associated with $(v_0, \{t_n\})$ if there exists an interval $I$, with $\tilde{T} \in I$ (if $\tilde{T} = \pm\infty$, $I = [a, +\infty)$ or $I = (-\infty, a]$), such that $u$ is a solution of (2.1) in $I$ and

$$\lim_{n \to \infty} ||u(\cdot, t_n) - v(\cdot, t_n)||_{\dot{H}^{1/2}} = 0.$$

Remark 2.11. There always exists a unique nonlinear profile associated to $(v_0, \{t_n\})$. (For a proof, see the analogous one in Remark 2.13 of [KMI].) We can hence define a maximal interval $I$ of existence for the nonlinear profile associated to $(v_0, \{t_n\})$.

We conclude this section with a perturbation theorem that is fundamental in the sequel. See [KCI], Lecture 1, for a similar proof.

Theorem 2.12 (Perturbation theorem). Let $I \subset \mathbb{R}$ be a time interval, and let $t_0 \in I$. Let $\tilde{u}$ be defined on $\mathbb{R}^3 \times I$ such that $\sup_{t \in I} ||\tilde{u}(t)||_{\dot{H}^{1/2}} \leq A$, $||\tilde{u}||_{S(I)} \leq M$, $||D^{1/2}\tilde{u}||_{W(I)} < +\infty$, for some constants $M, A > 0$. Assume that

$$i\partial_t \tilde{u} + \Delta \tilde{u} - |\tilde{u}|^2 \tilde{u} = e^{-}(x, t) \in \mathbb{R}^3 \times I$$

(in the sense of the appropriate integral equation), and let $u_0 \in \dot{H}^{1/2}$ be such that $||u_0 - \tilde{u}(t_0)||_{\dot{H}^{1/2}} \leq A'$. 
Then, there exists $\epsilon_0 = \epsilon_0(M, A, A') > 0$ such that if $0 < \epsilon \leq \epsilon_0$ and
$$||D^{1/2}e||_{L^2_t L^{30/23}_x} \leq \epsilon, \quad ||e^{i(t-t_0)\Delta}[u_0 - \tilde{u}(t_0)]||_{S(I)} \leq \epsilon,$$
there exists a unique solution $u$ of \(2.1\) on $\mathbb{R}^3 \times I$ such that $u|_{t=t_0} = u_0$ and
$$||u||_{S(I)} \leq C(A, A', M), \quad ||u - \tilde{u}||_{S(I)} \leq C(A, A', M)(\epsilon + \epsilon'),$$
$$\sup_{t \in I} ||u(t) - \tilde{u}(t)||_{H^{1/2}} + ||D^{1/2}(u - \tilde{u})||_{W(I)} \leq C(A, A', M)(A' + \epsilon + \epsilon'),$$
where $\epsilon' = \epsilon^3$ for some $\beta > 0$.

**Remark 2.13.** Theorem 2.12 also yields the following continuity fact: let $\tilde{u}_0 \in \dot{H}^{1/2},$ $||\tilde{u}_0||_{\dot{H}^{1/2}} \leq A$, and $\tilde{u}$ be a solution of \(2.1\), $t_0 = 0$, with maximal interval of existence $(-T_-(u_0), T_+(u_0))$. Let $u_{n_0} \to \tilde{u}_0$ in $\dot{H}^{1/2}$, and let $u_n$ be the corresponding solution of \(2.1\), with maximal interval of existence $(-T_-(u_{n_0}), T_+(u_{n_0}))$. Then $-T_-(u_0) \geq -T_-(u_{n_0}),$ for all $n$ large, and $T_+(u_0) \leq T_+(u_{n_0}),$ for all $n$ large. Moreover, for each $t \in (-T_-(u_0), T_+(u_0)), u_{n_0}(t) \to \tilde{u}(t)$ in $\dot{H}^{1/2}$. (See Remark 2.17 in [KM2].)

**Remark 2.14.** Theorem 2.12 also yields the following: Let $K \subset \dot{H}^{1/2}$ be such that $K$ is compact. Then $\exists T_+^K, T_-^K$ such that for all $u_0 \in K$ we have $T_+(u_0) > T_+^K, T_-(u_0) > T_-^K$. Moreover, the family $\{u(t) : t \in [-T_-, T_+], u_0 \in K\}$ has compact closure in $C([-T_-, T_+]; \dot{H}^{1/2})$ and hence is equicontinuous and bounded.

### 3. Concentration-Compactness Procedure

In this section we will carry out the concentration-compactness argument which, combined with the rigidity theorem in the next section, will yield our result. This procedure is similar to the one the authors developed in [KM1], [KM2], but with one important distinction. Here we do not use any conservation law, which makes the proof necessarily more delicate. The argument we use here should have further applications. For instance, it can be applied to yield a proof of Corollary 5.16 in [KM1] and of Corollary 7.4 in [KM2].

**Definition 3.1.** For $A > 0$,
$$\begin{align*}
B(A) &= \{u_0 \in \dot{H}^{1/2} : \text{if } u \text{ is the solution of } (2.1), \text{ equal} \\
to u_0 \text{ at } t = 0, \text{ then } \sup_{t \in [0, T_+(u_0))] ||D^{1/2}u(t)||_{L^2} \leq A\}, \\
B(\infty) &= \bigcup_{A > 0} B(A).
\end{align*}$$

**Definition 3.2.** We say that $SC(A)$ holds if for each $u_0 \in B(A), T_+(u_0) = +\infty$ and $||u||_{S(0, +\infty)} < \infty$. We also say that $SC(A; u_0)$ holds if $u_0 \in B(A), T_+(u_0) = +\infty$ and $||u||_{S(0, +\infty)} < \infty$.

By Theorem 2.1 and Lemmas 2.1 and 2.2, we see that, for $\tilde{\delta}_0$ small enough, we have that if $||u_0||_{\dot{H}^{1/2}} \leq \tilde{\delta}_0$, then $SC(C\tilde{\delta}_0, u_0)$ holds. By a similar argument, there exists $A_0 > 0$ small enough such that $SC(A_0)$ holds. Our main result, Theorem 1.1, is equivalent to the statement that $SC(A)$ holds for each $A > 0$. Thus, if Theorem 1.1 fails, there exists a critical value $A_C$ with the property that, if $A < A_C$, $SC(A)$ holds, but if $A > A_C$, $SC(A)$ fails. Moreover, $A_C > A_0$. The concentration-compactness procedure consists in establishing the following key propositions.
Proposition 3.3. There exists \( u_{0,C} \) such that \( SC(A_C; u_{0,C}) \) fails.

Proposition 3.4. If \( u_{0,C} \) is as in Proposition 3.3, then there exist \( x(t) \in \mathbb{R}^3 \), \( \lambda(t) \in \mathbb{R}^+ \), for \( t \in [0, T_+(u_0)) \), such that

\[
K = \left\{ v(x, t) = \frac{1}{\lambda(t)} u_C \left( \frac{x - x(t)}{\lambda(t)}, t \right) \right\},
\]

\( t \in [0, T_+(u_0)) \), has the property that \( K \) is compact in \( \dot{H}^{1/2} \). Here \( u_C \) is the solution of (2.1) with data \( u_{0,C} \) at \( t = 0 \).

The key tool in the proof of Propositions 3.3 and 3.4 is the following “profile decomposition”.

Lemma 3.5. Given \( \{v_0,n\} \subseteq \dot{H}^{1/2} \) with \( \|v_0,n\|_{\dot{H}^{1/2}} \leq A \), there exist a sequence \( \{v_0,j\}_{j=1}^\infty \subseteq \dot{H}^{1/2} \), a subsequence of \( \{v_0,n\} \), and a sequence of triples \( (\lambda_{j,n}, x_{j,n}, t_{j,n}) \in \mathbb{R}^+ \times \mathbb{R}^3 \times \mathbb{R} \), which are “orthogonal”, i.e.

\[
\frac{\lambda_{j,n}}{\lambda_{j,n}^2} + \frac{|t_{j,n} - t_{j,n}^\prime|}{\lambda_{j,n}^2} + \frac{|x_{j,n} - x_{j,n}^\prime|}{\lambda_{j,n}} \to \infty,
\]
as \( n \to \infty \), for \( j \neq j^\prime \), such that, for each \( J \geq 1 \), we have

(i) \( v_{0,n} = \sum_{j=1}^J \frac{1}{\lambda_{j,n}} V_j^\prime \left( \frac{x_{j,n}}{\lambda_{j,n}}, \frac{t_{j,n}}{\lambda_{j,n}} \right) + w_n^J \),

where \( V_j^\prime(x, t) = e^{it\Delta} V_{0,j} \) (\( l \) stands for linear solution),

(ii) \( \lim_{n \to \infty} \|e^{it\Delta} w_n^J\|_{S(-\infty, +\infty)} \to 0 \), and

(iii) for each \( J \geq 1 \) we have

\[
\|v_0,n\|_{\dot{H}^{1/2}}^2 = \sum_{j=1}^J \|v_0,j\|_{\dot{H}^{1/2}}^2 + \|w_n^J\|_{\dot{H}^{1/2}}^2 + \epsilon^J(n),
\]

where \( \epsilon^J(n) \to 0 \) as \( n \to \infty \).

The proof of Lemma 3.5 is completely analogous to the one of Theorem 1.6 in Keraani [8] and will be omitted.

Another ingredient in the proof of Propositions 3.3 and 3.4 is the following:

Lemma 3.6. Assume that \( \|h_n\|_{\dot{H}^{1/2}} \leq A \) and that \( \|e^{it\Delta} h_n\|_{S(0, +\infty)} \to 0 \). Then \( D^{1/2} h_n \to 0 \) weakly in \( L^2(\mathbb{R}^3) \).

Proof. Fix \( g \in S(0, +\infty) = \mathcal{F}_{L^5(0, +\infty)} L^{5/4} \), with \( \|g\|_{S(0, +\infty)} \leq 1 \) and \( g(x, t) = \sum_{\alpha=1}^M g_\alpha(t) f_\alpha(x) \), where \( g_\alpha \in C_0^\infty(0, +\infty), f_\alpha \in \mathcal{F}(\mathbb{R}^3) \), and \( \hat{f}_\alpha(\xi) = 0 \) for \( |\xi| \) small. Such \( g \) are dense in the unit ball of \( L^{5/4}_{(0, +\infty)} L^{5/4} \). Now let \( v \) be such that \( D^{1/2} h_n \to v \) weakly in \( L^2(\mathbb{R}^3) \), for some subsequence \( \{n_j\} \), and let \( h = D^{-1/2} v \). Then,

\[
\int \int e^{it\Delta} h g = \lim_{n \to \infty} \int \int h g_\alpha(t) e^{-it\Delta} f_\alpha = \lim_{n \to \infty} \int \int v g_\alpha(t) e^{-it\Delta} (D^{-1/2} f_\alpha)
\]

\[
= \lim_{n \to \infty} \sum_{\alpha=1}^M D^{1/2} h_n \int e^{-it\Delta} (D^{-1/2} f_\alpha) g_\alpha(t) dt dx
\]

\[
= \lim_{n \to \infty} \int \int e^{it\Delta} h_n g.
\]
Hence, for such \( g \) we have
\[
\left| \int e^{it\Delta}h \right| \leq \lim_{j} \| e^{it\Delta}h_{n_{j}} \|_{S(0, +\infty)} = 0.
\]
This shows that \( \| e^{it\Delta}h \|_{S(0, +\infty)} = 0 \), \( h \in \dot{H}^{1/2} \). From this it is easy to conclude that \( h \equiv 0 \), so that \( v \equiv 0 \). \( \square \)

**Proof of Proposition 3.3.** Let us find \( A_{n} \downarrow A_{C} \), and \( u_{0,n} \in \dot{H}^{1/2} \), with the corresponding solution \( u_{n} \) with
\[
\sup_{0 \leq t \leq T_{+}(u_{0,n})} \| u_{n}(t) \|_{\dot{H}^{1/2}} \leq A_{n}
\]
and \( \| u_{n} \|_{S(0, T_{+}(u_{0,n}))} = \infty \). (Here we use, when \( T_{+}(u_{0,n}) < \infty \), Lemma 2.8.)

We will now use the “profile decomposition”, Lemma 3.3, for the sequence \( \{u_{0,n}\} \) (under the assumption \( A_{C} < \infty \)), so that \( A_{n} \leq 2A_{C} \) for all \( n \). We will pass to a subsequence as in Lemma 3.3 and assume, passing to a further subsequence, that \( s_{j,n} = -\frac{t_{j,n}}{\lambda_{j,n}^{2}} \rightarrow s_{j} \in [-\infty, +\infty] \) for each \( j = 1, 2, \ldots \), and for each \( J = 1, \ldots \), we have
\[
\lim_{n \rightarrow \infty} \| e^{it\Delta}w_{n}^{j} \|_{S} = \lim_{n \rightarrow \infty} \| e^{it\Delta}w_{n}^{j} \|_{\dot{H}^{1/2}}.
\]

We will also let \( U_{j} \) be the nonlinear profile associated with \( (V_{0,j}, \{s_{j,n}\}) \) (Definition 2.10), and we will let
\[
\tilde{U}_{j,n}(x, t) = \frac{1}{\lambda_{j,n}} U_{j} \left( \frac{x - x_{j,n}}{\lambda_{j,n}}, \frac{t}{\lambda_{j,n}^{2}} + s_{j,n} \right),
\]
which is also a solution of (2.1). The proof will now be accomplished in a number of steps.

**Step 1.** There exists \( J_{0} > 0 \) such that, for \( j > J_{0} \), we have \( T_{+}(U_{j}) = +\infty \) and
\[
\sup_{t \in (-\infty, +\infty)} \| U_{j}(t) \|_{\dot{H}^{1/2}} + \| U_{j} \|_{S(-\infty, +\infty)} + \| D^{1/2}U_{j} \|_{W(-\infty, +\infty)} \leq C \| V_{0,j} \|_{\dot{H}^{1/2}}.
\]

To establish this step, note that, from (iii), by choosing \( n \) large, for any \( J \geq 1 \) we have
\[
(3.1) \quad \| w_{n}^{j} \|_{\dot{H}^{1/2}}^{2} + \sum_{j=1}^{J} \| V_{0,j} \|_{\dot{H}^{1/2}}^{2} \leq \| v_{0,n} \|_{\dot{H}^{1/2}}^{2} + A_{C}^{3} \leq 5A_{C}^{3}.
\]

Thus, for \( J_{0} \) large, \( j \geq J_{0} \), we have \( \| V_{0,j} \|_{\dot{H}^{1/2}} \leq \tilde{\delta} \), with \( \tilde{\delta} \) as in Remark 2.3 so that \( \| e^{it\Delta}V_{0,j} \|_{S(-\infty, +\infty)} \leq \delta \). From the construction of the nonlinear profile \( U_{j} \), it now follows that \( \| U_{j} \|_{S(-\infty, +\infty)} \leq 2\delta \) and
\[
\sup_{t \in (-\infty, +\infty)} \| U_{j}(t) \|_{\dot{H}^{1/2}} + \| D^{1/2}U_{j} \|_{W(-\infty, +\infty)} + \| U_{j} \|_{S(-\infty, +\infty)} \leq C \| V_{0,j} \|_{\dot{H}^{1/2}},
\]
which establishes this step.

**Step 2.** It cannot happen that for all \( 1 \leq j \leq J_{0} \), \( n \) large, we have
\[
\| U_{j} \|_{S(\infty, T_{+}(U_{j}))} < \infty.
\]
If not, the proof of Lemma 2.8 (see for instance [KMI], Lemma 2.1) gives both
\( T_+(U_j) = +\infty \) and
\[
\sup_{t \in (s_{j,n}, +\infty)} \|U_j(t)\|_{H^{1/2}} + \|D^{1/2} U_j\|_{W(s_{j,n}, +\infty)} < \infty,
\]
for \( 1 \leq j \leq J_0 \), so that, combining this with Step 1, we obtain
\[
\sum_{j=1}^{\infty} \sup_{t \in (s_{j,n}, +\infty)} \|U_j(t)\|_{H^{1/2}} + \|U_j\|_{S(s_{j,n}, +\infty)} \|D^{1/2} U_j\|_{W(s_{j,n}, +\infty)} \leq C_0.
\]

For \( \epsilon_0 > 0 \), choose \( J(\epsilon_0) \) so that, for \( n \) large,
\[
\|e^{it\Delta} w_{\epsilon_0} \|_{S(-\infty, +\infty)} \leq \epsilon_0.
\]
Let \( H_{n, \epsilon_0} = \sum_{j=1}^{J(\epsilon_0)} \tilde{U}_{j,n}(x,t) \). We next show that (3.2) and orthogonality give
\[
\|H_{n, \epsilon_0}\|_{S(0, +\infty)} + \sup_{t \in (0, +\infty)} \|H_{n, \epsilon_0}\|_{H^{1/2}} + \|D^{1/2} H_{n, \epsilon_0}\|_{W(0, +\infty)} \leq \tilde{C}_0,
\]
for \( n \geq n(\epsilon_0) \).

The proof of the bound for \( \|H_{n, \epsilon_0}\|_{S(0, +\infty)} \) is similar to the one given in [KMI], pages 663–664. We next show the other two bounds: recall that \( H_{n, \epsilon_0} \) verifies
\[
\begin{align*}
\begin{cases}
i \partial_t H_{n, \epsilon_0} + \Delta H_{n, \epsilon_0} = \sum_{j=1}^{J(\epsilon_0)} |\tilde{U}_{j,n}|^2 \tilde{U}_{j,n}, \\
H_{n, \epsilon_0}|_{t=0} = \sum_{j=1}^{J(\epsilon_0)} \tilde{U}_{j,n}(0).
\end{cases}
\end{align*}
\]
Hence, we can write
\[
H_{n, \epsilon_0}(t) = e^{it\Delta} \left( \sum_{j=1}^{J(\epsilon_0)} \tilde{U}_{j,n}(0) \right) + \int_0^t e^{i(t-t')\Delta} \sum_{j=1}^{J(\epsilon_0)} |\tilde{U}_{j,n}|^2 \tilde{U}_{j,n} dt'.
\]
Thus,
\[
\begin{align*}
D^{1/2} H_{n, \epsilon_0}(t) &= D^{1/2} e^{it\Delta} \left( \sum_{j=1}^{J(\epsilon_0)} \tilde{U}_{j,n}(0) \right) \\
&\quad + D^{1/2} \int_0^t e^{i(t-t')\Delta} \sum_{j=1}^{J(\epsilon_0)} |\tilde{U}_{j,n}|^2 \tilde{U}_{j,n} dt' \\
&= A(t) + B(t),
\end{align*}
\]
\[
\|A(t)\|_{H^{1/2}} = \left\| \sum_{j=1}^{J(\epsilon_0)} \tilde{U}_{j,n}(0) \right\|_{H^{1/2}} \leq 1 + \left\| \sum_{j=1}^{J(\epsilon_0)} \sum_{j=1}^{J(\epsilon_0)} \frac{V_j \left( x - x, \lambda_j \right)}{\sqrt{s_{j,n} - s_{j,n}}} \right\|_{H^{1/2}}
\]
for \( n \) large depending on \( J(\epsilon_0) \), where we have used the definition of the nonlinear profile \( U_j \). But, the second term on the right equals
\[
\|u_{0, n} - w_{\epsilon_0}^{J(\epsilon_0)}\|_{H^{1/2}} \leq 6^{1/2} A_C,
\]
by (3.1).

On the other hand, Lemma 2.7 and Lemma 2.8 show that
\[
\|B(t)\|_{H^{1/2}} \leq \sum_{j=1}^{J(\epsilon_0)} \|U_j\|_{S(s_{j,n}, +\infty)} \|D^{1/2} U_j\|_{W(s_{j,n}, +\infty)} \leq \tilde{C}_0,
\]
in light of (3.2). The argument for \( \|D^{1/2}B\|_{W(0, +\infty)} \) is similar, thus establishing (3.3).

Next, let
\[
R_{n, \epsilon_0} = |H_{n, \epsilon_0}|^2 - \sum_{j=1}^{J(\epsilon_0)} |\bar{U}_{j, n}|^2 \bar{U}_{j, n}.
\]
We claim that, for \( n \geq n(\epsilon_0) \), we have
\[
\|D^{1/2}R_{n, \epsilon_0}\|_{L^{5/3}_{(0, +\infty)} L^{30/23}_x} \longrightarrow 0.
\]
A similar proof is given in [KM1] and [KM2], but we give the full details here to deal explicitly with the difficulties arising from the nonlocal character of \( D^{1/2} \).

To establish (3.4), we need to study terms of the form
\[
D^{1/2}(\bar{U}_{j, n} \bar{U}_{j', n} \bar{U}_{j_1, n})
\]
in the \( L^{5/3}_{(0, +\infty)} L^{30/23}_x \) norm, where at least two of \( j, j', j_1 \) are different. Assuming that \( j \neq j' \), using the Leibnitz rule for fractional differentiation (Theorem A.6 in [KPV]) and Hölder’s inequality, we are reduced to estimating the sum of
\[
\|\bar{U}_{j, n}\|_{S(0, +\infty)} \|D^{1/2}(\bar{U}_{j, n} \bar{U}_{j', n})\|_{L^{5/2}_{(0, +\infty)} L^{30/17}_x}
\]
and
\[
\|\bar{U}_{j, n} \bar{U}_{j', n}\|_{L^{5/2}_{(0, +\infty)} L^{30/17}_x} \|D^{1/2} \bar{U}_{j, n}\|_{W(0, +\infty)}.
\]
The arguments in [K] and [KM] easily show that the second term goes to 0. Inequality (3.2) also gives the fact that the first factor in the first term is bounded, thus reducing us to showing
\[
\lim_{n \to \infty} \|D^{1/2}(\bar{U}_{j, n} \bar{U}_{j', n})\|_{L^{5/2}_{(0, +\infty)} L^{30/17}_x} = 0.
\]
We proceed by considering cases.

Assume first that \( \left( \frac{\lambda_{j, n}}{\lambda_{j', n}} \right) \to +\infty \). Apply the Leibnitz rule in the \( x \) variable to bound the integral by
\[
\|D^{1/2} \bar{U}_{j, n}\|_{L^{30/11}_x} \|\bar{U}_{j', n}\|_{L^{5/2}_{(0, +\infty)}} + \|D^{1/2} \bar{U}_{j', n}\|_{L^{30/11}_x} \|\bar{U}_{j, n}\|_{L^{5/2}_{(0, +\infty)}}.
\]
Change variables in the \( x \) integrals. The terms then become
\[
\frac{1}{\lambda_{j, n}^{2/3}} \left( t - t_{j, n} \right)^{2/3} \left( U_j \left( \cdot, \frac{t - t_{j, n}}{\lambda_{j, n}^2} \right) \right)_{L^{30/11}_x} \left( U_{j'} \left( \cdot, \frac{t - t_{j', n}}{\lambda_{j', n}^2} \right) \right)_{L^{5/2}_{(0, +\infty)}}
\]
\[
\frac{1}{\lambda_{j, n}^{2/5}} \left( U_j \left( \cdot, \frac{t - t_{j, n}}{\lambda_{j, n}^2} \right) \right)_{L^{30/11}_x} \left( U_{j'} \left( \cdot, \frac{t - t_{j', n}}{\lambda_{j', n}^2} \right) \right)_{L^{5/2}_{(0, +\infty)}}.
\]
To handle, say, the first term, we first make some observations, to be used throughout, about nonlinear profiles. Note that if \( T_+(U_j) = +\infty \) (as we are assuming),
there exists $-\infty \leq a_j < +\infty$ so that

$$
\sup_{t \in (a_j, +\infty)} \|U_j(t)\|_{H^{1/2}}^2 + \|U_j\|_{S(a_j, +\infty)} + \|D^{1/2}U_j\|_{W(a_j, +\infty)}
\leq C \left( \sup_{t \in (s_{j,n}, +\infty)} \|U_j(t)\|_{H^{1/2}}^2 + \|U_j\|_{S(s_{j,n}, +\infty)} + \|D^{1/2}U_j\|_{W(s_{j,n}, +\infty)} \right)
$$

for $n$ large, and $s_{j,n} \in (a_j, +\infty)$ for $n$ large. Now let

$$
f_j(s) = \|D^{1/2}U_j(\cdot, s)\|_{L_{s,t}^{30/11}}, \quad g_j(s) = \|U_j(\cdot, s)\|_{L_{s,t}^4},
$$

belonging to $L_{(a_j, +\infty)}^5(a_j, +\infty)$, respectively. We can approximate $f_j, g_j$ by $C_0^\infty(a_j, +\infty), C_0^\infty(a_j, +\infty)$ functions, respectively, making a small error in our term. We do the change of variables $s = (t - t_{j,n})/\lambda_{j,n}$ to obtain (for $n$ large)

$$
\left( \frac{\lambda_{j,n}}{\lambda_{j,n}} \right)^{2/5} \left\| \frac{\lambda^2_{j,n}}{\lambda^2_{j,n}} + \frac{t_{j,n} - t_{j,n}}{\lambda^2_{j,n}} \right\|_{L_{s,t}^{5/2}}^{5/2} \cdot g_j(s).
$$

Note that for $s \in (s_{j,n}, +\infty)$,

$$
s \frac{\lambda^2_{j,n}}{\lambda^2_{j,n}} + \frac{t_{j,n} - t_{j,n}}{\lambda^2_{j,n}} \in (s_{j,n}, +\infty) \subset (a_j, +\infty),
$$

so $f_j$ is bounded, and since $(s_{j,n}, +\infty) \subset (a_j, +\infty)$, the term tends to 0. The other term is analogous, and the case $\left( \frac{\lambda_{j,n}}{\lambda_{j,n}} \right) \to +\infty$ is symmetric to this one. The next case (see (2.92) in [K]) is when $\lambda_{j,n} = \lambda_{j,n}$ and $t_{j,n} - t_{j,n}/\lambda^2_{j,n} \to \infty$. By symmetry we can assume that $(t_{j,n} - t_{j,n})/\lambda^2_{j,n} \to +\infty$. Proceeding in exactly the same way, we see that the assumption on $f_j$ makes the integral 0 for $n$ large. The final case is $\lambda_{j,n} = \lambda_{j,n}, |t_{j,n} - t_{j,n}|/\lambda^2_{j,n} \leq C, |x_{j,n} - x_{j,n}|/\lambda_{j,n} \to +\infty$. In this case we need to re-examine the proof of the Leibniz rule in [KPV], using Proposition A.2, Lemma A.3, and the proof of Theorem A.8 in that paper. We then see that, for $1 < p < \infty$, we have

$$
\|D^{1/2}(f \cdot g) - fD^{1/2}(g) - gD^{1/2}(f)\|_{L_p^\infty} \leq C \|A(f) \cdot B(D^{1/2}g)\|_{L_p^\infty},
$$

where $A, B$ are sublinear operators which commute with translations and which are $L_p^\infty$ bounded for any $q > 1$. (The $A$ and $B$ are basically square functions plus maximal functions.) Consider in our estimate for (3.5),

$$
\frac{1}{\lambda^2_{j,n}} \left\| D^{1/2} \left( U_j \left( \frac{x - x_{j,n}}{\lambda_{j,n}}, \frac{t - t_{j,n}}{\lambda^2_{j,n}} \right) U_j' \left( \frac{x - x_{j,n}}{\lambda_{j,n}}, \frac{t - t_{j,n}}{\lambda^2_{j,n}} \right) \right) \right\|_{L_{s,t}^{30/17}}^2
= \frac{1}{\lambda^2_{j,n}} \left\| D^{1/2} \left( U_j \left( \frac{x - x_{j,n}}{\lambda_{j,n}}, \frac{t - t_{j,n}}{\lambda^2_{j,n}} \right) U_j' \left( \frac{x - x_{j,n}}{\lambda_{j,n}}, \frac{t - t_{j,n}}{\lambda^2_{j,n}} \right) \right) \right\|_{L_{s,t}^{30/17}},
$$
by change of variables. We then apply (3.6) and the triangle inequality. Consider, for instance, the term

\[
\frac{1}{\lambda_{j,n}^{4/5}} \left\| U_j \left( -\frac{x_{j,n}}{\lambda_{j,n}}, \frac{t-t_{j,n}}{\lambda_{j,n}^2} \right) D^{1/2} U_j' \left( -\frac{x_{j,n}}{\lambda_{j,n}}, \frac{t-t_{j,n}}{\lambda_{j,n}^2} \right) \right\|_{L^{30/17}_x}.
\]

\[
= \frac{1}{\lambda_{j,n}^{4/5}} \left\| U_j \left( -\frac{x_{j,n} - x_{j',n}}{\lambda_{j,n}}, \frac{t-t_{j,n}}{\lambda_{j,n}^2} \right) D^{1/2} U_j' \left( -\frac{t-t_{j,n}}{\lambda_{j,n}^2} \right) \right\|_{L^{30/17}_x}.
\]

We need to take the $L^{5/2}_{(0,\infty)}$ norm of this expression. But, by approximation in $L^5_{(a_j, \infty)} L^5_{x}$ and $L^5_{(a_j, \infty)} L^{30/11}_{x}$ by $C_0^\infty$ functions, we see that the $x$ integral will be 0 for large $n$. All the other terms are handled similarly, using the fact that $A$, $B$ commute with translations. This finishes the proof of (3.5) and hence that of (3.4).

Once (3.3) and (3.4) hold, we apply Theorem 2.12 with $u = H_{n, \epsilon_0}$, $e = R_{n, \epsilon_0}$.

Consider

\[
v_{0,n} = \bar{u}(0) - u_{0,n} = \sum_{j=1}^{J(\epsilon_0)} \bar{U}_j(0) - u_{0,n} = \sum_{j=1}^{J(\epsilon_0)} \left[ \bar{U}_j(0) - \frac{1}{\lambda_{j,n}} V_j \left( \frac{x_{j,n}}{\lambda_{j,n}}, \frac{t_{j,n}}{\lambda_{j,n}} \right) \right].
\]

By the properties of the nonlinear profile, for $n$ large we have $\|v_{0,n}\|_{L^{5/2}_x} \leq \epsilon_1 + 5A_{C_0}^2$, while

\[
\|e^{it\Delta} v_{0,n}\|_{S(0, +\infty)} \leq C\epsilon_1 + \|e^{it\Delta} w_{n}^{j(\epsilon_0)}\|_{S(0, +\infty)} \leq C\epsilon_1 + \epsilon_0,
\]

for $n$ large. If $\epsilon_1$ and $\epsilon_0$ are chosen small, Theorem 2.12 yields $\|u_n\|_{S(0, +\infty)} < \infty$, a contradiction which establishes Step 2.

Because of Step 2, rearranging in $j$, we can find $1 \leq J_1 \leq J_0$ so that, for $1 \leq j \leq J_1$, we have (for $n$ large) $\|U_j\|_{S(s_{j,n}, T_{+}(U_j))} = +\infty$, and for $j > J_1$, we have $T_{+}(U_j) = +\infty$ and $\|U_j\|_{S(s_{j,n}, \infty)} < +\infty$. As a consequence of Step 1 and Step 2, we now have

\[
\sum_{j \geq J_1} \sup_{t \in (s_{j,n}, +\infty)} \| U_j(t) \|_{L^{5/2}_x} + \|D^{1/2} U_j\|_{L^3_{(s_{j,n}, \infty)}} + \|U_j\|_{S(s_{j,n}, \infty)}^2 \leq C_0,
\]

for $n$ large enough. Now, for $k \in \mathbb{N}$, $1 \leq j \leq J_1$, define

\[
T_{j,k} = \begin{cases} 
T_{+}(U_j) - \frac{1}{k} & \text{if } T_{+}(U_j) < \infty, \\
T_{+}(U_j) = +\infty & \text{if } T_{+}(U_j) = +\infty,
\end{cases}
\]

and $t_{j,k} = s_{j,n} + t_{j,k}/\lambda_{j,n}^2 = T_{j,k}$ and $t_{k} = \min_{1 \leq j \leq J_1} t_{j,k}$. With these definitions, $\bar{U}_{j,n}$ is defined for $0 \leq t \leq t_{k}$, for $j = 1, \ldots$, and we have, for $n$ large,

\[
\sum_{j=1}^{\infty} \sup_{t \in (0, t_{k}^2)} \| \bar{U}_{j,n}(t) \|_{L^{5/2}_x} + \|D^{1/2} \bar{U}_{j,n}\|_{L^3_{(0, t_{k}^2)}} + \| \bar{U}_{j,n}\|_{S(0, t_{k}^2)}^2 \leq C_k.
\]

Recall that, for $\epsilon > 0$ given, we have:

There exists $J(\epsilon)$ such that, for $J \geq J(\epsilon)$, there exists $n(J, \epsilon)$ so that, for $n \geq n(J, \epsilon)$, we have

\[
\|e^{it\Delta} w_{n}^{j(\epsilon)}\|_{S(-\infty, +\infty)} \leq \epsilon.
\]
For each fixed $J \geq 1$, there exists $n(J, \epsilon)$ so that, for $n \geq n(J, \epsilon)$, we have

\begin{equation}
\|u_{0,n}\|_{H^{1/2}}^2 = \sum_{j=1}^{J} \|V_{0,j}\|_{H^{1/2}}^2 + \|w_{n}^{j}\|_{H^{1/2}}^2 + \epsilon(J, n),
\end{equation}

with $|\epsilon(J, n)| \leq \epsilon$.

For each fixed $J \geq 1$, there exists $n(J, \epsilon)$ so that, for $n \geq n(J, \epsilon)$, we have

\begin{equation}
\sum_{j=1}^{J} \left\|\hat{U}_{j,n}(x,0) - V_{j}^{j}(\frac{x - x_{j,n}}{\lambda_{j,n}},s_{j,n})/\lambda_{j,n}\right\|_{H^{1/2}} \leq \epsilon.
\end{equation}

(This is a simple consequence of the definition of the nonlinear profile.)

The next step will prove a crucial orthogonality.

**Step 3.** For each fixed $J \geq 1$, there exists $n(J, \epsilon)$ so that (after passing to a subsequence in $n$), for any $1 \leq J_{2} \leq J$, $n \geq n(J, \epsilon)$, we have

\begin{equation}
\left\|\sum_{j=J_{2}}^{J} V_{j}^{j}(\frac{x - x_{j,n}}{\lambda_{j,n}},s_{j,n})/\lambda_{j,n}\right\|_{H^{1/2}}^2 - \sum_{j=J_{2}}^{J} \left\|V_{j}^{j}(\frac{x - x_{j,n}}{\lambda_{j,n}},s_{j,n})/\lambda_{j,n}\right\|_{H^{1/2}}^2 \leq \epsilon.
\end{equation}

In order to establish (3.12), we need to show that, after passing to a subsequence in $n$, for $J_{2} \leq j, j' \leq J$, $j \neq j'$, $J$ fixed, we have

\begin{equation}
\lim_{n \to \infty} \frac{\langle (D^{1/2}V_{j}^{j})(\frac{x - x_{j,n}}{\lambda_{j,n}},s_{j,n}), (D^{1/2}V_{j'}^{j'})(\frac{x - x_{j',n}}{\lambda_{j',n}},s_{j',n}) \rangle}{\lambda_{j,n}^{3/2} \lambda_{j',n}^{3/2}} = 0.
\end{equation}

We will make repeated use of the following formula:

\begin{equation}
\left( e^{it_{0}\Delta}v_{0} \right)(\frac{x - x_{0}}{\lambda_{0}}) = \left( e^{it_{0}^{2}\Delta}v_{0,\lambda_{0},x_{0}} \right)(x),
\end{equation}

where $v_{0,\lambda_{0},x_{0}}(x) = v_{0}(\frac{x - x_{0}}{\lambda_{0}})$.

From (3.14), it follows that

\begin{equation}
V_{j}^{j}(\frac{x - x_{j,n}}{\lambda_{j,n}},s_{j,n}) = \left( e^{it_{j,n}\Delta}V_{0,j} \right)(\frac{x - x_{j,n}}{\lambda_{j,n}}) = e^{-it_{j,n}\Delta}V_{0,j}(x),
\end{equation}

and similarly for $j'$. Thus, the right hand side in (3.13) becomes

\begin{equation}
\frac{1}{\lambda_{j,n}^{3/2} \lambda_{j',n}^{3/2}} \left\langle e^{i(t_{j,n} - t_{j',n})\Delta}D^{1/2}V_{0,j'}(\frac{x - x_{j,n}}{\lambda_{j,n}},s_{j,n},x_{j',n}) \right. \left( x, D^{1/2}V_{0,j}(\frac{x - x_{j,n}}{\lambda_{j,n}}) \right),
\end{equation}

which we will show goes to 0 (after passing to a subsequence in $n$) because of orthogonality, $j \neq j'$. We consider various cases.

**Case 1:** $(\lambda_{j,n}/\lambda_{j',n}) \to 0$. Then we make the change of variables $y = (x - x_{j,n})/\lambda_{j,n}$, and (3.15) becomes

\begin{equation}
\left( \frac{\lambda_{j,n}}{\lambda_{j',n}} \right)^{3/2} \left\langle e^{i(t_{j,n} - t_{j',n})\Delta}D^{1/2}V_{0,j'}(x, D^{1/2}V_{0,j}(x)) \right. \left( x, D^{1/2}V_{0,j}(x) \right).
\end{equation}
We now consider

Case 1a): $|t_j,n - t_{j',n}|/\lambda_{j,n}^2 \leq C$. In this case, after passing to a subsequence, 
$(t_j,n - t_{j',n})/\lambda_{j,n}^2 \rightarrow s_0$. Then,
\[
e^{-i(t_j,n - t_{j',n})/\lambda_{j,n}^2} D^{1/2}V_{0,j} \rightarrow e^{-is_0\Delta} D^{1/2}V_{0,j}
\]
in $L^2$, and we are reduced to considering
\[
\left(\frac{\lambda_{j,n}}{\lambda_{j',n}}\right)^{3/2} \left\langle D^{1/2}V_{0,j',\lambda_{j',n}^{-1}(s_{j,n}-s_{j',n})/\lambda_{j,n}}(x), e^{-is_0\Delta} D^{1/2}V_{0,j}(x)\right\rangle.
\]
We now approximate $D^{1/2}V_{0,j'}$ and $e^{-is_0\Delta} D^{1/2}V_{0,j}(x)$ by $C_0^\infty$ functions in the $L^2$ norm, and we readily see that this goes to 0.

Case 1b): $|t_j,n - t_{j',n}|/\lambda_{j,n}^2$ is not bounded. Then, after passing to a subsequence, 
$(t_j,n - t_{j',n})/\lambda_{j,n}^2 \rightarrow +\infty$ (say). Let $\pi_n = (t_j,n - t_{j',n})/\lambda_{j,n}^2$ and let
\[
h_n(x) = \left(\frac{\lambda_{j,n}}{\lambda_{j',n}}\right) e^{i\pi_n\Delta} V_{0,j',\lambda_{j',n}^{-1}(s_{j,n}-s_{j',n})/\lambda_{j,n}}(x).
\]
By (3.11), for $n$ large, $\|h_n\|_{H^{1/2}} \leq 5A_C$. Moreover, using (3.14),
\[
e^{it\Delta}h_n(x) = \left(\frac{\lambda_{j,n}}{\lambda_{j',n}}\right) 
\times e^{i[(\lambda_{j',n}/\lambda_{j,n})^2(t+\pi_n)]\Delta} V_{0,j'}\left(\left(\frac{\lambda_{j,n}}{\lambda_{j',n}}\right)(x - \frac{x_{j,n} - x_{j',n}}{\lambda_{j,n}})\right).
\]
Note that $\pi_n(\lambda_{j',n}/\lambda_{j,n})^2 \rightarrow +\infty$. Hence a change of variable shows that
\[
\|e^{it\Delta}h_n\|_{S(0,\infty)} \rightarrow 0,
\]
so that Lemma 3.6 gives the desired result.

If $(t_j,n - t_{j',n})/\lambda_{j,n}^2 \rightarrow -\infty$, we use $S(-\infty,0)$ and the corresponding version of Lemma 3.6. The case $(\lambda_{j',n}/\lambda_{j,n}) \rightarrow 0$ is symmetric. Thus we can now assume $\lambda_{j,n} = \lambda_{j',n}$ (see (2.92) in [K]).

Case 2: $\lambda_{j,n} = \lambda_{j',n}$, $|t_j,n - t_{j',n}|/\lambda_{j,n}^2 \rightarrow \infty$. This case is handled using the proof of Case 1b).

Case 3: $\lambda_{j,n} = \lambda_{j',n}$, $|t_j,n - t_{j',n}|/\lambda_{j,n}^2 \leq C$, and $|(x_{j,n} - x_{j',n})/\lambda_{j,n}| \rightarrow \infty$. In this case let $s_0$ be as in Case 1a). As in that case, we are reduced to studying
\[
\left\langle D^{1/2}V_{0,j'}\left(x - \frac{x_{j,n} - x_{j',n}}{\lambda_{j,n}}\right), D^{1/2}e^{is_0\Delta}V_{0,j}(x)\right\rangle,
\]
which goes to zero by approximating $D^{1/2}V_{0,j'}$ and $D^{1/2}e^{is_0\Delta}V_{0,j}$ in $L^2$ by $C_0^\infty$ functions. Thus Step 3 is established.

The following step will be needed to apply Theorem 2.12.

Step 4. For $J$, $n$ given, consider
\[
e^{(1)}_{J,n}(x,t) = f(\tilde{U}_{J,n}) - \sum_{j=1}^{J} f(\tilde{U}_{j,n}),
\]
where $\tilde{U}_{J,n}(x,t) = \sum_{j=1}^{J} \tilde{U}_{J,n}(x,t)$ and where we recall that $f(z) = |z|^2 z$, and $e_{J,n}^{(2)}(x,t) = f(\tilde{U}_{J,n} + w_n^{(J)}) - f(\tilde{U}_{J,n})$, where $w_n^{(J)}(x,t) = e^{it\Delta} w_n^{(J)}(x)$. Then,

i) For each fixed $J \geq 1$, $k \in \mathbb{N}$, there exists $n(J,k,\epsilon)$ so that, for $n \geq n(J,k,\epsilon)$, we have

$$\|D^{1/2} e_{J,n}^{(1)}\|_{L^{5/3}(0,t_0^2) L^{20/23}_{x,y}} \leq \epsilon.$$  

ii) For each fixed $k \in \mathbb{N}$, there exists $J = J(k,\epsilon)$ so that, for $J \geq J(k,\epsilon)$, there exists $n(J,k,\epsilon)$ so that, for $n \geq n(J,k,\epsilon)$, we have

$$\|D^{1/2} e_{J,n}^{(2)}\|_{L^{5/3}(0,t_0^2) L^{20/23}_{x,y}} \leq \epsilon.$$  

**Proof.** First, note that for $1 \leq j \leq J_1$, we must have $s_j < +\infty$; otherwise we would have $\|U_j\|_{S(s_j,+,\infty)} < \infty$, by the construction of the nonlinear profile. Thus, for $k$ fixed, $1 \leq j \leq J_1$, there exists $-\infty \leq a_j < +\infty$, such that

$$\sup_{t \in (a_j, +\infty)} \|D^{1/2} U_j(t)\|_{L^2_x} + \|U_j\|_{S(a_j, +\infty)} + \|D^{1/2} U_j\|_{W(a_j, +\infty)} < \infty,$$

and $(s_j, T_j^+) \subset (a_j, T_j^+)$, for $n$ large. Moreover, for $j > J_1$, $T^+(U_j) = +\infty$, and there exists $a_j$ with $-\infty < a_j < +\infty$ so that

$$\sup_{t \in (a_j, +\infty)} \|D^{1/2} U_j(t)\|_{L^2_x} + \|U_j\|_{S(a_j, +\infty)} + \|D^{1/2} U_j\|_{W(a_j, +\infty)} \leq C \left[ \sup_{t \in (s_j, n, +\infty)} \|D^{1/2} U_j(t)\|_{L^2_x} + \|U_j\|_{S(s_j, n, +\infty)} \right].$$

Once these remarks are made, the proof of (3.16) is the same as the one of (3.8), using (3.14). The argument for ii) follows closely that of Keraani in the proof of Proposition 3.4 of [K]:

First note that, in light of (3.8) and the remarks above, given $\epsilon_1 > 0$, there exists $J(\epsilon_1) \geq 1$ so that

$$\sum_{j \geq J(\epsilon_1)} \sup_{t \in (a_j, +\infty)} \|U_j(t)\|^2_{H^{1/2}} + \|U_j\|^2_{S(a_j, +\infty)} \leq \epsilon_1.$$  

Also, from (3.11), for any $J \geq 1$, there exists $n(J)$ so that, for $n \geq n(J)$,

$$\|w_n^{(J)}\|^2_{H^{1/2}} \leq 5 A_0^2.$$  

Finally, note that there exists $\tilde{C}_k$ so that, given $J \geq 1$, there exists $n(J,k)$ so that, for $n \geq n(J,k)$, we have

$$\|\tilde{U}_{J,n}\|_{S(0,t_0^2)} + \|D^{1/2} \tilde{U}_{J,n}\|_{W(0,t_0^2)} + \sup_{t \in (0,t_0^2)} \|\tilde{U}_{J,n}(t)\|_{H^{1/2}} \leq \tilde{C}_k.$$  

The proof of (3.20) is similar to the one of (3.12), using (3.3).

Next we write $f(\tilde{U}_{J,n} + w_n^{(J)}) - f(\tilde{U}_{J,n})$ by expanding the cubic, term by term. In the analysis that follows, the worse kind of term is

$$D^{1/2} (|\tilde{U}_{J,n}|^2 w_n^{(J)}),$$
which we now handle. We estimate this by using Theorem A.8 in [KPV] in the form
\[ \|D^{1/2}(f \cdot g) - fD^{1/2}g - gD^{1/2}f\|_{L^p_x(L^r_t)} \leq C\|D^{1/4}f\|_{L^{p_1}_x(L^{r_1}_t)}\|D^{1/4}g\|_{L^{p_2}_x(L^{r_2}_t)}, \]
where \( \frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2}, \frac{1}{r} = \frac{1}{r_1} + \frac{1}{r_2}. \)

Using (3.9), (3.19), (3.20) and interpolation, we are reduced to handling the worse term,
\[ |||\tilde{U}_{j,n}|||_{(0,t_n^0)}^{3/2}_{L^{30/17}_x} \]

Using (3.20) again and by Hölder inequality, we are reduced to showing that
\[ |||\tilde{U}_{j,n}D^{1/2}w_{n,j}|||_{(0,t_n^0)}^{5/2}_{L^{30/23}_x} \]
is small for \( J \) large, \( n \) large. Using the argument in (3.3), together with (3.18), (3.11), (3.12) and the definition of the nonlinear profile, we see that the norms of \( \sum_{j \in J_1} \tilde{U}_{j,n} \) are smaller than \( 10k_1 \), uniformly in \( J \), for \( n \) large depending on \( J \). We are thus reduced to showing that for each fixed \( j \), we have that
\[ |||\tilde{U}_{j,n}D^{1/2}w_{n,j}|||_{(0,t_n^0)}^{5/2}_{L^{30/17}_x} \]
is small, for large \( J \) and \( n \). Let us first consider \( 1 \leq j \leq J_1 \). Then \( t_n^k \leq t_n^{J_1,k} \). Change variables \( y = (x - x_{j,n})/\lambda_{j,n} \), \( s = s_{j,n} + t/\lambda_{j,n}^2 \) and define
\[ D^{1/2}\tilde{w}_{n,j}^d(y,s) = \lambda_{j,n}^{3/2}D^{1/2}w_{n,j}(\lambda_{j,n}y + x_{j,n},\lambda_{j,n}^2 s - \lambda_{j,n}^2 s_{j,n}). \]
The integral we are considering is bounded by
\[ |||U_j D^{1/2}\tilde{w}_{n,j}^d|||_{(\alpha_j,T_{j,k})_{\mathbb{R}^3}}^{5/2}_{L^{30/17}_x}. \]

Note that
\[ ||D^{1/2}\tilde{w}_{n,j}^d||_{L^{5/2}_{x,t}} L^{11/11}_y = ||D^{1/2}w_{n,j}||_{L^{5}_{x,t}} L^{11/11}_y \]
and
\[ ||\tilde{w}_{n,j}^d||_{L^{5}_{x,t}} L^{11/11}_y = ||w_{n,j}||_{L^{5}_{x,t}} L^{11/11}_y. \]

Since \( U_j \in L^5(\alpha_j,T_{j,k})\) \( L^3_y \), by Hölder’s inequality and density, we can assume \( U_j \in C_0^\infty(B), B \) a bounded subset of \( \mathbb{R}^4 \). It thus suffices to show that \( ||D^{1/2}\tilde{w}_{n,j}^d||_{L^2(B)} \)
can be made small, by first choosing \( J \) large and then \( n \) large. Note from (3.14) that \( \tilde{w}_{n,j}^d(y,s) = (e^{i\lambda_j s}w_{0,n,j})(y) \), where \( \tilde{w}_{0,n,j} = \lambda_{j,n} w_{n,j}^d(\lambda_{j,n} y + x_{j,n} - \lambda_{j,n}^2 s_{j,n}). \)
The desired result follows from:

**Lemma 3.7.** Let \( B \) be a bounded subset of \( \mathbb{R}^3 \times \mathbb{R} \). Then, for any \( \eta > 0 \), there exists \( C_\eta > 0 \) such that
\[ ||D^{1/2}v||_{L^2(B)} \leq C_\eta ||v||_{L^5(\mathbb{R}^4)} + \eta ||v(0)||_{H^{1/2}}, \]
where \( v \) is a solution to the linear Schrödinger equation.

The proof of Lemma 3.7 is analogous to the one of Lemma 3.7 in [K].

Finally, the case \( j > J_1 \) follows similarly, replacing \( (0, t_n^k) \) by \( (a_j, +\infty) \). This concludes the proof of Step 4. \( \square \)
Step 5. For $0 \leq t \leq t_k^{n(m,k)}$ and $m$ large, we have $t_k^{n(m,k)} \leq T_+(u_{\alpha,n(m,k)})$ and $u_{n(m,k)}(t) = \hat{U}_{J(m,k),n(m,k)}(t) + w_{n(m,k)}^{J(m,k)}(t) + r_{m,k}(t),$

where

$$
\sup_{0 \leq t \leq t_k^{n(m,k)}} \|r_{m,k}(t)\|_{H^{1/2}} + \|r_{m,k}\|_{S(0,t_k^{n(m,k)})} + \|D^{1/2}r_{m,k}\|_{W(0,t_k^{n(m,k)})} = \epsilon_k(m)
$$

with $\epsilon_k(m) \xrightarrow{m \to \infty} 0.$

Proof. Define

$$
\tilde{u}(x,t) = \hat{U}_{J(m,k),n(m,k)}(x,t) + w_{n(m,k)}^{J(m,k)}(x,t).
$$

Let

$$
e(x,t) = f(\hat{U}_{J(m,k),n(m,k)} + w_{n(m,k)}^{J(m,k)}) - \sum_{j=1}^{J(m,k)} f(\hat{U}_{J(m,k),n(m,k)}).
$$

Note that, from Step 4 and our choice of $J(m,k), n(m,k),$ we have

$$
\|D^{1/2}e\|_{L_{(0,t_k^{n(m,k)})}^{5/3} L_2^{30/23}} \leq \frac{1}{m}.
$$

Notice also that $i\partial_t \tilde{u} + \Delta \tilde{u} - |\tilde{u}|^2 \tilde{u} = -e.$ Also, from our choices of $J(m,k), n(m,k),$ we have $\|u_{n(m,k)}(x,0) - \tilde{u}(x,0)\|_{H^{1/2}} \leq 1/m.$ Then Step 5 follows from \((3.10), (3.20)\) and Theorem 2.12.

Step 6. There exists $j_0, 1 \leq j_0 \leq J_1,$ a subsequence $\{k_\alpha\}, k_\alpha \xrightarrow{\alpha \to \infty} \infty,$ and, for each fixed $k_\alpha,$ a subsequence $n(m_\beta(k_\alpha), k_\alpha) \uparrow +\infty$ as $\beta \to +\infty,$ for each $k_\alpha,$ with $m_\beta(k_\alpha) \uparrow +\infty$ as $\beta \to +\infty,$ so that

$$
t_{j_0,k_\alpha}^{n(m_\beta(k_\alpha), k_\alpha)} = t_{k_\alpha}^{n(m_\beta(k_\alpha), k_\alpha)},
$$

for each $\alpha, \beta.$

Proof. Notice that for each fixed $k,$ there exists $j(k)$ so that $1 \leq j(k) \leq J_1$ and

$$
t_k^{n(m,k)} = t_{j(k),k}^{n(m,k)},
$$

for infinitely many $m$'s. Furthermore, there exists $j_0, 1 \leq j_0 \leq J_1$ so that $j(k) = j_0$ for infinitely many $k$'s.
Recall that \( \|U_{j_0}\|_{S(t_{j_0}, n(m,k), T^+(U_{j_0}))} = +\infty \), for all large \( m \), for fixed \( k \), and that \( s_{j_0} = \lim_{n \to \infty} s_{j_0,n} < +\infty \). We can then find \(-\infty < b_{j_0} < T^+(U_{j_0})\) so that \( s_{j_0,n(m,k)} \leq b_{j_0} \) for all large \( m \) and fixed \( k \), so that \( \|U_{j_0}\|_{S(b_{j_0}, T^+(U_{j_0}))} = \infty \). By definition of \( A_{C_2} \), we have

\[
A^2 = \sup_{t \in (b_{j_0}, T^+(U_{j_0}))} \|U_{j_0}(t)\|_{H^{1/2}}^2 \geq A^2_k. \tag{3.21}
\]

Also, \( A^2_k = \sup_{t \in (b_{j_0}, T^+_{j_0,k})} \|U_{j_0}(t)\|_{H^{1/2}}^2 \) verifies \( \lim_{k \to \infty} A^2_k = A^2 \).

Now, let \( T_{j_0,k} \in [b_{j_0}, T^+_{j_0,k}] \) be such that \( A^2_k = \|U_{j_0}(T_{j_0,k})\|_{H^{1/2}}^2 \). Define \( \tau_{n(m,k)} \) by the formula

\[
\tilde{s}_{j_0,n(m,k)} + \frac{\tau_{n(m,k)}}{A^2_{j_0,n(m,k)}} = T_{j_0,k}.
\]

Note that for fixed \( k, m \), large, \( \tau_{n(m,k)} \geq 0 \). Also, since \( T_{j_0,k} \leq T^+_{j,k}, \tau_{n(m,k)} \leq t_{n(m,k)} \). Since \( \tau_{n(m\beta(k_\alpha), k_\alpha)} = \tau_{n(m\beta(k_\alpha), k_\alpha)} \), for all \( \alpha, \beta \), we have that \( \tilde{U}_{j_0,n(m\beta(k_\alpha), k_\alpha)}(\tau_{j_0,k_\alpha}) \) is defined for all \( j \).

The last step that we need is

**Step 7.** For each \( k_\alpha \) fixed and \( \beta \) large (after possibly taking a subsequence in \( \beta \), which may depend on \( k_\alpha \)), we have

\[
\left\| u_{n(m\beta(k_\alpha), k_\alpha)}(\tau_{j_0,k_\alpha}) \right\|_{H^{1/2}}^2 = \sum_{j=1}^{J(m\beta(k_\alpha), k_\alpha)} \left\| \tilde{U}_{j,n(m\beta(k_\alpha), k_\alpha)}(\tau_{j_0,k_\alpha}) \right\|_{H^{1/2}}^2 + \left\| u_{n(m\beta(k_\alpha), k_\alpha)}(\tau_{j_0,k_\alpha}) \right\|_{H^{1/2}}^2 + \epsilon_{k_\alpha}(\beta) \to 0 \quad \text{as} \quad \beta \to \infty.
\]

**Proof.** In order to alleviate notation, in this proof we will simply write \( k_\alpha = k \), \( J(m\beta(k_\alpha), k_\alpha) = J, n(m\beta(k_\alpha), k_\alpha) = n, \tau_{j_1,k_\alpha} = \tau_{n(m\beta(k_\alpha), k_\alpha)} \) and recall that \( k \) is fixed and \( J, n \) are large.

The first claim is that, given \( \epsilon > 0 \), we can find \( J_2 = J_2(\epsilon) \), and \( \beta_0(\epsilon) \) large, so that, for \( \beta \geq \beta_0 \), we have

\[
\sup_{0 \leq t \leq t_\epsilon} \left\| \sum_{j=J_2}^{J} \tilde{U}_{j,n}(t) \right\|_{H^{1/2}} \leq \epsilon.
\]

To establish (3.23), note that from (3.1) we have, for \( \epsilon_1 \) to be chosen,

\[
\sum_{j=J_2(\epsilon_1)}^{J} \|V_{0,j}\|_{H^{1/2}}^2 \leq \epsilon^2_1,
\]

and from Step 1,

\[
\sum_{j=J_2(\epsilon_1)}^{J} \sup_{t \in (-\infty, +\infty)} \|U_j(t)\|_{H^{1/2}}^2 + \|U_j\|_{S(-\infty, +\infty)}^2 + \|D^{1/2}U_j\|_{W(-\infty, +\infty)}^2 \leq C\epsilon^2_1.
\]
Next, we use the integral equation for $\tilde{U}_{j,n}$ to see that, for $0 \leq t < +\infty$, we have
\[
\sum_{j=J_2}^{J} \tilde{U}_{j,n}(t) = e^{it\Delta} \left( \sum_{j=J_2}^{J} \tilde{U}_{j,n}(0) \right) + \sum_{j=J_2}^{J} \int_0^t e^{i(t-t')\Delta} f(\tilde{U}_{j,n})(t') dt'.
\]

By Lemma 2.1, we have
\[
\left\| \sum_{j=J_2}^{J} \tilde{U}_{j,n}(t) \right\|_{H^{1/2}} \leq \left\| \sum_{j=J_2}^{J} \tilde{U}_{j,n}(0) \right\|_{H^{1/2}} + C \sum_{j=J_2}^{J} \| \tilde{U}_{j,n} \|_{\dot{S}((-\infty, +\infty))}^2 \| D^{1/2} \tilde{U}_{j,n} \|_{W((-\infty, +\infty))}
\]
\[
\leq \left\| \sum_{j=J_2}^{J} V_j \left( \frac{x-x_{j,n}}{\lambda_{j,n}}, s_{j,n} \right) / \lambda_{j,n} \right\|_{H^{1/2}} + \frac{1}{m_\beta} + C\epsilon_1,
\]
where we have used (3.11), Step 1, Cauchy–Schwarz, and our choice of $J_2$. Next, from (3.22), we have that
\[
\left\| \sum_{j=J_2}^{J} V_j \left( \frac{x-x_{j,n}}{\lambda_{j,n}}, s_{j,n} \right) / \lambda_{j,n} \right\|_{H^{1/2}} \leq \left( \sum_{j=J_2}^{J} \| V_{0,j} \|_{H^{1/2}}^2 \right)^{1/2} + \frac{1}{m_\beta} \leq \epsilon_1 + \frac{1}{m_\beta},
\]
and the first claim follows.

Next, note that in light of (3.23), Step 5, (3.19) and (3.20), in order to establish (3.22) it suffices to show that
\[
\text{for } 1 \leq j, j' \leq J_2, J_2 \text{ fixed, } j \neq j', \text{ then}
\]
\[
\left\langle D^{1/2} \tilde{U}_{j,n}(\tau_{j_0,k}^n), D^{1/2} \tilde{U}_{j',n}(\tau_{j_0,k}^n) \right\rangle
\]
tends to 0 with $\beta$ (after passing to a subsequence);
\[
\text{for } 1 \leq j \leq J_2, J_2 \text{ fixed, then}
\]
\[
\left\langle D^{1/2} \tilde{U}_{j,n}(\tau_{j_0,k}^n), D^{1/2} \tilde{U}_{j',n}(\tau_{j_0,k}^n) \right\rangle
\]
tends to 0 with $\beta$ (after passing to a subsequence).

We now prove (3.24). Let us define
\[
\tilde{t}_{j,n} = -\frac{t_{j,n}}{\lambda_{j,n}} + \frac{\tau_{j_0,k}^n}{\lambda_{j,n}^2},
\]
\[
\tilde{t}_{j',n} = -\frac{t_{j',n}}{\lambda_{j',n}} + \frac{\tau_{j_0,k}^n}{\lambda_{j',n}^2}.
\]
Assume first that (say) $|\tilde{t}_{j',n}| \leq C_j$. Then, after passing to a subsequence in $\beta$, we can assume that $\tilde{t}_{j',n} \to \tilde{t}_j$. Note that
\[
-\frac{t_{j',n}}{\lambda_{j',n}} + \frac{\tau_{j_0,k}^n}{\lambda_{j',n}^2} \leq -\frac{t_{j',n}}{\lambda_{j',n}} + \frac{\tau_{j_0,k}^n}{\lambda_{j',n}^2}.
\]
and $\tau_{j,k}^n \geq 0$, so that $U_{j'}(t)$ is continuous in $\dot{H}^{1/2}$ in a neighborhood of $t_{j'}$. Because of this and (3.18), we only need to consider

$$\frac{1}{\lambda_{j,n}^{3/2}}\left(D^{1/2}U_j \left(\frac{x-x_{j,n}}{\lambda_{j,n}}, \tilde{t}_{j,n}\right), D^{1/2}U_{j'} \left(\frac{x-x_{j',n}}{\lambda_{j',n}}, \tilde{t}_{j'}\right)\right).$$

We proceed by analyzing cases.

Assume that $(\lambda_{j,n}/\lambda_{j',n}) \to +\infty$. If $|\tilde{t}_{j,n}| \leq C_j$, after passing to a subsequence we can assume $\tilde{t}_{j,n} \to \tilde{t}_j$, and we need only to consider

$$\frac{1}{\lambda_{j,n}^{3/2}}\left(D^{1/2}U_j \left(\frac{x-x_{j,n}}{\lambda_{j,n}}, \tilde{t}_{j,n}\right), D^{1/2}U_{j'} \left(\frac{x-x_{j',n}}{\lambda_{j',n}}, \tilde{t}_{j'}\right)\right).$$

By approximating $D^{1/2}U_j(\tilde{t}_j)$, $D^{1/2}U_{j'}(\tilde{t}_{j'})$ by $C_0^\infty$ functions in $L^2$, this case follows. If $|\tilde{t}_{j,n}|$ is not bounded, after passing to a subsequence, $\tilde{t}_{j,n} \to +\infty$. Since for $j \leq J_1$, $\tilde{t}_{j,n} \leq T_{j,k}^+ < \infty$, we must have, if $\tilde{t}_{j,n} \to +\infty$, that $j > J_1$ and $U_j$ scatters at $+\infty$. If $\tilde{t}_{j,n} \to -\infty$, then, since $\tilde{t}_{j,n} \geq s_{j,n}$, $s_j = \lim_n s_{j,n} = -\infty$. Then, by construction of the nonlinear profile, $U_j$ scatters at $-\infty$. In either case, there exists $h_j \in \dot{H}^{1/2}$ so that

$$||U_j(\tilde{t}_{j,n}) - e^{i\tilde{t}_{j,n}\Delta}h_j||_{\dot{H}^{1/2}} \to 0.$$  

We can then replace

$$\frac{1}{\lambda_{j,n}^{3/2}}D^{1/2}U_j \left(\frac{x-x_{j,n}}{\lambda_{j,n}}, \tilde{t}_{j,n}\right)$$

by

$$\frac{1}{\lambda_{j,n}^{3/2}}D^{1/2}e^{i\tilde{t}_{j,n}\Delta}h_j \left(\frac{x-x_{j,n}}{\lambda_{j,n}}\right),$$

and consider

$$\frac{1}{\lambda_{j,n}^{3/2}}\left((D^{1/2}e^{i\tilde{t}_{j,n}\Delta}h_j) \left(\frac{x-x_{j,n}}{\lambda_{j,n}}\right), (D^{1/2}U_j) \left(\frac{x-x_{j,n}}{\lambda_{j,n}}, \tilde{t}_{j}\right)\right).$$

We now use (3.11) and Lemma 3.6 for $t > 0$ or $t < 0$, according to the limit of $\tilde{t}_{j,n}$, to conclude our proof. The case $(\lambda_{j,n}/\lambda_{j',n}) \to 0$ is completely analogous.

The next case is $\lambda_{j,n} = \lambda_{j',n}$, $|t_{j,n} - t_{j',n}|/\lambda_{j,n}^2 \to +\infty$. In this case, since $\tilde{t}_{j,n} - \tilde{t}_{j',n} = (-t_{j,n} + t_{j',n})/\lambda_{j,n}^2$ and $|t_{j',n}| \leq C_{j'}$, we see that $|\tilde{t}_{j,n}|$ is unbounded. But then the argument above applies, giving the proof in this case.

The final case is $\lambda_{j,n} = \lambda_{j',n}$, $|t_{j,n} - t_{j',n}|/\lambda_{j,n}^2 \leq C$ and $|(x_{j,n} - x_{j',n})/\lambda_{j,n}| \to +\infty$. In this case, $|\tilde{t}_{j,n}| \leq C_j$, and we are reduced to considering

$$\frac{1}{\lambda_{j,n}^3} \left(D^{1/2}U_j \left(\frac{x-x_{j,n}}{\lambda_{j,n}}, \tilde{t}_{j}\right), D^{1/2}U_{j'} \left(\frac{x-x_{j',n}}{\lambda_{j',n}}, \tilde{t}_{j'}\right)\right).$$

A change of variables and approximation by $C_0^\infty$ functions yields this case.

By symmetry, we are then reduced to consider the case when both $\tilde{t}_{j,n}$ and $\tilde{t}_{j',n}$ are unbounded. Assume (say) $\tilde{t}_{j,n} \to +\infty$, $\tilde{t}_{j',n} \to +\infty$. By scattering, we are reduced to considering

$$\frac{1}{\lambda_{j,n}^{3/2}}\left(D^{1/2}e^{i\tilde{t}_{j,n}\Delta}h_j \left(\frac{x-x_{j,n}}{\lambda_{j,n}}\right), D^{1/2}e^{i\tilde{t}_{j',n}\Delta}h_{j'} \left(\frac{x-x_{j',n}}{\lambda_{j',n}}\right)\right).$$
But, using (3.20) and (3.14), we see that this equals
\[
\frac{1}{\lambda_{j,n}^{3/2} \lambda_{j',n}^{3/2}} \left( (D^{1/2} h_j)_{0,j,n,x_j,n}(x), e^{i(t_{j,n} - t_{j',n})} \Delta (D^{1/2} h_{j',j,n,x_{j'}},n,x_{j'},n)(x) \right).
\]
But this coincides with (3.15), which we have already shown goes to 0, concluding the proof of (3.34).

In order to establish (3.25), we consider the first case, \(|\tilde{t}_{j,n}| \leq C_j\), which after passing to a subsequence in \(\beta\), follows from (3.9) and Lemma 3.6. The case when \(t_{j,n}\) is unbounded follows analogously, using scattering. This finishes the proof of Step 7.

To conclude the proof of Proposition 3.3 note that, because of (3.22), we have
\[
A^2_{n(m_J(k_n),k_n)} \geq A^2_{k_n} + \epsilon_{k_n}(\beta).
\]
Letting \(\beta \to \infty\) we see that \(A^2_{C_n} \geq A^2 \geq A^2_{C_n}\), so that \(A^2 = A^2_{C_n}\) and \(U_{j,0}\) is our critical element (see (3.24)).

**Remark 3.8.** The above proof shows that, for \(j \neq j_0\), we must have \(V_0,j = 0\) and that \(w_{j,n} \to 0\) in \(H^{1/2}\). Indeed, let \(\epsilon > 0\) be given and pick \(J > j\). We showed that \(A^2_{k_n} \to A^2_{C_n}\). Pick \(k_n\) so large that \(|A^2_{k_n} - A^2_{C_n}| \leq \epsilon/2\). For this fixed \(k_n\), the argument shows that
\[
A^2_{n(m_J(k_n),k_n)} \geq A^2_{C_n} + \left\| \tilde{U}_{j,n,m_J(k_n),k_n} \left( \tau_{J,0,k_n} \right) \right\|^2_{H^{1/2}} - \frac{\epsilon}{2} + \epsilon_{k_n}(\beta).
\]
Now take \(\beta \to \infty\). We obtain that, for each \(\epsilon > 0\), there exist \(\alpha_0, \beta_0\) so that
\[
\left\| \tilde{U}_{j,n,m_J(k_n),k_n} \left( \tau_{J,0,k_n} \right) \right\|^2_{H^{1/2}} \leq \epsilon.
\]
But then, by Theorem 2.4, \(\sup_{t \in (-\infty, +\infty)} \|U_j(t)\|_{H^{1/2}} \leq C\epsilon\), so that \(U_j \equiv 0\) and hence \(V_0,j \equiv 0\). The argument for \(w_{j,n}^J\) is similar, using the preservation of the \(\tilde{H}^{1/2}\) norm by the linear flow.

**Proof of Proposition 3.4.** It follows from the argument in Proposition 4.2 of [KMI], using Remark 3.8.

**Remark 3.9.** Because of the continuity of \(u(t), t \in [0, T_+(u_0))\), in \(\tilde{H}^{1/2}\), in Proposition 3.4 we can construct \(\lambda(t), x(t)\) continuous in \([0, T_+(u_0))\), with \(\lambda(t) > 0\) for each \(t \in [0, T_+(u_0))\). (See the proof in Remark 5.4 of [KMI].)

**Lemma 3.10.** Let \(u\) be a critical element as in Proposition 3.4. Then there is a (possibly different) element \(w\), with a corresponding \(\lambda\) and \(M_0 > 0\), so that \(\bar{\lambda}(t) \leq M_0\) for \(t \in [0, T^+(w_0))\), \(\|w\|_{S([0, T^+(w_0))}) = +\infty\), and
\[
\sup_{t \in [0, T^+(w_0))} \|w(t)\|_{H^{1/2}} < \infty.
\]

**Proof.** (This type of proof originates in [M]. See also [KMI], page 670, for a similar proof.) Because of Remark 3.9 we can assume that there exist \(\{t_n\}_{n=1}^{\infty}, t_n \geq 0, t_n \uparrow T_+(u_0)\) so that
\[
\lambda(t_n) \uparrow +\infty.
\]
After possibly redefining \(\{t_n\}\) we can assume that
\[
\lambda(t_n) \geq \max_{t \in [0, T_n]} \lambda(t).
\]
From our hypothesis,

\[ \frac{1}{\lambda(t_n)} u \left( \frac{x - x(t_n)}{\lambda(t_n)} , t_n \right) = w_{0,n}(x) \to w_0(x) \]

in \( \dot{H}^{1/2} \). Since \( A_C \geq A_0 \), by Theorem 2.12 we have \( w_0 \neq 0 \). We now consider solutions of (2.1), \( w_n(x, \tau), w(x, \tau) \) with data \( w_{0,n}, w_0 \) at \( \tau = 0 \), defined in maximal intervals \( \tau \in (-T_-(w_{0,n}), 0], \tau \in (-T_-(w_0), 0] \). Since \( w_{0,n} \to w_0 \) in \( \dot{H}^{1/2} \), \( \lim T_-(w_{0,n}) \geq T_-(w_0) \), and for each \( \tau \in (-T_-(w_0), 0] \), \( w_n(x, \tau) \to w(x, \tau) \) in \( \dot{H}^{1/2} \).

(See Remark 2.13) Moreover, by uniqueness in (2.1), for \( 0 \leq t_n + \tau/\lambda(t_n)^2 \), we have

\[ w_n(x, \tau) = \frac{1}{\lambda(t_n)} u \left( \frac{x - x(t_n)}{\lambda(t_n)} , t_n + \frac{\tau}{\lambda(t_n)^2} \right) \]

Let \( \tau_n \) be defined by \( t_n + \tau_n/\lambda(t_n)^2 = 0 \). Note that \( \lim -\tau_n = \lim t_n \lambda(t_n)^2 \geq T_-(w_0) \). If not,

\[ w_n(w, \tau_n) = \frac{1}{\lambda(t_n)} u_0 \left( \frac{x - x(t_n)}{\lambda(t_n)} \right) \to w(x, \tau_0), \quad \tau_0 \in (-T_-(w_0), 0], \]

in \( \dot{H}^{1/2} \), which is a contradiction to \( \lambda(t_n) \uparrow +\infty \), \( w_0 \neq 0 \). Thus, for all \( \tau \in (-T_-(w_0), 0] \), for \( n \) large, \( 0 \leq t_n + \tau/\lambda(t_n)^2 \leq t_n \).

Now fix \( \tau \in (-T_-(w_0), 0] \) and let \( v(x, t) \) be as in Proposition 3.4. For \( n \) sufficiently large, \( \lambda(t_n + \tau/\lambda(t_n)^2) \) and \( v(x, t_n + \tau/\lambda(t_n)^2) \) are defined, and we have

\[ v \left( x, t_n + \frac{\tau}{\lambda(t_n)^2} \right) = \frac{1}{\lambda(t_n + \tau/\lambda(t_n)^2)} u \left( \frac{x - x(t_n + \tau/\lambda(t_n)^2)}{\lambda(t_n + \tau/\lambda(t_n)^2)} , t_n + \frac{\tau}{\lambda(t_n)^2} \right) \]

where

\[ \tilde{\lambda}_n(\tau) = \frac{\lambda(t_n + \tau/\lambda(t_n)^2)}{\lambda(t_n)}, \]

\[ \tilde{x}_n(\tau) = x(t_n + \tau/\lambda(t_n)^2) - x(t_n)/\tilde{\lambda}_n(\tau). \]

Note that \( 0 < \tilde{\lambda}_n(\tau) \leq 1 \). Note also that \( ||w_n(\cdot, \tau)||_{\dot{H}^{1/2}} \leq A_C \), for each \( \tau \), so that

\[ \sup_{\tau \in (-T_0(w_0), 0]} ||w(\tau)||_{\dot{H}^{1/2}} \leq A_C. \]

Note also that \( ||w||_{S(-T_-(w_0), 0]} = +\infty \). Otherwise, \( T_-(w_0) = +\infty \), and by Theorem 2.12 for \( n \) large, \( T_-(w_{0,n}) = +\infty \) and \( ||w_n||_{S(-\infty, 0]} \leq M \), which contradicts \( ||u||_{S(0, T_+(w_0))} = +\infty \). Finally, since

\[ \frac{1}{\lambda_n^{3/2}} h((x - x_n)/\lambda_n) \xrightarrow{n \to \infty} h_0 \]

in \( L^2 \), with either \( \lambda_n \to 0 \) or \( \infty \) or \( |x_n| \to \infty \), implies that \( h_0 \equiv 0 \) and since no element in \( \mathcal{K} \) can be zero by \( A_C \geq A_0 > 0 \) and uniqueness in (2.1), we can assume,
after passing to a subsequence, that \( \tilde{\lambda}_n(\tau) \to \tilde{\lambda}(\tau) \), \( 0 < \tilde{\lambda}(\tau) \leq 1 \), \( \tilde{x}_n(\tau) \to \tilde{x}(\tau) \in \mathbb{R}^3 \). But then
\[
\frac{1}{\lambda(\tau)} \underbrace{w} \left( \frac{x - \tilde{x}(\tau)}{\lambda(\tau)}, \tau \right) \in \overline{K},
\]
as desired. (Actually we should take \( \overline{w}(x, -\tau) \) as our new critical element.) \( \square \)

4. The rigidity theorem

In this section we will prove the following:

**Theorem 4.1.** Assume that \( u_0 \in \dot{H}^{1/2} \) is such that, for \( u \) the solution of (2.1) with maximal interval \([0, T_+(u_0))\), we have the following properties:

i) \( \sup_{0 \leq t < T_+(u_0)} \|u(t)\|_{\dot{H}^{1/2}} \leq A. \)

ii) \( \|u\|_{S(0, T_+(u_0))} = +\infty. \)

iii) There exist continuous functions \( \lambda(t), x(t) \) in \([0, T_+(u_0))\), \( 0 < \lambda(t) \leq M_0 \), \( t \in [0, T_+(u_0)) \), so that
\[
K = \left\{ v(x, t) = \frac{1}{\lambda(t)} u \left( \frac{x - x(t)}{\lambda(t)}, t \right) \right\}
\]
have compact closure in \( \dot{H}^{1/2} \).

Then no such \( u_0 \) exists.

For the proof of Theorem 4.1 note that, by translation and scaling, we can assume \( x(0) = 0, \lambda(0) = 1 \). Moreover, in light of ii) and Theorem 2.4, we can assume that \( \|u(t)\|_{\dot{H}^{1/2}} \geq A_0 > 0 \) for each \( t \in [0, T_+(u_0)) \). From now on we consider such a \( u \). We need some lemmas in order to carry out the proof of Theorem 4.1.

**Lemma 4.2.** Let \( t_0 \in [0, T_+(u_0)) \),
\[
w_0 = \frac{1}{\lambda(t_0)} u \left( \frac{x - x(t_0)}{\lambda(t_0)}, t_0 \right) \in K,
\]
and \( w(x, t) \) be the solution of (2.1) with data \( w_0 \). Then there exist \( \tau_0 = \tau_0(K) > 0, \alpha_0 = \alpha_0(K) > 0, R_0 = R_0(K) > 0, \) and \( M_1 = M_1(K) > 0, \) so that

i) \( w(t) \) is defined for \([0, 2\tau_0]\),

ii) \( \forall t \in [0, \tau_0], \) we have
\[
\|w(t)\|_{L^\lambda(|x| \leq R_0)} \geq \alpha_0,
\]

iii) \( \frac{1}{M_1} \leq \frac{\lambda(t_0 + t/\lambda(t_0))^2}{\lambda(t_0)} \leq M_1, \)

iv) \( \left| x(t_0 + t/\lambda(t_0))^2 - \frac{\lambda(t_0 + t/\lambda(t_0))^2}{\lambda(t_0)} x(t_0) \right| \leq M_1. \)

**Proof.** Since \( w_0 \in K \), we can find \( \tau_1(K) > 0 \) so that the family \( \{w(x, t)\} \) is defined and equicontinuous in \([0, 2\tau_1]\). (See Remark 2.14.) We next claim that \( \exists \alpha_0(K), R_0(K) > 0 \), so that
\[
(4.1) \quad \|w_0\|_{L^\lambda(|x| \leq R_0)} \geq 2\alpha_0 > 0.
\]

In fact, \( \overline{K} \) is compact in \( \dot{H}^{1/2}(\mathbb{R}^3) \) and hence in \( L^3(\mathbb{R}^3) \). If (4.1) fails, we can find \( w_n \in K, R_n \to +\infty \), so that \( \|w_n\|_{L^3(|x| \leq R_n)} \to 0 \). By passing to a subsequence, we can find \( v \in \overline{K} \) so that \( w_n \to v \) in \( \dot{H}^{1/2} \). But then \( \|v\|_{L^\lambda(|x| \leq R)} = 0 \) for each \( R, \) so
that $v \equiv 0$. But $||v||_{H^{1,2}} \geq A_0 > 0$, a contradiction. By equicontinuity on $\overline{K}$, we can find $0 < \tau_0 < \tau_1$, $\tau_0 = \tau_0(K)$ so that, for each $t \in [0, \tau_0]$, $||w_0 - w(t)||_{L^3} \leq \alpha_0$, so that $||w(t)||_{L^3(|x| \leq R_0)} \geq \alpha_0 > 0$.

To show iii) and iv), define

$$
\lambda_{t_0}(t) = \frac{\lambda(t_0 + t/\lambda(t_0))}{\lambda(t_0)},
$$

and

$$
x_{t_0}(t) = x(t_0 + t/\lambda(t_0)) - \frac{\lambda(t_0 + t/\lambda(t_0))}{\lambda(t_0)} x(t_0).
$$

Note that, if $t_0 + t/\lambda(t_0) < T_+(u_0)$, by uniqueness in (2.1) we have that

$$
(4.2) \quad w(x, t) = \frac{1}{\lambda(t_0)} u \left( \frac{x - x(t_0)}{\lambda(t_0)}, t_0 + t/\lambda(t_0) \right).
$$

This shows that for $t \in [0, 2\tau_0]$, $t_0 + t/\lambda(t_0) < T_+(u_0)$. Moreover, from (4.2) we see that

$$
\frac{1}{\lambda(t_0)} w \left( \frac{x - x(t_0)}{\lambda(t_0)}, t \right) = \frac{1}{\lambda(t_0 + t/\lambda(t_0))} u \left( \frac{x - x(t_0 + t/\lambda(t_0))}{\lambda(t_0 + t/\lambda(t_0))}, t_0 + t/\lambda(t_0) \right) \in K.
$$

To conclude that $\exists M_1$ so that $\forall t \in [0, \tau_0]$, $\forall t_0 \in [0, T_+(u_0))$, we have $\frac{1}{\lambda(t_0)} \leq \lambda(t_0) \leq M_1$, $|x(t_0)| \leq M_1$, assume not. Then there is a sequence $w_{t_0, \tau_0} \in K$, with corresponding solution $w_n$, so that

$$
\frac{1}{\lambda_n} w_n \left( \frac{x - x_n}{\lambda_n}, t_n \right) \in K,
$$

and $\lambda_n + 1/\lambda_n + |x_n| \to \infty$, where $\lambda_n = \lambda_{t_0, \tau}(t_n)$, $x_n = x_{t_0, \tau}(t_n)$. After taking a subsequence, we can assume $t_n \to \tau \in [0, 2\tau_0]$, $w_{t_0, \tau_0} \to v_0 \in \overline{K}$,

$$
\frac{1}{\lambda_n} w_n \left( \frac{x - x_n}{\lambda_n}, t_n \right) \to v_1 \in \overline{K}.
$$

Since $w_n(t_n) \to v(\tau)$, where $v$ is the solution corresponding to $v_0$, we see that

$$
\frac{1}{\lambda_n} v \left( \frac{x - x_n}{\lambda_n}, \tau \right) \to v_1.
$$

But, since $\lambda_n + 1/\lambda_n + |x_n| \to \infty$, $v_1 \equiv 0$, which is a contradiction, since $||v||_{H^{1,2}} \geq A_0 > 0$ for all $v \in \overline{K}$. This concludes the proof of Lemma 4.2.

**Corollary 4.3.** For all $t_0 \in [0, T_+(u_0))$ we have

i) $\frac{2\tau_0}{\lambda(t_0)^2} \leq T_+(u_0) - t_0$,

ii) $\int_{t_0}^{t_0 + \tau_0/\lambda(t_0)^2} \int \frac{|u|^4}{|x|} dx dt \geq \frac{C_0(K)}{\lambda(t_0)^2 |x(t_0)| + R_0}$,

where $C_0(K) > 0$, $R_0$ is as in Lemma 4.2.

**Proof.** i) was observed after (4.2). For ii), change the variables to see that the integral in ii) equals

$$
\int_{t_0}^{\tau_0} \int \frac{|u(x, t_0 + t/\lambda(t_0)^2)|^4}{|x|} dx \frac{dt}{\lambda(t_0)^2}.
$$
But (4.2) gives that the integral equals
\[ \int_0^{\tau_0} \int \frac{|w(\lambda(t_0)x + x(t_0), t)|^4}{|x|} \, dx \, dt = \int_0^{\tau_0} \int \frac{|w(y + x(t_0), t)|^4}{|y|} \, dy \, dt \]
\[ \geq \frac{1}{|x(t_0)| + R_0} \int_0^{\tau_0} \int_{|y + x(t_0)| \leq R_0} |w(y + x(t_0), t)|^4 \, dy \, dt \]
\[ \geq \frac{C R_0 \tau_0}{|x(t_0)| + R_0} \]
by ii) in Lemma 4.2.

Let us now define \( t_0 = 0, t_{n+1} = t_n + \tau_0 / \lambda(t_n)^2 \). Note that \( 0 \leq t_n < T_+(u_0) \), by i) in Corollary 4.3. Moreover, \( t_n < t_{n+1} \). Now let

\[ I_n = \int_{t_n}^{t_{n+1}} \int \frac{|u|^4}{|x|^4} \, dx \, dt, \]
where \( u \) is as in Theorem 4.1.

**Lemma 4.4.** Let \( \alpha_n = 1 / \lambda(t_n) \), where \( t_n, I_n \) are as above. Then

\[ \frac{\alpha_n}{\sum_{j=1}^n \alpha_j} \leq CI_n, \]
for some fixed constant \( C = C(K) \).

**Proof.** From Corollary 4.3(i),

\[ \frac{C_0(K)}{|x(t_n)| + R_0} \leq I_n. \]

Moreover, from Lemma 4.2(ii), iv), we have

\[ \frac{1}{M_1} \leq \frac{\lambda(t_{n+1})}{\lambda(t_n)} \leq M_1 \]
and

\[ \frac{|x(t_{n+1})|}{\lambda(t_{n+1})} \frac{x(t_n)}{\lambda(t_n)} \leq \frac{M_1}{\lambda(t_{n+1})}. \]

But then

\[ \frac{|x(t_n)|}{\lambda(t_n)} \leq M_1 \sum_{j=1}^n \alpha_j \]
and

\[ \frac{1}{|x(t_n)| + R_0} = \frac{1}{\lambda(t_n)} \left[ \frac{1}{\lambda(t_n)} + \frac{R_0}{\lambda(t_n)} \right] \]
\[ \geq \frac{1}{\lambda(t_n)} \frac{1}{M_1 (\sum_{j=1}^n \alpha_j) + R_0 \alpha_n} \geq C \frac{\alpha_n}{\sum_{j=1}^n \alpha_j}, \]
as desired.

**Lemma 4.5.** Let \( \alpha_n \) be a sequence of nonnegative real numbers, with \( \alpha_n \geq 1/M_0 \) and \( \frac{1}{M_1} \leq \frac{\alpha_{n+1}}{\alpha_n} \leq M_1 \). Then, if \( s_n = \frac{\alpha_n}{\sum_{j=1}^n \alpha_j} \), we have \( \sum_{n=1}^\infty s_n = +\infty \).
Proof. For $1 \leq r < \infty$, let $g(r) = \alpha_n$, if $r \in [n, n+1)$. Define $G(r) = 1 + \int_1^r g(s)ds$. Note that $G$ and that $G(n+1) \geq 1 + \sum_{j=1}^{n} \alpha_j$. Since $\alpha_n \geq 1/M_0$, $G(r) \uparrow +\infty$ as $r \to +\infty$. Also, $G'(r) = g(r)$, hence, $\int_1^\infty g(s)/G(s)ds = +\infty$. However,

$$\int_1^{n+1} \frac{g(s)}{G(s)}ds \leq \sum_{j=1}^{n} \int_1^{j+1} \frac{g(s)}{G(s)}ds = \sum_{j=1}^{n} \frac{\alpha_j}{1 + \sum_{l=1}^{j-1} \alpha_l},$$

but, $\alpha_{j-1} = \frac{1}{2} \alpha_{j-1} + \frac{1}{2} \alpha_j \geq \frac{1}{2} \alpha_{j-1} + \frac{2}{2M_1} \alpha_j$, so

$$\int_1^{n+1} \frac{g(s)}{G(s)}ds \leq C \sum_{j=1}^{n} \frac{\alpha_j}{\sum_{l=1}^{j} \alpha_l},$$

and the lemma follows. \hfill $\square$

**Proposition 4.6.** Let $u$ be as in Theorem 4.1 Then,

$$\int_0^{T_u(u_0)} \int \frac{|u(x,t)|^4}{|x|}dxdtdt = +\infty.$$

Proof.

$$\int_0^{T_u(u_0)} \int \frac{|u(x,t)|^4}{|x|}dxdtdt \\
\geq \sum_{n=1}^{+\infty} \int_{t_n}^{t_{n+1}} \int \frac{|u(x,t)|^4}{|x|}dxdtdt \\
= \sum_{n=1}^{+\infty} I_n \geq C \sum_{n=1}^{+\infty} \frac{\alpha_n}{\alpha_1} = +\infty,$$

in light of (4.3), the fact that $\lambda(t) \leq M_0$ and that $\frac{\alpha_{j+1}}{\alpha_j} \leq M_1$ (Corollary 4.3 ii), combined with Lemma 4.5. \hfill $\square$

We now turn to some upper bounds, which are consequences of the Morawetz type identity of Lin–Strauss [LS].

**Lemma 4.7.** Let $u_0 \in H^1 \cap \dot{H}^{1/2}$. Then, for each $0 < T < T_u(u_0)$, we have

$$\int_0^T \int \frac{|u(x,t)|^4}{|x|}dxdtdt \leq C_0 \left[ \|u(T)\|^2_{\dot{H}^{1/2}} + \|u(0)\|^2_{\dot{H}^{1/2}} \right],$$

where $u$ is the solution of (2.1), and $C_0$ is independent of $T$.

Proof. See for instance Proposition 2.1 and Lemma 2.1 in [CKSTT]. \hfill $\square$

From Lemma 4.7 we immediately obtain:

**Lemma 4.8.** Let $u$ be a solution of (2.1), so that $u \in B(A)$ (see Definition 3.1). Then,

$$\int_0^{T_u(u_0)} \int \frac{|u(x,t)|^4}{|x|}dxdtdt \leq 2C_0A^2.$$
Proof. Fix $T < T_+ (u_0).$ Pick $u_{0,n} \in H^1 \cap \dot{H}^{1/2}$, so that $u_{0,n} \to u_0$ in $\dot{H}^{1/2}$. By Remark 2.13 for each $0 \leq t \leq T$, we have $u_n(t) \to u(t)$ in $\dot{H}^{1/2}$, where $u_n$ is the solution of (2.1) corresponding to $u_{0,n}$. But,
\[ \int_0^T \int \frac{|u(x)|^4}{|x|} \, dx \, dt \leq \lim_{n \to \infty} \int_0^T \int \frac{|u_n(x)|^4}{|x|} \, dx \, dt \]
\[ \leq \lim_{n \to \infty} C_0 \left[ ||u_n(T)||^{2}_{\dot{H}^{1/2}} + ||u_n(0)||^{2}_{\dot{H}^{1/2}} \right] \leq 2C_0 A^2. \]

Now, Proposition 4.6 and Lemma 4.8 immediately yield Theorem 4.1.

5. Conclusion of the proof of Theorem 1.1 and further results

Note that Lemma 3.10 combined with Theorem 1.1 immediately yields our main result, Theorem 1.1. We now list some corollaries.

Corollary 5.1. If $u_0 \in \dot{H}^{1/2}$, $T_+ (u_0) < +\infty$, then
\[ \sup_{t \in [0, T_+ (u_0))} ||u(t)||^2_{\dot{H}^{1/2}} = +\infty. \]

This is immediate from Theorem 1.1.

Corollary 5.2. $B(\infty)$ (see Definition 3.11) is open in $\dot{H}^{1/2}$.

Proof. Assume that $u_0 \in B(\infty)$, so that for some $A$, $u_0 \in B(A)$. In light of Theorem 1.1 $T_+ (u_0) = +\infty$ and $||u||^2_{S(0, +\infty)} < \infty$. But now Theorem 2.12 yields the corollary.

Corollary 5.3. There exists an increasing function $g(A)$ so that, if $u_0 \in B(A)$, we have
\[ ||u||^2_{S(0, \infty)} \leq g(A). \]

The proof of Corollary 5.3 is similar to the one of [K], Corollary 1.14, using arguments in Section 3.

Remark 5.4. For radial data $u_0$, one can give a strengthening of Theorem 1.1 namely that the condition $\lim_{t \to T_+ (u_0)} ||u(t)||^2_{\dot{H}^{1/2}} < \infty$ suffices to guarantee that $T_+ (u_0) = +\infty$ and $||u||^2_{S(0, +\infty)} < \infty$. There are several ways to see this, some along the lines used in our work, but the quickest argument centers on the fact that using the weighted Strichartz estimates in [V] and radial Sobolev embeddings ([V], [SW]) one can see that, for radial data, in Lemma 2.8 and Remark 2.9 one can replace the $S$-norm for the norm $L^1_t L^4 (dx/|x|)$ and then use Lemma 4.8.
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