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Abstract. This note continues the study initiated in 2006 by P.L. Papini, R. R. Phelps and the author on some classical notions from finite-dimensional convex geometry in spaces of continuous functions. Let $\mathcal{H}$ be the family of all closed, convex and bounded subsets of a Banach space endowed with the Hausdorff metric. A completion of $A \in \mathcal{H}$ is a diametrically maximal set $D \in \mathcal{H}$ satisfying $A \subset D$ and $\text{diam} \ A = \text{diam} \ D$. The complete hull mapping associates with every $A \in \mathcal{H}$ the family $\gamma(A)$ of all its possible completions. It is shown that the set-valued mapping $\gamma$ need not be convex valued even in finite-dimensional spaces, while, in the case of $C(K)$ spaces, $\gamma$ is convex valued if and only if $K$ is extremally disconnected. Regarding the continuity we prove that, again in $C(K)$ spaces, $\gamma$ is always Lipschitz continuous with constant less than or equal to 5 and has a Lipschitz selection with constant less than or equal to 3. If we consider the analogous problem in Euclidean spaces, we show that $\gamma$ is H"{o}lder continuous of order $1/4$ and locally H"{o}lder continuous of order $1/2$, the H"{o}lder constants depending on the diameter of the sets in both cases.

1. Introduction

The study of planar constant width sets can be traced back to Euler, who called them orbiformes [7], although they have been known also as spheroids, spheroids, gleichdicke and sets of constant breadth. Lebesgue, Blaschke and Besicovitch are some of the many mathematicians that were attracted in the past by this classical subject in convexity. Most books devoted to this general area discuss at least some of their fascinating properties, which include curious industrial applications. A finite-dimensional bounded closed convex set $C$ has constant width $\lambda$ if the distance between any two parallel supporting hyperplanes of $C$ equals $\lambda$. As a counterpart of this concept, Meissner [12] introduced at the beginning of the last century the notion of a diametrically maximal set, which also appears in the literature under different names such as complete, diametrically complete and entire. A closed, bounded and convex set $C$ in a normed space is diametrically maximal if

$$\text{diam} \ C < \text{diam}(C \cup \{x\})$$

for every $x \notin C$. Sets of constant width are always diametrically maximal, but the converse, which is true in two-dimensional spaces and also in (finite-dimensional)
Euclidean spaces, is false in general. Both families of sets have been studied in several papers, mainly in the finite-dimensional case (see, for instance, the more than 260 items cited in the authoritative survey by Chakerian and Groemer [5]; a more recent account is contained in the survey by Heil and Martini [10]). The investigation of constant width sets in the infinite-dimensional setting began with the pioneering work of Berhends and Harmand [2]. Berhends [3], Payá and Rodríguez-Palacios [18], and the latter author [19], [20] pursued the study of this subject that has been recently continued by Papini, Phelps and the author in [15]. Diametrically maximal sets in general Banach spaces appeared, in connection with the Jung constant, in a paper by Franchetti [8], while Baronti and Papini later carried out a systematic study of this topic [1]. Finally, some new families of convex sets which are related to diametrically maximal and constant width sets have been introduced and studied in [16].

We will denote by $\mathcal{H}$ the family of all closed, convex and bounded sets endowed with the Hausdorff metric and by $\mathcal{DM}$ the family of all diametrically maximal sets. The complete hull mapping $\gamma$ associates with each $C \in \mathcal{H}$ the family of all its possible completions, namely

$$\gamma(C) = \{D \in \mathcal{DM} : C \subset D, \text{diam } D = \text{diam } C\},$$

and our starting point is the previous paper [14] where this mapping was investigated in the context of $C(K)$ spaces in connection with the concept of porosity. Roughly speaking it was proved there that, when $K$ is not a singleton, $\gamma$ is typically a multivalued mapping. A first step in order to investigate other basic properties of $\gamma$ is to know whether a useful description of $\gamma(C)$, for any $C \in \mathcal{H}$, is available. The difficulties in achieving such a description can be illustrated by the recent paper by T. Lachand-Robert and E. Oudet [11], where an explicit construction of constant width sets in any finite-dimensional Euclidean space is provided. The situation becomes more clear when dealing with $C(K)$ spaces; a characterization of $\gamma(C)$ was given in [14], the key ingredients being the use of some fine properties of semicontinuous functions. The class of $C(K)$ spaces plays an important role in several areas of mathematics, such as functional and real or complex analysis, infinite-dimensional topology and differential equations, and it has received constant attention in recent decades.

Some properties of the complete hull mapping are trivial. For instance, $\gamma(C)$ is bounded, for any $C \in \mathcal{H}$, and $\text{diam } \gamma(C) \leq 2 \text{diam } C$. Indeed, given $D, E \in \gamma(C)$, $\text{dist}(D, E) \leq \text{dist}(D, C) + \text{dist}(C, E) \leq 2 \text{diam } C$. However, some other properties are not so easy to check. For instance, is $\gamma(C)$ always closed? The answer is affirmative in finite-dimensional spaces and $C(K)$ spaces since, in these cases, $\mathcal{DM}$ is closed [10]. Then, if we consider $C \in \mathcal{H}$ and a sequence $\{C_n\}_n \subset \gamma(C)$ which converges to $D \in \mathcal{H}$, we know that $D \in \mathcal{DM}$. Therefore, to prove that $D \in \gamma(C)$ we only need to take care of two details: $C \subset D$ and $\text{diam } D = \text{diam } C$. On the one hand,

$$C \subset C_n \subset D + \left(\text{dist}(C_n, D) + \frac{1}{n}\right)B$$

for every $n \in \mathbb{N}$, where $B$ denotes the unit ball, and therefore $C \subset D$. On the other hand,

$$\text{diam } C = \text{diam } C_n \leq \text{diam } D + 2 \text{dist}(D, C_n) \leq \text{diam } C_n + 4 \text{dist}(D, C_n) = \text{diam } C + 4 \text{dist}(D, C_n)$$
for every \( n \in \mathbb{N} \), which shows that \( \text{diam} \, D = \text{diam} \, C \). The questions of whether \( DM \) is a closed family and whether \( \gamma(C) \) is closed, for every \( C \in \mathcal{H} \), seem to be open problems.

In this paper we deal with two questions: when is \( \gamma \) convex valued (namely when \( \gamma(C) \) is a convex family, for every \( C \in \mathcal{H} \)) and when is \( \gamma \) continuous. In Section 2 we show that there are tridimensional spaces where \( \gamma \) is not convex valued and prove a characterization for extremally disconnected compact Hausdorff spaces in terms of the convexity of the values of \( \gamma \) in \( C(K) \). In Section 3 we prove that, in \( C(K) \), \( \gamma \) is Lipschitz continuous and has a Lipschitz selection. In Section 4 we show that, in Euclidean spaces, \( \gamma \) is Hölder continuous of order \( 1/4 \) and locally Hölder continuous of order \( 1/2 \), the Hölder constants depending, in both cases, on the diameter of the sets. In particular, if \( C, D \in \mathcal{H} \) have diameters \( d_C, d_D \), respectively, and \( \text{dist}(C, D) < \varepsilon \leq 0.3 \min\{d_C, d_D\} \), then

\[
(1.1) \quad \text{dist}(\gamma(C), \gamma(D)) \leq \max\{2, 42 \varepsilon, \varepsilon + 2, 22 \sqrt{d_{CD} + 2 \varepsilon \sqrt{\varepsilon}}\},
\]

where \( d_{CD} = \max\{d_C, d_D\} \).

2. When is \( \gamma \) convex valued?

We will first present some examples of finite-dimensional spaces where \( \gamma \) is convex valued and then a tridimensional space where \( \gamma \) fails to be convex valued. In these examples, the underlying idea is that Minkowski addition preserves the property of having constant width, while it does not preserve the property of being diametrically maximal, as proved in [15].

It should not come as a surprise that \( \gamma \) is convex valued in Euclidean spaces: if \( C \in \mathcal{H} \) and \( D, F \in \gamma(C) \), then \( \lambda D + (1 - \lambda)F \in \gamma(C) \), for every \( \lambda \in [0, 1] \). Indeed, \( C \) and \( D \) are sets of constant width, and so \( \lambda D + (1 - \lambda)F \in \gamma(C) \) (recall that Minkowski addition preserves the property of having constant width, while it does not preserve the property of being diametrically maximal [15]). Obviously \( C \subset \lambda D + (1 - \lambda)F \), which implies \( \text{diam}(\lambda D + (1 - \lambda)F) \geq \text{diam} \, C \), and

\[
\text{diam}(\lambda D + (1 - \lambda)F) \leq \lambda \text{diam} \, D + (1 - \lambda) \text{diam} \, F = \text{diam} \, C.
\]

Beside this example, we have a finite-dimensional polyhedral space where \( \gamma \) need not be convex valued: \( \ell_3^3 \). Consider the set \( C = \text{conv}\{(−1, −1, −1), (0, 0, 0), (1, 1, 1)\} \) and the two completions

\[
\begin{align*}
D &= \text{conv}\{(1, 0, 0), (0, −1, 0)\}, \\
D' &= \text{conv}\{(0, 0, 0), (−1, 1, 1), (1, −1, −1)\}.
\end{align*}
\]

It is not difficult to prove that \( D + D' \notin \gamma(C) \) since, actually, \( D + D' \) is not an intersection of balls (see, e.g., Proposition 5.2 in [15]). One can now be tempted to think that \( \gamma \) is not convex valued in \( \ell_3^3 \) simply because it is a polyhedral space. However, there is an easy example of a finite-dimensional polyhedral space where \( \gamma \) is convex valued: \( \ell_3^3 \), where the only diametrically maximal sets are closed balls. Since \( \ell_\infty^3 \) is a particular case of a space of continuous functions, it is natural to ask whether \( \gamma \) is always convex valued in \( C(K) \), for every compact Hausdorff space \( K \). We will see that this is not so, either. As a matter of fact, this question is used in Theorem 4.1 to characterize extremal disconnectedness.

Recall that a topological space is said to be extremally disconnected if every open set has an open closure. If \( K \) is any compact Hausdorff space, the space \( C(K) \) consists of all real-valued continuous functions \( f : K \to \mathbb{R} \) under the sup
norm \( \|f\| = \max_{t \in K} |f(t)| \). A closed, convex and bounded set \( C \subset C(K) \) is a nonempty intersection of balls if and only if there are \( f, g : K \to \mathbb{R} \) lower and upper semicontinuous functions, respectively, such that \( C = [f, g] = \{ h \in C(K) : f(t) \leq h(t) \leq g(t), t \in K \} \) \cite{[13]}

**Theorem 2.1.** The complete hull mapping in \( C(K) \) is convex valued if and only if \( K \) is extremally disconnected.

**Proof.** To prove necessity, consider a closed, convex and bounded set \( C \subset C(K) \) with \( \text{diam} \ C = d \), two completions \( D, E \in \gamma(C) \) and, finally, a real number \( 0 \leq \lambda \leq 1 \). Since \( K \) is extremally disconnected, there exist four continuous functions \( f, g, f', g' : K \to \mathbb{R} \) satisfying

\[
D = [f, g] = \{ h \in C(K) : f(t) \leq h(t) \leq g(t), t \in K \}
\]

and, analogously, \( E = [f', g'] \) (see, for instance, the proof of Theorem 3.4 in \cite{[13]}

Moreover, \( f(t) - g(t) = f'(t) - g'(t) = d \) for every \( t \in K \), since \( D, E \in \gamma(C) \). Now, what about \( \lambda D + (1 - \lambda)E? \) The condition \( C \subset \lambda D + (1 - \lambda)E \) is trivially fulfilled, so we only must check that \( \lambda D + (1 - \lambda)E \) is diametrically maximal and that \( \text{diam}(\lambda D + (1 - \lambda)E) = d \). As a consequence of the Riesz decomposition property, we have

\[
\lambda D + (1 - \lambda)E = [\lambda f + (1 - \lambda)f', \lambda g + (1 - \lambda)g'],
\]

which proves the two needed conditions since

\[
\begin{align*}
\lambda g(t) + (1 - \lambda)g'(t) - (\lambda f(t) + (1 - \lambda)f'(t))& = \lambda(g(t) - f(t)) + (1 - \lambda)(g'(t) - f'(t)) \\
& = \lambda d + (1 - \lambda)d = d
\end{align*}
\]

for every \( t \in K \).

To prove sufficiency, assume that there is an open set \( G \subset K \) such that \( \overline{G} \) is not open; we will find a closed, convex and bounded \( C \subset C(K) \) for which \( \gamma(C) \) is not convex. First of all, as \( \overline{G} \) is not an open set, it is clear that \( \overline{G} \neq K \) and hence there exists \( t_0 \in K \setminus \overline{G} \). Since \( K \) is Hausdorff, we can find an open set \( F \subset K \) such that \( t_0 \in F \) and \( \overline{F} \cap \overline{G} = \emptyset \). We now define \( f, g \in C(K) \) as follows: \( g \) is the constant function \( g(t) = 1 \), and \( f \) is any Urysohn function with values in \([-1,0]\) satisfying \( f(t_0) = -1 \) and \( f(t) = 0 \) for every \( t \notin F \). Finally, we choose \( C = [f, g] \), and we claim that \( \gamma(C) \) is not convex. To prove the claim, consider the two lower semicontinuous functions

\[
f_1(t) = \begin{cases} -1 & \text{if } t \in K \setminus G, \\ 0 & \text{if } t \in G, \end{cases} \quad f_2(t) = \begin{cases} 0 & \text{if } t \in K \setminus \overline{G} \cup \overline{F}, \\ -1 & \text{if } t \in \overline{G} \cup \overline{F}. \end{cases}
\]

and the corresponding convex subsets \( D = [f_1, f_1 + 2] \) and \( E = [f_2, f_2 + 2] \), where \( f_1 \) and \( f_2 \) are the upper semicontinuous envelopes of \( f_1 \) and \( f_2 \), respectively. The proof will be accomplished by showing that \( D, E \in \gamma(C) \) but \( \frac{1}{2}(D + E) \) is not an intersection of closed balls, thus implying that \( \frac{1}{2}(D + E) \notin \gamma(C) \). The first part is easy since both \( D \) and \( E \) are diametrically maximal sets, both containing \( C \), and \( \text{diam} \ D = \text{diam} \ E = 2 = \text{diam} \ C \). Suppose that \( \frac{1}{2}(D + E) \) is an intersection of closed balls. Then there exist \( \tilde{f}, \tilde{g} : K \to \mathbb{R} \) lower and upper semicontinuous functions, respectively, satisfying

\[
\frac{1}{2}(D + E) = [\tilde{f}, \tilde{g}].
\]
Since $C \subset \frac{1}{2}(D + E)$, it is clear that $\tilde{g}(t) \geq 1$ for every $t \in K$. On the other hand, inf\{h(t) : h ∈ D\} \leq 0 for every $t \in K$, and the same inequality holds replacing $D$ by $E$. Moreover, inf\{h(t) : h ∈ D\} = -1$ when $t \in K \setminus G$ and inf\{h(t) : h ∈ E\} = -1 when $t \in G$. As a consequence, inf\{h(t) : h ∈ \frac{1}{2}(D + E)\} ≤ -\frac{1}{2}$ when $t \in G \cup (K \setminus G)$. Taking into account that $\tilde{f}$ is lower semicontinuous and $G \cup (K \setminus G)$ is dense in $K$, we conclude that $f(t) \leq -\frac{1}{2}$ for every $t \in K$. The above considerations show that

\begin{equation}
\frac{1}{2}B \subset \frac{1}{2}(D + E), \tag{2.1}
\end{equation}

where $B$ is the unit ball. In order to see how (2.1) leads to a contradiction, consider the set

$$S = (\overline{G} \setminus G) \cap (K \setminus \overline{G})$$

which is nonempty because $\overline{G}$ is not open. Also, having in mind that $\overline{G} \cap \overline{F} = \emptyset$, it is clear that

$$S = S \cap (K \setminus \overline{F}) = (\overline{G} \setminus G) \cap (K \setminus (\overline{G} \cup \overline{F})), $$

which, together with the definitions of $D$ and $E$, implies that $h(t) \geq 0$ for every $h ∈ \frac{1}{2}(D + E)$ and every $t ∈ S$, providing the desired contradiction to (2.1). □

3. Continuity of $\gamma$ in $C(K)$

This section is devoted to studying the continuity and Lipschitz continuity of the complete hull mapping $\gamma$ in $C(K)$. The notion of continuity will be understood with respect to the Hausdorff metric both in $\mathcal{H}$ and in the hyperspace of closed subsets of $\mathcal{H}$, where $\gamma$ has its values. In particular, we will say that $\gamma$ is Lipschitz continuous if there is $\alpha \geq 0$ such that for every $C, D, E ∈ \mathcal{H}$, every $E ∈ \gamma(C)$ and every $F, F' ∈ \gamma(D)$ satisfying

$$\max\{\text{dist}(F, F'), \text{dist}(E, E')\} \leq \alpha \text{dist}(C, D).$$

As usual, the infimum of such $\alpha$ is called the Lipschitz constant of the function $\gamma$. To prove the Lipschitz continuity of $\gamma$ we need a suitable description of $\gamma(C)$, for any $C ∈ \mathcal{H}$. We first consider its ball convex hull $β(C)$, namely the intersection of all closed balls containing $C$. The reason is that $β(C)$ has an easy representation, while this is not often the case of $C$, and $\gamma(C) = \gamma(β(C))$. Indeed,

$$β(C) = [f_C, g_C] = [\tilde{f}_C, \tilde{g}_C],$$

where $f_C(t) = \inf\{h(t) : h ∈ C\}$, $g_C(t) = \sup\{h(t) : h ∈ C\}$ and $\tilde{f}_C, \tilde{g}_C$ are the corresponding lower and upper semicontinuous envelopes of $f_C$ and $g_C$, respectively. The diameter of $C$ will be denoted by diam $C$ or simply by $d_C$.

**Theorem 3.1.** In $C(K)$ spaces, the complete hull mapping $\gamma$ is Lipschitz and admits a Lipschitz selection.

**Proof.** Given $C ∈ \mathcal{H}$ and using the notation introduced above, define $Γ(C)$ as the family of those lower semicontinuous functions $ϕ : K → \mathbb{R}$ satisfying

$$\tilde{g}_C(t) - d_C ≤ ϕ(t) ≤ \tilde{f}_C(t)$$

for every $t ∈ D_{f_C} \cap D_{\tilde{g}_C}$, where $D_{f_C}$ and $D_{\tilde{g}_C}$ are the points of continuity of $\tilde{f}_C$ and $\tilde{g}_C$, respectively. It is known [13] that

$$Γ(C) = \{[ϕ, ϕ + d_C] : ϕ ∈ Γ(C)\},$$
which is the suitable representation that we need to prove the theorem. Consider $C,D \in \mathcal{H}$ and denote it by $\varepsilon = \text{dist}(C,D)$. As a first step in the proof of the Lipschitz selection, we will see that

$$\sup_{t \in K} |\hat{f}_C(t) - \hat{f}_D(t)| \leq \varepsilon$$

and

$$\sup_{t \in K} |\hat{g}_C(t) - \hat{g}_D(t)| \leq \varepsilon.$$

Since $\text{dist}(C,D) \leq \varepsilon$, for every $h \in C$ there is $h' \in D$ satisfying

$$\sup_{t \in K} |h(t) - h'(t)| \leq \varepsilon,$$

and the same is true when replacing $C$ by $D$. Then, it is clear that

$$\sup_{t \in K} |f_C(t) - f_D(t)| \leq \varepsilon,$$

and this implies (3.1). A similar argument can be used to prove (3.2). Now, if we prove that

$$\text{dist}([\hat{f}_C, f_C + d_C], [\hat{f}_D, f_D + d_D]) \leq 3\varepsilon,$$

then $C \to [\hat{f}_C, f_C + d_C]$ is the Lipschitz selection we are looking for (notice that $f_C$ is upper semicontinuous since it is an infimum of continuous functions, and so $\hat{f}_C = f_C$). The proof of the above inequality will follow from (3.1), provided we are able to show that

$$\text{dist}([\hat{f}_C, f_C + d_C], [\hat{f}_D, f_D + d_D]) \leq \sup_{t \in D} |\hat{f}_C(t) - \hat{f}_D(t)| + |d_C - d_D|,$$

where $D$ is any dense set contained in $\mathcal{D}_{f_C} \cap \mathcal{D}_{g_C}$, since $\sup_{t \in D} |\hat{f}_C(t) - \hat{f}_D(t)| \leq \varepsilon$ and $|d_C - d_D| \leq 2\varepsilon$. Denote this by $\tau = \sup_{t \in D} |\hat{f}_C(t) - \hat{f}_D(t)|$. Since

$$\hat{f}_D(t) - \tau \leq \hat{f}_C(t) \leq \hat{f}_D(t) + \tau$$

for every $t \in D$, the above inequalities hold for every $t \in D_{f_C} \cap D_{g_C}$, because $D$ is dense in $\mathcal{D}_{f_C} \cap \mathcal{D}_{g_C}$. As a consequence we get

$$[\hat{f}_C, f_C + d_C] \subset [\hat{f}_D - \tau, f_D + d_C + \tau]$$

$$\subset [\hat{f}_D - \tau - |d_C - d_D|, f_D + d_D + \tau + |d_C - d_D|]$$

$$= [\hat{f}_D, f_D + d_D] + (\tau + |d_C - d_D|)B,$$

where $B$ is the unit ball. Analogously,

$$[\hat{f}_D, f_D + d_D] \subset [\hat{f}_C, f_C + d_C] + (\tau + |d_C - d_D|)B,$$

and hence $\text{dist}([\hat{f}_C, f_C + d_C], [\hat{f}_D, f_D + d_D]) \leq \tau + |d_C - d_D|$, showing (3.3) and the existence of the continuous selection. Before starting with the question of the continuity of $\gamma$, let us mention that (3.4) can be completed with the following estimate from below:

$$\sup_{t \in D} |\hat{f}_C(t) - \hat{f}_D(t)| \leq \text{dist}([\hat{f}_C, f_C + d_C], [\hat{f}_D, f_D + d_D]).$$

To prove the above inequality, fix an arbitrary $\delta > 0$ and choose $s \in D$ satisfying $|\hat{f}_C(s) - \hat{f}_D(s)| \geq \tau - \delta/2$. Suppose, for instance, that $|\hat{f}_C(s) - \hat{f}_D(s)| = \hat{f}_C(s) - \hat{f}_D(s)$ (the other case is analogous) and pick $\varphi \in D$ such that $\varphi(s) < \hat{f}_D(s) + \delta/2$ (the
existence of such \( \varphi \) follows from Proposition 3.3 in [13]. Then, for every \( h \in C \), we have
\[
h(s) - \varphi(s) \geq \hat{f}_C(s) - \hat{f}_D(s) - \delta/2 \geq \tau - \delta
\]
and
\[
\text{dist}(\left[\hat{f}_C, f_C + d_C\right], \left[\hat{f}_D, f_D + d_D\right]) \geq \text{dist}(\left[\hat{f}_C, f_C + d_C\right], \varphi) \geq \tau - \delta;
\]
hence (3.5) is proved. The proof of the first part of the theorem relies on the following two general claims.

**Claim 1.** When a diametrically maximal set \( A \) contains \( C \in \mathcal{H} \), it also contains a completion of \( C \). Indeed, there are \( f, g : K \to \mathbb{R} \) lower and upper semicontinuous functions, respectively, such that \( A = [f, g] \) and \( g(t) - f(t) = \text{diam} A \) for every \( t \in D_f \cap D_g \). Since \( A \) is an intersection of balls, it is clear that
\[
[f_C, \hat{g}_C] \subset [f, g]
\]
and, obviously, \( d_C = \text{diam} C \leq \text{diam} A \). Define
\[
f' = \max\{f, g_C - d_C\},
\]
which is a lower semicontinuous function satisfying \( f \leq f' \). Now consider \( g_0 = f' + d_C \) and its corresponding upper semicontinuous envelope \( \hat{g}_0 = g' \). We define, finally,
\[
H = [f', g']
\]
and check that \( H \subset A \) and \( H \in \gamma(C) \). The first part is straightforward, since \( f \leq f' \) and
\[
g_0 = \max\{f + d_C, g_C\} \leq g,
\]
so consequently \( g' \leq g \) also, and so \( [f', g'] \subset [f, g] \). For the second part, notice that \( g'(t) - f'(t) = d_C \) for every \( t \in D_{g_0} = D_f \), which is a dense subset of \( D_{g'} \), so by a continuity argument, \( g'(t) - f'(t) = d_C \) for every \( t \in D' \cap D_{g'} \), thus implying that \( H \) is diametrically maximal and has diameter \( d_C \). Finally we need to prove that
\[
(3.6) \quad [\hat{f}_C, \hat{g}_C] \subset [f', g'].
\]
On the one hand, since \( g_0 = \max\{f + d_C, g_C\} \), we have \( g_C \leq g_0 \) and, taking upper semicontinuous envelopes, we obtain \( \hat{g}_C \leq g' \). On the other hand, it is clear that \( g_C(t) - f_C(t) \leq d_C \) for every \( t \in K \), and also \( f_C \geq f \), because \( C \subset [f, g] \), hence \( f_C \geq f' \). Since \( f' \) is lower semicontinuous, this implies \( \hat{f}_C \geq f' \), thus proving (3.6).

**Claim 2.** If \( A, H \in \mathcal{H} \) are two diametrically maximal sets such that \( H \subset A \), then \( \text{dist}(A, H) \leq \text{diam} A - \text{diam} H \). Suppose, on the contrary, that \( \text{dist}(A, H) > \text{diam} A - \text{diam} H = \gamma \) and denote by \( f, g : K \to \mathbb{R} \) the lower and upper semicontinuous functions, respectively, satisfying \( H = [f, g] \) and \( g(t) - f(t) = \text{diam} H \) for every \( t \in D_f \cap D_g \). Then the set
\[
H + \gamma B = [f, g] + [-\gamma, \gamma] = [f - \gamma, g + \gamma]
\]
does not contain \( A \). (The last equality follows from Proposition 2.3 in [13], and \( \gamma \) denotes a constant function.) This means that there is \( \varphi \in A \) and \( t_0 \in K \) such that either \( \varphi(t_0) > g(t_0) + \gamma \) or \( \varphi(t_0) < f(t_0) - \gamma \). The proof is similar in both cases,
so we may assume that \( \varphi(t_0) > g(t_0) + \gamma \). Since \( g \) is upper semicontinuous, there is an open neighborhood \( U \) of \( t_0 \) such that \( \varphi(t) > g(t) \) for every \( t \in U \), and, as a consequence, we may assume that \( t_0 \) is a point of continuity of \( f \) and \( g \). By using Proposition 2.2 in [13], if we fix \( 0 < \varepsilon < \varphi(t_0) - g(t_0) - \gamma \) we can choose \( h \in H \) such that \( h(t_0) - f(t_0) < \varepsilon \). Then

\[
\text{diam } A \geq \| \varphi - h \| \geq \varphi(t_0) - h(t_0) \\
\geq \varphi(t_0) - f(t_0) + \varepsilon \\
\geq g(t_0) + \gamma - f(t_0) + \varepsilon = \text{diam } A + \varepsilon
\]

provides the contradiction we are looking for.

Once we have proved the two claims, the proof of the Lipschitz continuity of \( \gamma \) is fairly easy: let \( C, D \in \mathcal{H} \) and \( \varepsilon > 0 \) be such that \( \text{dist}(C, D) \leq \varepsilon \). If we consider \( A \in \gamma(D) \), then \( C \subset D + \varepsilon B \subset A + \varepsilon B \). Since \( A + \varepsilon B \) is again diametrically maximal, Claim 1 ensures the existence of \( H \in \gamma(C) \) such that \( H \subset A + \varepsilon B \). Hence

\[
\text{dist}(A, H) \leq \text{dist}(A, A + \varepsilon B) + \text{dist}(A + \varepsilon B, H) \\
\leq \varepsilon + \text{diam}(A + \varepsilon B) - \text{diam } H \\
= \varepsilon + \text{diam } A + 2\varepsilon - \text{diam } H \\
= \text{diam } D - \text{diam } C + 3\varepsilon,
\]

where Claim 2 has been used in second inequality. Changing the roles of \( C \) and \( D \) in the above argument, we obtain finally that \( \text{dist}(\gamma(C), \gamma(D)) \leq |\text{diam } D - \text{diam } C| + 3\varepsilon \leq 5\varepsilon \). \( \Box \)

It is important to point out that there are spaces failing the property stated in Claim 1, and an easy example is Euclidean spaces (finite-dimensional spaces endowed with the Euclidean norm). Consider, in \( \mathbb{R}^2 \) with the usual norm, the segment \( C = \{(x, 0), -1 \leq x \leq 1\} \) and let \( D_n = (0, -n) + (n + 1/n)B \). Then \( \gamma(D_n) = D_n \) and \( C \subset D_n \) for every \( n \in \mathbb{N} \). However, for \( n \) big enough, \( D_n \) contains no completion of \( C \). It could be interesting to study what Banach spaces satisfy the Claim 1 property. Related to this problem is the following result of Baronti and Papini [11] which generalizes to any Banach space a previous result proved independently by Vrecica [22] and Scott [21] for finite-dimensional spaces: if \( C \in \mathcal{H} \) is included in a ball \( D \) with radius \( r \) satisfying \( \text{diam } C / 2 \leq r \leq \text{diam } C \), then there is a completion of \( C \) included in \( D \).

4. CONTINUITY OF \( \gamma \) IN EUCLIDEAN SPACES

It is a natural question to ask what continuity properties are satisfied by \( \gamma \) in Euclidean spaces. Recall that, in this context, diametrically maximal sets always have constant width. The trouble with these spaces is that we have no handy characterizations of \( \gamma(C) \), for most \( C \in \mathcal{H} \). Actually, the goal of a recent paper by T. Lachand-Robert and E. Oudet [14] is to provide an explicit construction of constant width sets in any Euclidean space.

**Theorem 4.1.** The complete hull mapping \( \gamma \) is continuous in finite-dimensional Euclidean spaces.

**Proof.** Let \( C, D \in \mathcal{H} \) and \( \varepsilon > 0 \) be such that \( \text{dist}(C, D) < \varepsilon \). If we consider \( A \in \gamma(D) \), then \( C \subset D + \varepsilon B \subset A + \varepsilon B \). We can try to repeat the argument of Theorem 3.1 by looking for a completion \( H \in \gamma(C) \) such that \( H \subset A + \varepsilon B \). However, it may
well happen that no completion of $C$ is included in $A + \varepsilon B$: consider in $(\mathbb{R}^2, \| \cdot \|_2)$ the sets $D = B \cap \{(x, y) \in \mathbb{R}^2 : y \geq 0\}$ and $C = (0, 2) + (B \cap \{(x, y) \in \mathbb{R}^2 : y \leq 0\})$, which satisfy $\text{dist}(C, D) = \sqrt{5} - 1$. If we define $A = B$, which is a completion of $D$, there is no $H \in \gamma(C)$ included in $A + (\sqrt{5} - 1)B = \sqrt{5}B$. Indeed, the point $(0, 2 - \sqrt{3})$, together with $(1, 2)$ and $(-1, 2)$, the extreme points of $C$, form an equilateral triangle. By using an argument of elementary geometry we know that $(0, 4 - \sqrt{3}) must be in any completion of $C$; however, $(0, 4 - \sqrt{3}) \notin \sqrt{5}B$.

Going back to the general setting, once we know that $A + \varepsilon B$ might contain no completion of $C$, what can we hope to find inside of $A + \varepsilon B$? Consider the family

$$F = \{ F \in \mathcal{H} : C \subset F \subset A + \varepsilon B, \text{diam } F = d_C \}$$

endowed with the partial order given by inclusion. Since every totally ordered chain $\{F_i\} \subset F$ has a maximal element $F_0 = \bigcup_i F_i \in F$, we can apply Zorn’s lemma to conclude that there exists a maximal element $H_0 \in F$. Though $H_0$ is only an auxiliary body, since it need not be diametrically maximal, it satisfies however a useful property that will be used later:

$$A + \varepsilon B \subset H_0 + \alpha B,$$

where $\alpha^2 = 8d_C \varepsilon + 16\varepsilon^2$ (and $\alpha > 0$). Indeed, pick $a \in A + \varepsilon B$ and assume that $a \notin H_0$ (otherwise there is nothing to show). There exists $c \in H_0$ such that $\|a - c\| = \inf\{\|a - z\| : z \in H_0\}$, and there exists $c' \in H_0$ satisfying $\|c - c'\| = d_C$. If not, $\sup\{\|c - z\| : z \in H_0\} < d_C$ would imply

$$\text{diam}(H_0 \cup (\lambda a + (1 - \lambda)c)) < d_C$$

for some $\lambda \in (0, 1)$, in contradiction to the maximality of $H_0$ in $F$. We can now use the properties of the Euclidean norm to estimate

$$d_C^2 + \|a - c\|^2 = \|c - c'\|^2 + \|a - c\|^2 \leq \|a - c'\|^2 \leq (\text{diam } A + 2\varepsilon)^2 \leq (d_C + 4\varepsilon)^2 = d_C^2 + 8d_C\varepsilon + 16\varepsilon^2,$$

hence $\|a - c\| \leq \alpha$, proving (111). However, as we already mentioned, we cannot ensure that $H_0 \in \gamma(C)$. To solve this problem, let $\beta^2 = 2(d_C + 4\varepsilon)\alpha$ (with $\beta > 0$) and define the family

$$G = \{ G \in \mathcal{H} : H_0 \subset G \subset A + (\varepsilon + \beta)B, \text{ diam } G = d_C \},$$

endowed again with the partial order given by the inclusion, and again apply Zorn’s lemma to obtain a maximal element $H \in G$. We claim that $H$ is diametrically maximal, and then, as a consequence, we obtain $H \in \gamma(C)$. Indeed, consider $y \notin H$. If $y \in A + (\varepsilon + \beta)B$ it is clear that $\text{diam}(H \cup \{y\}) \geq \text{diam } H$ because of the maximality of $H$ in $G$. Suppose that $y \notin A + (\varepsilon + \beta)B$ and consider a point $y' \in A + \varepsilon B$ satisfying $\|y - y'\| = \inf\{\|y - z\| : z \in A + \varepsilon B\}$. Notice that

$$\|y - y'\|^2 > \beta = 4\sqrt{2}(d_C + 4\varepsilon) \sqrt{d_C^2 + 2d_C\varepsilon + \varepsilon^2}.$$

Let $y''$ be a diametral point of $y'$ in $A + \varepsilon B$, namely $\|y' - y''\| = \text{diam } A + 2\varepsilon$, and let $z_0 \in H_0$ satisfy $\|z_0 - y''\| \leq \alpha$ (here we use (111)). Then

$$\|y - z_0\|^2 \geq \|y - y'\|^2 + \|y' - z_0\|^2 \geq \|y - y'\|^2 + (\|y' - y''\| - \|y'' - z_0\|)^2$$
that referred to the authoritative survey [5]). If we consider the inner parallel body a consequence, using (4.1) and (4.2), we get

\[ \|y - y'\|_2 + \|y' - y''\|_2^2 - 2\|y' - y''\|_2 = \|y - y''\|_2 - z_0 \]

\[ \geq \|y - y''\|_2^2 + (d_A + 2\varepsilon)^2 - 2\|y' - y''\|_2 = \|y - y''\|_2 - z_0 \]

\[ = \|y - y''\|_2^2 + \|d_C - 2\|y' - y''\|_2 = 2(d_A + 2\varepsilon) - \|y'' - z_0\|_2 \]

\[ \geq \|y - y''\|_2^2 + \|d_C - 2(2 + 4\varepsilon)\|_2 = \|y'' - z_0\|_2 \]

\[ \geq \|y - y''\|_2^2 + \|d_C - 2\|_2 = \|y'' - z_0\|_2 \]

\[ \geq \|y - y''\|_2^2 + \|d_C - \beta > d_C, \]

showing that \( H \) is diametrically maximal and therefore \( H \in \gamma(C) \), as claimed. As a consequence, using (4.1) and (4.2), we get

\[ \text{dist}(A, H) \leq \max \{\alpha, \varepsilon + \beta\}. \]

In order to estimate \( \text{dist}(\gamma(C), \gamma(D)) \), we now fix \( H' \in \gamma(C) \). By using the same arguments as before, changing the roles of \( C \) and \( D \), we obtain \( A' \in \gamma(C) \) satisfying a similar inequality replacing \( A, H \) by \( A', H' \) and \( d_C \) by \( d_D \) in the definitions of \( \alpha \) and \( \beta \). As a consequence, we have the estimate

\[ \text{dist}(\gamma(C), \gamma(D)) \leq \max\{\alpha', \varepsilon + \beta'\}, \]

where \( \alpha' \geq \alpha \) and \( \beta' \geq \beta \) are obtained from \( \alpha \) and \( \beta \) by simply replacing \( d_C \) and \( d_D \) by their maximum \( d_{CD} = \max\{d_C, d_D\} \). Taking into account the definition of \( \alpha' \) and \( \beta' \), the above inequality proves the Hölder continuity of \( \gamma \). Having in mind that \( d_{CD} \leq d_C + 2\varepsilon \) we can get an expression showing the continuity of \( \gamma \) in \( C \).

For small \( \varepsilon \), depending on the diameter of the sets, we will obtain a better estimate, namely that \( \gamma \) is Hölder continuous of order 1/2; see (4.7). To this end, again fix \( C \in \mathcal{H} \) and consider \( H \in \gamma(C) \). Since \( H \) is a constant width set, the insphere and circumsphere are concentric and their radii, \( r_H \) and \( R_H \) respectively, satisfy, on the one hand, \( r_H + R_H = d_C \), and, on the other,

\[ d_C \left( 1 - \sqrt{\frac{n}{2n+2}} \right) \leq r_H \leq R_H \leq d_C \sqrt{\frac{n}{2n+2}}, \]

where \( d_C \) denotes, as before, the diameter of \( C \) and \( n \) is the dimension of the space (for these and other details concerning constant width sets, the reader is referred to the authoritative survey [5]). If we consider the inner parallel body \( H \sim \lambda B = \{x \in H : x + \lambda B \subset H\} \), then \( r_H \) is the greatest number \( \lambda \) for which \( H \sim \lambda B \) is not empty. The above estimate (4.3) provides a lower bound for the constant \( r(C) = \text{inf}\{r_H : H \in \gamma(C)\} \) as well as an upper bound for the constant \( R(C) = \text{sup}\{R_H : H \in \gamma(C)\} \), both together implying that

\[ \sup \left\{ \frac{R(C)}{r(C)} : C \in \mathcal{H} \right\} \leq \frac{1}{\sqrt{\frac{2n+2}{n} - 1}} \leq \frac{1}{\sqrt{2} - 1}. \]

Consider \( \varepsilon < 0.42 \) \( r(C) \) and \( D \in \mathcal{H} \) such that \( \text{dist}(C, D) \leq \varepsilon \). To estimate \( \text{dist}(\gamma(C), \gamma(D)) \) we first prove the inequality

\[ \varepsilon < \min\{r(C), r(D)\} \]

that will be used later. Obviously, it is clear that \( \varepsilon < r(C) \); also,

\[ r(D) \geq 1 - \sqrt{\frac{n}{2n+2}} \geq \frac{2 - \sqrt{2}}{2} d_D \geq \frac{2 - \sqrt{2}}{2} (d_C - 2\varepsilon) \]

\[ \geq \frac{2 - \sqrt{2}}{2} d_C - (2 - \sqrt{2}) \varepsilon \geq \frac{2 - \sqrt{2}}{2} r(C) \sqrt{\frac{2n+2}{n}} - (2 - \sqrt{2}) \varepsilon \]

Consider \( \varepsilon < 0.42 \) \( r(C) \) and \( D \in \mathcal{H} \) such that \( \text{dist}(C, D) \leq \varepsilon \). To estimate \( \text{dist}(\gamma(C), \gamma(D)) \) we first prove the inequality

\[ \varepsilon < \min\{r(C), r(D)\} \]

that will be used later. Obviously, it is clear that \( \varepsilon < r(C) \); also,
We now begin by defining the family
\[
\mathcal{F} = \{ F \in \mathcal{H} : D \cup (H \sim \varepsilon B) \subset F \subset H + \varepsilon B, \text{diam} \, F = \text{diam} \, D = d_D \},
\]
which is nonempty since \( \text{conv} \, (D \cup (H \sim \varepsilon B)) \in \mathcal{F} \). Indeed, \( D \subset C + \varepsilon B \subset H + \varepsilon B \), hence \( \text{conv} \, (D \cup (H \sim \varepsilon B)) \subset H + \varepsilon B \), and we just need to check that
\[
\text{diam} (D \cup (H \sim \varepsilon B)) \leq d_D.
\]

On the one hand,
\[
\text{diam} (H \sim \varepsilon B) \leq \text{diam} \, H - 2 \varepsilon = d_C - 2 \varepsilon \leq d_D.
\]
On the other, if \( h \in H \sim \varepsilon B \) and \( g \in D \), there is \( c \in C \) such that \( \| g - c \| \leq \varepsilon \), and so
\[
\| h - g \| \leq \| h - c \| + \| c - g \| \leq d_D - \varepsilon + \varepsilon < d_D.
\]

Now \( \mathcal{F} \) is again endowed with the partial order given by the inclusion and, by the arguments already mentioned before, there is a maximal element \( A_0 \in \mathcal{F} \). Notice that the convex body \( A_0 \) satisfies
\[
(4.6) \quad H \subset (H \sim \varepsilon B) + \frac{R_H}{r_H} \varepsilon B \subset A_0 + \frac{R_H}{r_H} \varepsilon B \subset A_0 + \frac{R(C)}{r(C)} \varepsilon B.
\]
The first inclusion is due to Thales' theorem (given an arbitrary point of \( H \), consider the segment \( S \) joining this point with the incenter \( x_H \), the ball with center in \( x_H \) and radius \( r_H \), and finally a suitable ball with center in \( S \) and radius \( 3\varepsilon \)), while the third inclusion is due to the definitions of \( r(C) \) and \( R(C) \), respectively. However, \( A_0 \) need not be diametrically maximal, and thus we cannot say that \( A_0 \in \gamma (D) \).

We define a new family
\[
\mathcal{G} = \{ G \in \mathcal{H} : A_0 \subset G \subset H + \left( \sqrt{\varepsilon} + \sqrt{2} \sqrt{d_C + 2 \varepsilon} \sqrt{\frac{R(C)}{r(C)}} \right) \sqrt{\varepsilon} B, \text{diam} \, F = d_D \}
\]
which is nonempty (\( A_0 \in \mathcal{G} \), for instance) and is endowed again with the partial order given by the inclusion. Again applying Zorn’s lemma, we obtain a maximal element \( A \). We claim that \( A \) is diametrically maximal and, consequently, \( A \in \gamma (D) \).

To prove the claim, consider \( y \notin A \). If \( y \in H + \left( \sqrt{\varepsilon} + \sqrt{2} \sqrt{d_C + 2 \varepsilon} \sqrt{\frac{R(C)}{r(C)}} \right) \sqrt{\varepsilon} B \), it is clear that \( \text{diam} (A \cup \{ y \}) > \text{diam} \, A \) because of the maximality of \( A \) in \( \mathcal{G} \). Suppose that
\[
y \notin H + \left( \sqrt{\varepsilon} + \sqrt{2} \sqrt{d_C + 2 \varepsilon} \sqrt{\frac{R(C)}{r(C)}} \right) \sqrt{\varepsilon} B,
\]
denote by \( y' \) the nearest point of \( y \) in \( H + \varepsilon B \) and let \( y'' \) be a diametral point of \( y' \) in \( H + \varepsilon B \); that is, \( \| y'' - y' \| = \text{diam} \, H + 2 \varepsilon \). If we consider \( z_0 \in A_0 \) satisfying \( \| z_0 - y'' \| \leq \frac{R(C)}{r(C)} \varepsilon \), then
\[
\begin{align*}
\| y - z_0 \|^2 & \geq \| y - y' \|^2 + \| y' - z_0 \|^2 \\
& \geq \| y - y' \|^2 + (\| y' - y'' \| - \| y'' - z_0 \|)^2 \\
& \geq \| y - y' \|^2 + \| y' - y'' \|^2 - 2 \| y' - y'' \| \| y'' - z_0 \|
\end{align*}
\]
\[
\|y - y'\|^2 + (d_C + 2\varepsilon)2 - 2(d_C + 2\varepsilon) \frac{R(C)}{r(C)} \varepsilon
\]
\[
\geq \|y - y'\|^2 + d_D 2 - 2(d_C + 2\varepsilon) \frac{R(C)}{r(C)} \varepsilon
\]
\[
> d_C^2;
\]
hence \( A \) is diametrically maximal and \( A \in \gamma(D) \), as claimed. Now, in virtue of (4.6) and the definition of \( G \), we get
\[
\text{dist}(A, H) \leq \max \left\{ \frac{R(C)}{r(C)} 3\varepsilon, \varepsilon + \sqrt{2} \sqrt{d_C + 2\varepsilon} \sqrt{\varepsilon} \right\}
\leq \max \left\{ \frac{3\varepsilon}{\sqrt{2} - 1}, \varepsilon + \sqrt{2} \sqrt{d_C + 2\varepsilon} \sqrt{\sqrt{2} - 1} \right\}
\leq \max \left\{ 2, 42 \varepsilon, \varepsilon + 2, 22 \sqrt{d_C + 2\varepsilon} \sqrt{\varepsilon} \right\}.
\]
Again, in order to estimate \( \text{dist}(\gamma(C), \gamma(D)) \), we now fix in turn a completion \( A' \in \gamma(D) \). Then, using the fact that \( \varepsilon < \frac{r(D)}{3} \) (see (4.3)) and the above arguments, we can find \( H' \in \gamma(C) \) such that
\[
\text{dist}(H', A') \leq \max \left\{ \frac{\varepsilon}{\sqrt{2} - 1}, \varepsilon + \sqrt{2} \sqrt{d_D + 2\varepsilon} \sqrt{\varepsilon} \right\},
\]
which together with the previous inequality shows that
\[
\text{(4.7)} \quad \text{dist}(\gamma(C), \gamma(D)) \leq \max \left\{ \frac{\varepsilon}{\sqrt{2} - 1}, \varepsilon + \sqrt{2} \sqrt{d_C + 2\varepsilon} \sqrt{\sqrt{2} - 1} \right\}
\]
\[
\leq \max \left\{ \frac{\varepsilon}{\sqrt{2} - 1}, \varepsilon + \sqrt{2} \sqrt{d_C + 2\varepsilon} \sqrt{\sqrt{2} - 1} \right\}
\]
for every \( D \in \mathcal{H} \) such that \( \text{dist}(C, D) \leq \varepsilon \leq 0.42 \ r(C) \). It is not difficult to check that, with the same arguments, we can prove the following result: for every \( C, D \in \mathcal{H} \) satisfying \( \text{dist}(C, D) = \varepsilon < \min\{d_C, d_D\}(2 - \sqrt{2})/2 \), we have the estimate (4.7). The reason is that
\[
\min\{d_C, d_D\} \frac{2 - \sqrt{2}}{2} \leq \min\{r(C), r(D)\},
\]
and the proof can then follow from (4.5). Finally, a simple estimate of the real numbers appearing in (4.7) shows (1.1).

Though the above theorem shows the continuity of \( \gamma \) in Euclidean spaces (it is indeed locally Hölder continuous), we don’t know whether it is actually Lipschitz. The technique used in the proof, based mainly in Zorn’s lemma, does not give enough control on the completions. The question remains open as to whether there is a Banach space where \( \gamma \) is not continuous. A good candidate is the three-dimensional space considered by Boltyanski, Martini and Soltan in [4] that was later used in [17] to prove that the ball hull mapping need not be continuous.
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