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Abstract. The classical Bochner-Schoenberg-Eberlein theorem characterizes
the continuous functions on the dual group of a locally compact abelian group
G which arise as Fourier-Stieltjes transforms of elements of the measure algebra
M(G) of G. This has led to the study of the algebra of BSE-functions on the
spectrum of an arbitrary commutative Banach algebra and of the concept
of a BSE-algebra as introduced by Takahasi and Hatori. Since then BSE-
algebras have been studied by several authors. In this paper we investigate
BSE-algebras in the general context on the one hand and, on the other hand, we
specialize to Fourier and Fourier-Stieltjes algebras of locally compact groups.

Introduction

Let A be a commutative Banach algebra with Gelfand spectrum Δ(A) and let
M(A) denote the multiplier algebra of A. A bounded continuous function σ on
Δ(A) is called a BSE-function if there exists a constant C > 0 such that for any
finitely many elements φ1, . . . , φn of Δ(A) and complex numbers c1, . . . , cn the
inequality
\[ \left| \sum_{j=1}^{n} c_j \sigma(\phi_j) \right| \leq C \cdot \left\| \sum_{j=1}^{n} c_j \phi_j \right\|_A \]
holds. The BSE-norm of σ, ∥σ∥BSE, is defined to be the infimum of all such C. The
algebra A is called a BSE-algebra (or said to have the BSE-property) if the BSE-
functions on Δ(A) are precisely the Gelfand transforms of the elements of M(A).
Thus BSE-algebras admit a remarkable description of the range of the Gelfand
homomorphism of M(A), restricted to the subset Δ(A) of Δ(M(A)).

The contraction BSE stands for Bochner-Schoenberg-Eberlein and refers to the
famous theorem, proved by Bochner and Schoenberg (1934) for the additive
term of real numbers and by Eberlein (1955) for general locally compact abelian groups
G, saying that, in the above terminology, the group algebra L1(G) is a BSE-algebra.
functions. In particular, we relate compact groups on the other hand. A brief outline is as follows.

We also comment on when this condition is satisfied. Suppose again that $A$ has a bounded approximate identity. Then, if $A \mapsto \Delta(\hat{M}(A))$ is a BSE-algebra, and vice versa. Regarding the unitization, we give in Theorem 4.1. The reverse implication holds when $A \mapsto \Delta(\hat{M}(A))$ is a BSE-algebra, so is $A$ is a BSE-algebra if and only if the group $\Delta(G)$ is isometrically isomorphic to $\hat{M}(G)$, respectively. The Fourier algebra $A(G)$ turns out to be a BSE-algebra if and only if the group $G$ is amenable, and in this case the closed ideals of $A(G)$ which are BSE-algebras are found to be precisely the closed ideals which possess bounded approximate identities and therefore correspond to the closed sets in the coset ring of $G$ (Theorems 5.1 and 5.3). Moreover, if $I$ is an ideal in $A(G)$, then $\Delta(\hat{M}(A))$ is isometrically isomorphic to $\hat{M}(I)$. The results are used substantially later in the paper.

In Section 3 we study algebras $A$ which are ideals in their second duals. We obtain that then $A$ is a BSE-algebra if and only if $A$ has a bounded approximate identity and we determine the best possible norm bound (Theorem 3.1).

It is a natural question whether $\Delta(G)$ and $\Delta(M)$ have to be BSE-algebras whenever $A$ is a BSE-algebra, and vice versa. Regarding the unitization, we give in Theorem 4.8 a necessary and sufficient condition in terms of $A$ for $\Delta(M)$ to be a BSE-algebra. We also comment on when this condition is satisfied. Suppose again that $A$ has a bounded approximate identity. Then, if $M(A)$ is a BSE-algebra, so is $A$ is at least when $A \mapsto 1_{BSE}(\Delta(A))$ is isometric (Theorem 4.1). The reverse implication holds if $\Delta(A)$ is dense in $\Delta(M(A))$ (Corollary 4.3).

Several of these results are applied in Section 5, where we investigate the Fourier and Fourier-Stieltjes algebras, $A(G)$ and $B(G)$, associated with an arbitrary locally compact group $G$. We remind the reader that when $G$ is abelian, $A(G)$ and $B(G)$ are isometrically isomorphic to $L^1(G)$ and $M(G)$, respectively. The Fourier algebra $A(G)$ turns out to be a BSE-algebra if and only if the group $G$ is amenable, and in this case the closed ideals of $A(G)$ which are BSE-algebras are found to be precisely those ideals which possess bounded approximate identities and therefore correspond to the closed sets in the coset ring of $G$ (Theorems 5.1 and 5.3). Moreover, if $I$ is an ideal in $A(G)$, then $\Delta(\hat{M}(A))$ is isometrically isomorphic to $\hat{M}(I)$.
is such an ideal, then the elements of $I$ can be identified within the algebra of BSE-functions on $\Delta(I)$ (Theorem 5.4). If $G$ is abelian, then $B(G)$ is a BSE-algebra (if and only if $G$ is compact, and this result extends to nilpotent groups. For general $G$, however, there is a somewhat surprising diversity in that, no matter whether $G$ is amenable or not, $B(G)$ can be a BSE-algebra and can fail to be one (see Theorems 5.7 and 5.9). All these features are illustrated by examples. Most notably, the Fourier-Stieltjes algebras of noncompact connected simple Lie groups with finite centre and of certain 2-step solvable groups are BSE-algebras.

1. Preliminaries and the Algebra of BSE-Functions

Let $A$ be a commutative Banach algebra. A linear operator $T$ on $A$ is called a multiplier if it satisfies $xT(y) = T(xy)$ for all $x,y \in A$. The set $M(A)$ of all multipliers of $A$ is a unital commutative Banach algebra, the multiplier algebra of $A$. For each $T \in M(A)$ there exists a unique continuous function $\hat{T}$ on $\Delta(A)$ such that $\hat{T}(a) = \hat{T}(\varphi)a \hat{\varphi}$ for all $a \in A$ and $\varphi \in \Delta(A)$ [24, Theorem 1.2.2].

A bounded net $(e_\alpha)_{\alpha}$ in $A$ is called a $\Delta$-weak bounded approximate identity if it satisfies $\varphi(e_\alpha) \to 1$ (equivalently, $\varphi(e_\alpha a) \to \varphi(a)$ for every $a \in A$) for all $\varphi \in \Delta(A)$. Such approximate identities were studied in [21], where the first example was given of a semisimple commutative Banach algebra which has a $\Delta$-weak approximate identity, but does not possess a bounded approximate identity. Accordingly, in [34] these approximate identities are referred to as bounded approximate identities in the sense of Jones and Lahr, but we prefer to stick to the above more suggestive name used in [12]. As shown in [34, Corollary 5], $A$ has a $\Delta$-weak bounded approximate identity if and only if $\widehat{M(A)} \subseteq C_{BSE}(\Delta(A))$. There are classes of semisimple commutative Banach algebras for which the existence of a $\Delta$-weak bounded approximate identity already forces $\widehat{M(A)} = C_{BSE}(\Delta(A))$, that is, $A$ is a BSE-algebra, but which nevertheless don’t admit bounded approximate identities [18]. We shall mention these at the end of this section. In many cases, however, the three properties that $A$ is a BSE-algebra, $A$ has a bounded approximate identity, and $A$ has a $\Delta$-weak bounded approximate identity turn out to be equivalent (see Theorems 3.1, 5.1 and 5.3).

The multiplier algebra of a semisimple BSE-algebra $A$ is topologically isomorphic to $C_{BSE}(\Delta(A))$ [34, Corollary 6]; that is, there exist positive real numbers $c$ and $d$ such that $c\|T\| \leq \|T\|_{BSE} \leq d\|T\|$ for all $T \in M(A)$. In particular, the norms $a \to \|a\|$ and $a \to \|\hat{a}\|_{BSE}$ on $A$ are equivalent. Since we always have $\|\hat{a}\|_{BSE} \leq \|a\|$, it is an interesting question of when these two norms on $A$ are equal. A number of examples where this happens to be the case are given in [39], among them $L^1$-algebras of locally compact abelian groups, $L^p(G)$ for a compact abelian group ($1 \leq p < \infty$) and commutative $H^*$-algebras.

For a commutative Banach algebra $A$ we define $\beta(A) \in [0, \infty]$ by

$$
\beta(A) = \sup \left\{ \left. \left\| \sum_{j=1}^{n} c_j \varphi_j \right\|_{A^*} \right| \sum_{j=1}^{n} c_j \varphi_j \leq 1, \varphi_j \in \Delta(A), c_j \in \mathbb{C} \right\}.
$$

It is clear from the very definition that $\beta(A)$ is finite if and only if the algebra $C_{BSE}(\Delta(A))$ is unital; that is, the constant function $1$ on $\Delta(A)$ is a BSE-function. Moreover, in this case, $\beta(A) = \|1\|_{BSE}$. 
Lemma 1.1. Let $A$ be a commutative Banach algebra. Then the algebra $C_{BSE}(\Delta(A))$ is unital if and only if $A$ has a $\Delta$-weak bounded approximate identity. Furthermore, in this case, the norm $\|1\|_{BSE} = \beta(A)$ is equal to the minimum of the norm bounds of all such approximate identities.

Proof. Suppose that $(e_\alpha)_\alpha$ is a $\Delta$-weak bounded approximate identity. Then, for any $\sum_{j=1}^n c_j \varphi_j \in \text{span}(\Delta(A))$,

$$\left| \sum_{j=1}^n c_j \right| = \lim_{\alpha} \left| \sum_{j=1}^n c_j \varphi_j(e_\alpha) \right| = \lim_{\alpha} \left| e_\alpha, \sum_{j=1}^n c_j \varphi_j \right| \leq \sup_{\alpha} \|e_\alpha\| \cdot \left| \sum_{j=1}^n c_j \varphi_j \right|_{A^*}.$$ 

So $1 \in C_{BSE}(\Delta(A))$ and $\beta(A) \leq \sup_{\alpha} \|e_\alpha\|$.

Conversely, let $1 \in C_{BSE}(\Delta(A))$. Then, for all $\varphi_1, \ldots, \varphi_n \in \Delta(A)$ and $c_1, \ldots, c_n \in \mathbb{C}$,

$$\left| \sum_{j=1}^n c_j \right| \leq \beta(A) \cdot \left| \sum_{j=1}^n c_j \varphi_j \right|_{A^*}.$$ 

This means that the assignment $\sum_{j=1}^n c_j \varphi_j \mapsto \sum_{j=1}^n c_j \varphi_j$ is a bounded linear functional on $\text{span}(\Delta(A))$. By the Hahn-Banach theorem there exists $m \in A^{**}$ such that $\|m\|_{A^{**}} \leq \beta(A)$ and $(m, \varphi) = 1$ for all $\varphi \in \Delta(A)$. Since the unit ball of $A$ is $w^*$-dense in the unit ball of $A^{**}$, there exists a net $(e_\alpha)_\alpha$ in $A$ with $e_\alpha \rightarrow m$ in the $w^*$-topology and $\|e_\alpha\| \leq \|m\|$ for all $\alpha$. In particular, $\varphi(e_\alpha) \rightarrow (m, \varphi) = 1$ for all $\varphi \in \Delta(A)$. So $(e_\alpha)_\alpha$ is a $\Delta$-weak bounded approximate identity and, combining this with the first part of the proof, gives

$$\beta(A) \leq \sup_{\alpha} \|e_\alpha\| \leq \|m\| \leq \beta(A).$$

This finishes the proof of the lemma.

Lemma 1.2. Let $A$ and $B$ be commutative Banach algebras and $\phi$ a continuous homomorphism from $A$ onto $B$ and let $\widehat{\phi} = \phi|_{\Delta(B)} : \Delta(B) \rightarrow \Delta(A)$. If $\sigma \in C_{BSE}(\Delta(A))$, then $\sigma \circ \widehat{\phi} \in C_{BSE}(\Delta(B))$ and

$$\|\sigma \circ \widehat{\phi}\|_{BSE} \leq \|\sigma\|_{BSE} \|\phi\|.$$ 

Proof. For $\varphi_1, \ldots, \varphi_n \in \Delta(A)$ and $c_1, \ldots, c_n \in \mathbb{C}$, we have

$$\left| \sum_{j=1}^n c_j (\sigma \circ \widehat{\phi}) \varphi_j \right| = \left| \sum_{j=1}^n c_j \sigma(\varphi_j \circ \phi) \right| \leq \|\sigma\|_{BSE} \cdot \left| \sum_{j=1}^n c_j \varphi_j \circ \phi \right|_{A^*} \leq \|\sigma\|_{BSE} \cdot \left| \sum_{j=1}^n c_j \varphi_j \right|_{B^*} \cdot \|\phi\|,$$ 

as claimed.
Corollary 1.3. Let $A$ and $B$ be unital commutative Banach algebras. If $A$ and $B$ are topologically isomorphic, then $A$ is a BSE-algebra if and only if $B$ is a BSE-algebra.

Proof. Let $\phi : A \rightarrow B$ be a topological isomorphism and suppose that $B$ is a BSE-algebra. With the notation of Lemma 1.2, if $\sigma \in C_{BSE}(\Delta(A))$, then $\sigma \circ \hat{\phi} \in C_{BSE}(\Delta(B))$ and hence there exists $b \in B$ such that, for any $\varphi \in \Delta(B)$,

$$
\sigma(\varphi \circ \phi) = (\sigma \circ \hat{\phi})(\varphi) = \hat{b}(\varphi) = (\varphi \circ \phi)(\phi^{-1}(b)).
$$

Since $\Delta(A) = \{ \varphi \circ \phi : \varphi \in \Delta(B) \}$, it follows that $\phi^{-1}(b) = \sigma$. Thus $C_{BSE}(\Delta(A)) \subseteq A$ and so $A$ is a BSE-algebra. \qed

Lemma 1.4. Let $A$ be a commutative Banach algebra and $\sigma \in C_{BSE}(\Delta(A))$. Let $I$ be a closed ideal of $A$, and suppose that $I$ has a $\Delta$-weak approximate identity, bounded by $c > 0$. Then $\sigma|_{\Delta(I)} \in C_{BSE}(\Delta(I))$ and

$$
\|\sigma|_{\Delta(I)}\|_{BSE} \leq c\|\sigma\|_{BSE}.
$$

Proof. We have to show that given $\epsilon > 0$, for any $\varphi_1, \ldots, \varphi_n \in \Delta(I)$ and $c_1, \ldots, c_n \in \mathbb{C}$,

$$
\left| \sum_{j=1}^{n} c_j \sigma(\varphi_j) \right| \leq c \left\| \sigma \right\|_{BSE} \cdot \left\| \sum_{j=1}^{n} c_j \varphi_j \right\|_{I^*} + \epsilon.
$$

First, select $a \in A$ such that $\|a\| \leq 1$ and

$$
\left\| \sum_{j=1}^{n} c_j \varphi_j \right\|_{A^*} \leq \left| \sum_{j=1}^{n} c_j \varphi_j(a) \right| + \frac{\epsilon}{2\|\sigma\|_{BSE}}.
$$

Next choose $0 < \delta < 1$ such that

$$
\frac{\delta}{1 - \delta} \sum_{j=1}^{n} |c_j| \leq \frac{\epsilon}{2c\|\sigma\|_{BSE}}.
$$
By hypothesis, there exists \( b \in I \) such that \( \|b\| \leq c \) and \( |\varphi_j(b) - 1| \leq \delta \) for \( j = 1, \ldots, n \). Then we get
\[
\left| \sum_{j=1}^{n} c_j \sigma(\varphi_j) \right| \leq \left\| \sigma \right\|_{BSE} \left( \sum_{j=1}^{n} c_j \varphi_j(a) \right) + \epsilon \leq \left\| \sigma \right\|_{BSE} \left( \frac{\sum_{j=1}^{n} c_j \varphi_j(b)}{\varphi_j(b)} + \frac{\epsilon}{2\left\| \sigma \right\|_{BSE}} \right) \\
= \left\| \sigma \right\|_{BSE} \left( \frac{\sum_{j=1}^{n} c_j \varphi_j(ba)}{\varphi_j(b)} + \frac{\epsilon}{2\left\| \sigma \right\|_{BSE}} \right)
\]
and we are done. \( \square \)

**Lemma 1.5.** Let \( A \) be a commutative Banach algebra and let \( I \) be a closed ideal of \( A \) such that \( A/I \) is semisimple. For a complex-valued function \( \sigma \) on \( \Delta(I) \), let \( \bar{\sigma} : \Delta(A) \to \mathbb{C} \) be defined by \( \bar{\sigma}(\varphi) = \sigma(\varphi) \) for \( \varphi \in \Delta(A) \) and \( \bar{\sigma}(\varphi) = 0 \) for \( \varphi \notin \Delta(I) \).

(i) If \( \sigma \in C_{BSE}(\Delta(I)) \cap C_0(\Delta(I)) \), then \( \bar{\sigma} \in C_{BSE}(\Delta(A)) \) and \( \|\bar{\sigma}\|_{BSE} = \|\sigma\|_{BSE} \).

(ii) If \( C_{BSE}(\Delta(A)) \subseteq \overline{M(\hat{A})} \), then \( C_{BSE}(\Delta(I)) \cap C_0(\Delta(I)) \subseteq \overline{M(I)} \).

If \( \Delta(I) \) is closed in \( \Delta(A) \), the same conclusions hold if \( C_{BSE}(\Delta(I)) \cap C_0(\Delta(I)) \) is replaced by \( C_{BSE}(\Delta(I)) \).

**Proof.** The proof of both, (i) and (ii), is only a slight modification of the arguments in the proof of [24] Theorem 8. \( \square \)

Let \( G \) be an abelian locally compact group and \( S \) a Segal algebra on \( G \). In [18] Lemma 1.1 [24] it was shown that \( S \) is a BSE-algebra if (and only if) \( S \) has a \( \Delta \)-weak bounded approximate identity. But note that \( S \) has a bounded approximate identity only if \( S = L^1(G) \). Now, in [18], two classes of Segal algebras were shown to admit \( \Delta \)-weak bounded approximate identities.

(1) For \( 1 < p \leq \infty \), let \( S_p(G) = L^1(G) \cap L^p(G) \) with norm defined to be \( \|f\| = \max\{\|f\|_1, \|f\|_p\} \). Then \( S_p(G) \) has a \( \Delta \)-weak approximate identity of norm 1 whenever \( G \) is non-compact [18] Theorem 2.1.

(2) For \( 1 < p < \infty \), let \( A_p(G) = \{f \in L^1(G) : \hat{f} \in L^p(\hat{G})\} \) with norm \( \|f\| = \max\{\|f\|_1, \|\hat{f}\|_p\} \). If \( G \) is non-compact and non-discrete, then \( A_p(G) \) has a \( \Delta \)-weak approximate identity of norm 1 [18] Theorem 3.1.
2. CHARACTERIZATIONS OF BSE-ALGEBRAS

In this section we present two characterizations of semisimple BSE-algebras with bounded approximate identities both of which turn out to be quite useful. Moreover, we feel that they clearly display those properties of $A$ and of its multiplier algebra $M(A)$ that are relevant in our context. In the entire paper, the second dual $A^{**}$ of a commutative Banach algebra $A$ will always be equipped with the first Arens product, which is defined as follows (compare [2] Section 9]). For $a,b \in A$, $f \in A^*$ and $m,n \in A^{**}$, the elements $f \cdot a$ and $m \cdot f$ of $A^*$ and $mn \in A^{**}$ are defined by

$$\langle f \cdot a, b \rangle = \langle f, ab \rangle, \langle m \cdot f, b \rangle = \langle m, f \cdot b \rangle \text{ and } \langle mn, f \rangle = \langle m, n \cdot f \rangle,$$

respectively. With this multiplication, $A^{**}$ is a Banach algebra and $A$ is a subalgebra of $A^{**}$. In general, the multiplication $(m, n) \to mn$ is not separately continuous with respect to the $w^*$-topology on $A^{**}$. But, for fixed $n \in A^{**}$, the mapping $m \to mn$ is $w^*$-continuous. Although under this multiplication $A^{**}$ is not commutative in general, commutativity of $A$ implies that $am = ma$ for all $m \in A^{**}$ and $a \in A$.

If $\sigma \in C_{BSE}(\Delta(A))$, then the linearization $\tilde{\sigma} : \text{span}(\Delta(A)) \to \mathbb{C}$ of $\sigma$, defined by $\tilde{\sigma}(\sum_{j=1}^n c_j \varphi_j) = \sum_{j=1}^n c_j \sigma(\varphi_j)$ for $c_1, \ldots, c_n \in \mathbb{C}$ and $\varphi_1, \ldots, \varphi_n \in \Delta(A)$, is a bounded linear functional and hence by the Hahn-Banach theorem there exists $m \in A^*$ such that $\|m\| = \|\sigma\|_{BSE}$ and $\hat{m}(\varphi) = \langle m, \varphi \rangle = \sigma(\varphi)$ for all $\varphi \in \Delta(A)$. The essential point here is that $\hat{m}$ is continuous on $\Delta(A)$. This leads us to introduce the set

$$C(A^{**}) = \{ m \in A^{**} : \hat{m} : \Delta \to \mathbb{C} \text{ is continuous} \}.$$

Then $C(A^{**})$ is a norm closed subalgebra of $A^{**}$. By Theorem 4 of [34], $C(A^{**}) = C_{BSE}(\Delta(A))$. If $m_1$ and $m_2$ are two extensions of $\tilde{\sigma}$, then $m_1 - m_2 = 0$ on $\Delta(A)$. Therefore, a naturally arising space is

$$R(A^{**}) = \{ m \in A^{**} : \hat{m} = 0 \text{ on } \Delta(A) \}.$$

The space $R(A^{**})$ is a $w^*$-closed ideal of $A^{**}$.

Suppose that $A$ has a bounded approximate identity and hence $A^{**}$ has a right identity $e$. Then the map $j$ from $M(A)$ into $A^{**}$ defined by $j(T) = T^{**}(e)$ is a homomorphism with $\|j(T)\| \leq \|e\| \cdot \|T\|$. Conversely,

$$\|j(T)\| = \sup\{\|T^{**}(e), f\| : f \in A_1^*\} \geq \sup\{\|T^{**}(e), a \cdot f\| : a \in A_1, f \in A_1^*\} = \sup\{\|T(a), f\| : a \in A_1, f \in A_1^*\} = \sup\{\|T(a)\| : a \in A_1\} = \|T\|.$$

So $j$ is a Banach algebra isomorphism between $M(A)$ and the closed subalgebra $j(M(A))$ of $A^{**}$, and $j$ is an isometry if $\|e\| = 1$.

Our first result characterizes BSE-algebras in terms of the space $C(A^{**})$.

**Theorem 2.1.** Let $A$ be a semisimple commutative Banach algebra with bounded approximate identity. Then $A$ is a BSE-algebra if and only if

$$C(A^{**}) = j(M(A)) \oplus R(A^{**}).$$

**Proof.** Suppose first that $A$ is a BSE-algebra and let $T \in M(A)$ and put $m = T^{**}(e) \in A^{**}$. Then $\hat{m} = \hat{T}$ on $\Delta(A)$, so that $\hat{m}$ is continuous on $\Delta(A)$. Consequently, $j(M(A)) \subseteq C(A^{**})$. Now, let $n$ be an arbitrary element of $C(A^{**})$. Then,
since $A$ is a BSE-algebra, $\hat{n} \in C_{BSE}(\Delta(A))$ and hence $\hat{n} = \hat{T}$ for some $T \in M(A)$.
Let $m = T^*(e) \in j(M(A))$. Then $\hat{n} - \hat{m} = 0$ on $\Delta(A)$ and so $n - m \in R(A^{**})$.
This shows that $C(A^{**}) \subseteq j(M(A)) + R(A^{**})$. Clearly, $j(M(A)) \cap R(A^{**}) = \{0\}$,
whence $C(A^{**}) = j(M(A)) \oplus R(A^{**})$.

Conversely, if $C(A^{**}) = j(M(A)) + R(A^{**})$ holds, then $\widehat{M(A)} = \widehat{C(A^{**})} = C_{BSE}(\Delta(A))$. Hence $A$ is a BSE-algebra. □

As an immediate consequence of this characterization we get

**Corollary 2.2.** Let $A$ be a unital semisimple commutative Banach algebra. Then $A$ is a BSE-algebra if and only if $C(A^{**}) = A \oplus R(A^{**})$.

The following lemma is straightforward. We include it for completeness.

**Lemma 2.3.** Let $E$ and $F$ be Banach spaces and let $T : E \to F$ be a bounded linear operator. Let $m \in E^{**}$ be such that $T^{**}(m) \in F$. If $(a_\alpha)_\alpha$ is a net in $E$ converging to $m$ in the $w^*$-topology of $E^{**}$, then the net $(T(a_\alpha))_\alpha$ converges weakly to $T^{**}(m)$ in $F$.

To motivate the next characterization of BSE-algebras, consider the measure algebra $M(G)$ of a locally compact abelian group $G$ and the Fourier-Stieltjes transform $\Gamma : M(G) \to \mathcal{C}_b(\hat{G})$. Then $\Gamma(M(G)_1)$ is norm closed in $\mathcal{C}_b(\hat{G})$.[H, Theorem 1.9.2]. In terms of general Banach space theory, $\Gamma$ is a semi-embedding. Recall that a bounded linear operator $T : E \to F$ between Banach spaces $E$ and $F$ is said to be a *semi-embedding* if $T$ is one-to-one and $T(E)$, the image of the closed unit ball of $E$, is closed in $F$. Of course, if $T$ is a topological isomorphism onto its range, then $T$ is a semi-embedding. However, being a semi-embedding is a much weaker condition. The reader can find ample information on this notion in [H].

The following theorem shows that in the context of general commutative Banach algebras $A$, the relevant condition for $A$ to be a BSE-algebra is that the Fourier-Stieltjes transform $\Gamma : M(A) \to C_b(\Delta(A))$ is a semi-embedding.

**Theorem 2.4.** Let $A$ be a semisimple commutative Banach algebra with bounded approximate identity and let $\Gamma : M(A) \to C_b(\Delta(A))$ denote the Fourier-Stieltjes transform. If $\Gamma$ is a semi-embedding, then $A$ is a BSE-algebra, and the converse is true at least when $\|\hat{a}\|_{BSE} = \|a\|$ holds for all $a \in A$.

**Proof.** Suppose first that $\Gamma$ is a semi-embedding. To show that $A$ is a BSE-algebra we shall use Theorem 2.1. To that end, let $m \in C(A^{**})$ be given. Of course, we can assume that $\|m\| \leq 1$. Then there exists a net $(a_\alpha)_\alpha$ in the unit ball $A_1$ of $A$ such that $a_\alpha \to m$ in the $w^*$-topology of $A^{**}$. For each $\alpha$, consider the multiplier $T_\alpha = L_{a_\alpha} \in M(A)_1$. Since $\hat{m} \in C_b(\Delta(A))$, an application of Lemma 2.3 to the Gelfand transform shows that $\hat{a}_\alpha \to \hat{m}$ weakly in $C_b(\Delta(A))$. Because the functions $\Gamma$ and $\hat{a}_\alpha$ agree on $\Delta(A)$, this means that $\hat{T_\alpha} \to \hat{m}$ weakly in $C_b(\Delta(A))$. Therefore, the set $\Gamma(M(A)_1)$ being convex and norm closed, we get that $\hat{m} \in \Gamma(M(A)_1)$. Thus $\hat{m} = \hat{T}$ for some $T \in M(A)_1$. Since $A$ is semisimple, $T$ is uniquely determined. Now let $e$ be a right identity in $A^{**}$ and let $n = T^{**}(e)$. Then $m - n$ belongs to $R(A^{**})$ and therefore $m \in j(M(A)) + R(A^{**})$. This shows that $C(A^{**}) = j(M(A)) \oplus R(A^{**})$ and hence $A$ is a BSE-algebra by Theorem 2.1.

Conversely, suppose that $A$ is a BSE-algebra and that $\|\hat{a}\|_{BSE} = \|a\|$ holds for all $a \in A$. To prove that $\Gamma(M(A)_1)$ is norm closed in $C_b(\Delta(A))$, let $\sigma \in C_b(\Delta(A))$ be such that $\sigma$ is in the norm closure of $\Gamma(M(A)_1)$ in $C_b(\Delta(A))$. There exists a
sequence \((T_n)\) in \(M(A)_1\) such that \(\hat{T}_n \to \sigma\) uniformly on \(\Delta(A)\) as \(n \to \infty\). Let \(e\) be a right identity in \(A^{**}\) and \(S \to S^{**}(e)\) the corresponding embedding of \(M(A)\) into \(A^{**}\). Then, for any \(\sum_{j=1}^{n} c_j \varphi_j \in \text{span}(\Delta(A))\),

\[
\left| \sum_{j=1}^{n} c_j \hat{T}_n(\varphi_j) \right| = \left| \sum_{j=1}^{n} c_j \hat{T}^{**}(e)(\varphi_j) \right| \\
\leq \|T^{**}(e)\| \cdot \left| \sum_{j=1}^{n} c_j \varphi_j \right|_{A^*} \\
\leq \|e\| \cdot \left| \sum_{j=1}^{n} c_j \varphi_j \right|_{A^*}
\]

since \(\|T_n\| \leq 1\). Letting \(n \to \infty\), we get

\[
\left| \sum_{j=1}^{n} c_j \sigma(\varphi_j) \right| \leq \|e\| \cdot \left| \sum_{j=1}^{n} c_j \varphi_j \right|_{A^*}.
\]

This shows that \(\sigma \in C_{BSE}(\Delta(A))\), and since \(A\) is a BSE-algebra, there exists \(T \in M(A)\) such that \(\hat{T} = \sigma\).

It remains to show that \(\|T\| \leq 1\). To this end, let \(a \in A\) be given. Since \(\hat{T}_n(a)(\varphi) \to \hat{T}(a)(\varphi)\) for all \(\varphi \in \Delta(A)\), we have for any \(\sum_{j=1}^{n} c_j \varphi_j \in \text{span}(\Delta(A))\),

\[
\left| \sum_{j=1}^{n} c_j \hat{T}_n(a)(\varphi_j) \right| = \lim_{n \to \infty} \left| \sum_{j=1}^{n} c_j \hat{T}_n(a)(\varphi_j) \right| \\
= \lim_{n \to \infty} \left| \left< T_n(a), \sum_{j=1}^{n} c_j \varphi_j \right> \right| \\
\leq \limsup_{n \to \infty} \|T_n(a)\| \cdot \left| \sum_{j=1}^{n} c_j \varphi_j \right|_{A^*} \\
\leq \|a\| \cdot \left| \sum_{j=1}^{n} c_j \varphi_j \right|_{A^*},
\]

so that \(\|\hat{T}(a)\|_{BSE} \leq \|a\|\). Now, by hypothesis, \(\|\hat{x}\|_{BSE} = \|x\|\) for all \(x \in A\). It follows that

\[
\|T(a)\| = \|\hat{T}(a)\|_{BSE} \leq \|a\|,
\]

and hence \(\|T\| \leq 1\) since \(a \in A\) was arbitrary.

---

**Remark 2.5.** Let \(A\) be a semisimple commutative Banach algebra with bounded approximate identity satisfying the condition \(\|\hat{a}\|_{BSE} = \|a\|\) for all \(a \in A\). In view of Theorem 2.4 one might wonder whether \(A\) is a BSE-algebra if and only if the Gelfand transform \(\Gamma : A \to C_0(\Delta(A))\), as opposed to the Fourier-Stieltjes transform, is a semi-embedding. However, the following example shows that this...
is not true. Let $G$ be any non-discrete locally compact abelian group. Then there exists a singular measure $\mu \in M(G)$ such that $\hat{\mu} \in C_0(\hat{G})$ (see [14, Theorem 7.4.1]).

Now let $G$ be compact. It is worth mentioning that in this case a functional analytic proof for the existence of such a measure $\mu$ has been given in [3]. Of course, we can assume that $\|\mu\| \leq 1$. Let $(u_\alpha)_\alpha$ be a bounded approximate identity in $L^1(G)$ with $\|u_\alpha\|_1 \leq 1$ for all $\alpha$, and let $f_\alpha = u_\alpha \ast \mu \in L^1(G)_1$. Then $\hat{f_\alpha} \to \hat{\mu}$ pointwise on the discrete group $\hat{G}$ and since $c_0(\hat{G})^* = l^1(\hat{G})$, this implies that $\hat{f_\alpha} \to \hat{\mu}$ weakly in $c_0(\hat{G})$. It follows that $\hat{\mu}$ is contained in the norm closure of the convex set $\Gamma(L^1(G)_1)$ in $c_0(\hat{G})$. This shows that $\Gamma(L^1(G)_1)$ is not closed in $C^b(\hat{G})$ because otherwise we would have $\hat{\mu} = \hat{g}$ for some $g \in L^1(G)$, which is impossible since $\mu$ is singular. However, recall that $\|\hat{f}\|_{BSE} = \|f\|_1$ for all $f \in L^1(G)$.

Employing Morera’s theorem and Montel’s theorem, it was shown in [34, Theorem 7] that the disc algebra and the classical Hardy algebra are BSE-algebras (in this context, compare also [20]). This raises the question of whether every uniform algebra is a BSE-algebra. Here by a uniform algebra we mean a unital commutative Banach algebra which is isometrically isomorphic to a closed subalgebra of $C(X)$ for some compact Hausdorff space $X$. As a reference to uniform algebras we mention the monograph [33]. A straightforward application of Theorem 2.4 shows that the above question has an affirmative answer.

**Theorem 2.6.** Every uniform algebra is a BSE-algebra.

**Proof.** Let $A$ be a uniform algebra. By Corollary 1.3, we can assume that $A$ is a closed subalgebra of $C(X)$ for some compact Hausdorff space $X$. Then the Gelfand homomorphism $\Gamma$ is an isometric isomorphism of $A$ into $C(\Delta(A))$. Moreover, $\|a\| = \|\hat{a}\|_{BSE}$ for all $a \in A$ and $\Gamma$ is a semi-embedding. So $A$ is a BSE-algebra by Theorem 2.4. \hfill \Box

3. **Algebras which are ideals in their second duals**

One class of commutative Banach algebras $A$, for which a particularly simple criterion for $A$ to be a BSE-algebra can be given, is the class of semisimple commutative Banach algebras which are ideals in their second duals (Theorem 3.1). For a discussion of which algebras belong to that class, see Proposition 3.5. A criterion analogous to Theorem 3.1 will turn out to be valid for ideals in Fourier algebras of amenable locally compact groups, which we address in Section 5.

**Theorem 3.1.** Let $A$ be a semisimple commutative Banach algebra which is an ideal in its second dual $A^{**}$. Then the following are equivalent.

(i) $A$ is a BSE-algebra.

(ii) $A$ has a $\Delta$-weak bounded approximate identity.

(iii) $A$ has a bounded approximate identity.

The approximate identity in (iii) can be chosen to be bounded in norm by $\beta(A)$.

**Proof.** (i) $\Rightarrow$ (ii) being obvious, let (ii) hold. Then, by Lemma 1.1, $A$ has a $\Delta$-weak bounded approximate identity, say $(g_\gamma)_\gamma$. Let $e \in A^{**}$ be a $w^*$-cluster point of $(g_\gamma)_\gamma$. Then $\|e\| \leq \beta(A)$, and $\hat{e} = 1$ on $\Delta(A)$ and hence $\hat{a} \hat{e} = \hat{a}$ on $\Delta(A)$ for all $a \in A$. Since $A$ is an ideal in $A^{**}$ and $A$ is semisimple, this implies that $ac = a$ for all $a \in A$. By Goldstein’s theorem, there exists a net $(f_\beta)_\beta$ in $A$ such that $\|f_\beta\| \leq \|e\|$ for all $\beta$ and $f_\beta \to e$ in the $w^*$-topology. Thus $af_\beta \to a$ weakly for every $a \in A$;
that is, \( (f_\beta)_\beta \) is a weak approximate identity. Then there exists another net \((e_\alpha)_{\alpha}\), each \(e_\alpha \) being a convex combination of \(f_\beta \)'s, which forms an approximate identity in norm \([6, \text{Proposition } 2.9.14]\). Since \( \|f_\beta\| \leq \|e\| \) for all \( \beta \), \( \|e_\alpha\| \leq \|e\| \leq \beta(A) \).

It only remains to show (iii) \( \Rightarrow \) (i). If \( A \) has a bounded approximate identity, then \( A^{**} \) has a right identity \( e \) and the mapping \( m \to em \) is a bounded projection in \( A^{**} \). This induces a decomposition \( A^{**} = eA^{**} \oplus (1-e)A^{**} \). We claim that

\[
j(M(A)) = eA^{**}.
\]

If \( T \in M(A) \), then \( T^{**} \) is a multiplier of \( A^{**} \) and hence \( T^{**}(e) = eT^{**}(e) \).

Conversely, since \( A \) is an ideal in \( A^{**} \), each \( m \in A^{**} \) defines a multiplier \( T_m : a \to am \) of \( A \), and then it is readily checked that \( (1-e)A^{**} \subseteq R(A^{**}) \). We conclude that \( A^{**} = j(M(A)) + R(A^{**}) \), Theorem 2.1 now shows that \( A \) is a BSE-algebra.

Of course, our interest is in deciding whether an algebra \( A \) is a BSE-algebra. However, a simple consequence of Theorem 3.1 is that, when \( A \) is an ideal in its second dual, \( A \) cannot possess a \( \Delta \)-weak bounded approximate identity unless it possesses a bounded approximate identity. This latter condition is usually much easier to check.

**Corollary 3.2.** Let \( A \) be a semisimple commutative BSE-algebra which is an ideal in its second dual. Then \( \|a\| \leq \beta(A)\|\hat{a}\|_{\text{BSE}} \) for all \( a \in A \). Consequently, if \( \beta(A) = 1 \), then the Fourier-Stieltjes transform \( \Gamma : M(A) \to C^0(\Delta(A)) \) is a semi-embedding.

**Proof.** By Theorem 3.1, \( A \) has a bounded approximate identity \((e_\alpha)_{\alpha}\) bounded by \( \beta(A) \). Let \( AA^* = \{a \cdot f : f \in A^*, a \in A\} \). Since \( A \) has a bounded approximate identity, by the module version of Cohen’s factorization theorem (see \([6, \text{Corollary } 2.9.26]\)) \( AA^* \) is a closed linear subspace of \( A^* \). Observe next that \( \text{span}(\Delta(A)) = AA^* \). In fact, this can be seen as follows. Let \( m \in A^{**} \) be such that \( \langle m, \varphi \rangle = 0 \) for all \( \varphi \in \Delta(A) \). Then \( 0 = \varphi(a)\langle m, \varphi \rangle = \langle ma, \varphi \rangle = \langle ma, \varphi \rangle \) for all \( a \in A \) and \( \varphi \in \Delta(A) \). Since \( A \) is semisimple and an ideal in \( A^{**} \), it follows that \( mA = \{0\} \). This in turn implies that \( 0 = \langle ma, f \rangle = \langle m, a \cdot f \rangle \) for all \( a \in A \) and \( f \in A^* \). Thus \( m \) annihilates \( AA^* \) and hence \( \text{span}(\Delta(A)) = AA^* \) by the Hahn-Banach theorem.

Now fix \( a \in A \) and let \( x \in A_1 \), \( f \in A_1^* \) and \( \epsilon > 0 \). Then there exists a functional \( \sum_{j=1}^n c_j \varphi_j \in \text{span}(\Delta(A)) \) such that \( \|x \cdot f - \sum_{j=1}^n c_j \varphi_j\|_{A^*} < \epsilon \). In particular,

\[
\left\| \sum_{j=1}^n c_j \varphi_j \right\|_{A^*} \leq \left\| x \right\| \cdot \left\| f \right\|_{A^*} + \epsilon \leq 1 + \epsilon.
\]

It follows that

\[
|\langle a, x \cdot f \rangle| = \left| \left\langle a, x \cdot f - \sum_{j=1}^n c_j \varphi_j \right\rangle \right| + \left| \left\langle a, \sum_{j=1}^n c_j \varphi_j \right\rangle \right| \leq \epsilon \|a\| + \frac{1}{1 + \epsilon} \cdot \|\hat{a}\|_{\text{BSE}}.
\]
Letting \( \epsilon \to 0 \), we conclude that \( |\langle ax, f \rangle| \leq \| \hat{a} \|_{BSE} \). Since \( f \in A^*_1 \) was arbitrary, \( \|ax\| \leq \| \hat{a} \|_{BSE} \). Since \( f \in A^*_1 \) was arbitrary, \( \|ax\| \leq \| \hat{a} \|_{BSE} \). Replacing \( x \) by \( \frac{1}{\beta(A)}e_\alpha \), we get

\[
\|a\| = \lim_{\alpha} \|ae_\alpha\| = \beta(A) \cdot \lim_{\alpha} \left\| \frac{1}{\beta(A)}e_\alpha \right\| \leq \beta(A) \cdot \|\hat{a}\|_{BSE},
\]

as required. Finally, if \( \beta(A) = 1 \), then \( \|a\| = \|\hat{a}\|_{BSE} \) for all \( a \in A \) and hence \( \Gamma : M(A) \to C^b(\Delta(A)) \) is a semi-embedding by Theorem 2.6.

The following corollary is an immediate consequence of Theorem 3.1. In this context the reader should compare [34, Theorem 8].

**Corollary 3.3.** Let \( A \) be a semisimple commutative Banach algebra which is an ideal in \( A^{**} \). Suppose that \( A \) is a BSE-algebra and that \( I \) is a closed ideal in \( A \). Then

(i) \( A/I \) is a BSE-algebra.

(ii) \( I \) is a BSE-algebra if and only if \( I \) has a bounded approximate identity.

**Example 3.4.** (1) Let \( A = l^p, 1 < p < \infty \), be the sequence space. Under pointwise multiplication, \( A \) is a commutative semisimple Banach algebra. Being reflexive, \( A \) is an ideal in its second dual. \( A \) does not have a bounded approximate identity and hence fails to be a BSE-algebra.

(2) Let \( G \) be an infinite compact abelian group and \( \hat{G} \) the discrete dual group of \( G \). For \( 1 \leq p < \infty \), \( L^p(G) \) equipped with convolution is a semisimple commutative Banach algebra with \( \Delta(L^p(G)) = \hat{G} \). Whereas \( L^1(G) \) is a BSE-algebra, \( L^p(G) \), for \( p > 1 \), does not have a bounded approximate identity and therefore is not a BSE-algebra.

Theorem 3.1 shows that \( l^p \) and \( L^p(G), p > 1 \), do not even have \( \Delta \)-weak bounded approximate identities.

The following remark gives a fairly exhaustive class of commutative Banach algebras which are ideals in their second duals. We remind the reader that a commutative Banach algebra is said to be Tauberian if the set of all elements \( a \in A \) such that \( \hat{a} \) has compact support in \( \Delta(A) \) is dense in \( A \).

**Remark 3.5.** Let \( A \) be a semisimple commutative Banach algebra and suppose that \( A \) is Tauberian and \( \Delta(A) \) is discrete. Then \( A \) is an ideal in \( A^{**} \). In fact, for every \( a \in A \) such that \( \hat{a} \) has finite support, the multiplication operator \( L_a : x \to ax \) is a finite rank operator on \( A \), and since such elements are dense in \( A \), it follows that \( L_a \) is compact for every \( a \in A \). This property implies that \( A \) is an ideal in \( A^{**} \) (compare [29, Proposition 1.4.13]).
Proof. Suppose that \( M(A) \) is a BSE-algebra. To prove that \( A \) is a BSE-algebra we are going to show that the Fourier-Stieltjes transform \( \Gamma : M(A) \to C^b(\Delta(A)) \) is a semi-embedding. To this end, let \( f \) be a continuous function on \( \Delta(A) \) belonging to the closure of \( \Gamma(M(A)_1) \) in \( C^b(\Delta(A)) \). So there exists a sequence \((T_n)_n\) in \( M(A)_1 \) such that \( T_n \to f \) uniformly on \( \Delta(A) \). For any \( a \in A \), we then have

\[
\| \hat{T}_n a - f \hat{a} \|_{C^b(\Delta(A))} = \| T_n \circ \Delta(A) - f \hat{a} \|_{C^b(\Delta(A))}
\]

since \( \hat{a} \) vanishes on \( \Delta(M(A)) \setminus \Delta(A) \). Since \( M(A) \) is a BSE-algebra, it follows from Theorem 2.4 that \( f \hat{a} \in M(A)_1 \) for each \( a \in A_1 \). So, for each \( a \in A \), there exists \( T_n(a) \in M(A) \) such that \( \hat{T}_n(a) = f \hat{a} \) on \( \Delta(M(A)) \). Then, for any \( b \in A \), \( f \hat{a} \hat{b} = \hat{T}_n(a) \hat{b} \) on \( \Delta(A) \). Since \( f \hat{a} \in M(A) \), we see that the product \( f \hat{a} \hat{b} \) is in \( \hat{A} \). Now, because \( A \) has a bounded approximate identity, \( A^2 = A \) by Cohen’s factorization theorem. Thus \( \hat{A}^2 = \hat{A} \) and so \( f \cdot \hat{A} \subseteq \hat{A} \). This shows that there a multiplier \( T \) of \( A \) such that \( \hat{T} = f \) on \( \Delta(A) \). Exactly as in the proof of Theorem 2.4 we can now verify that \( \|T\| \leq 1 \). Thus we have seen that \( \Gamma(M(A)_1) \) is closed in \( C^b(\Delta(A)) \), and hence \( A \) is a BSE-algebra by Theorem 2.4. \( \square \)

We next aim at results in the reverse direction (Corollaries 4.3 and 4.5).

**Proposition 4.2.** Let \( A \) be a semisimple BSE-algebra with bounded approximate identity. Then the following conditions are equivalent.

(i) \( M(A) \) is a BSE-algebra.

(ii) If \( \sigma \in C_{BSE}(\Delta(M(A))) \) and \( T \in M(A) \) are such that \( \sigma = \hat{T} \) on \( \Delta(A) \), then \( \sigma = \hat{T} \) on \( \Delta(M(A)) \).

**Proof.** We first remark that if \( S,T \in M(A) \) are such that \( \hat{S} = \hat{T} \) on \( \Delta(A) \), then \( S = T \). Indeed, this follows immediately from the semisimplicity of \( A \).

If (i) holds and \( \sigma \) and \( T \) are as in (ii), then \( \sigma = \hat{S} \) on \( \Delta(M(A)) \) for some \( S \in M(A) \) and then \( \hat{T} = \hat{S} = \sigma \) on \( \Delta(M(A)) \) by the preceding remark. So (i) \( \Rightarrow \) (ii).

For (ii) \( \Rightarrow \) (i), let \( \sigma \in C_{BSE}(\Delta(M(A))) \). Then \( \sigma|_{\Delta(A)} \in C_{BSE}(\Delta(A)) \) by Lemma 1.4 and hence, since \( A \) is a BSE-algebra, \( \sigma|_{\Delta(A)} = \hat{T} \) for some \( T \in M(A) \). By hypothesis, \( \sigma = \hat{T} \) on all of \( \Delta(M(A)) \). Thus \( C_{BSE}(\Delta(M(A))) \subseteq M(A) \) and hence \( M(A) \) is a BSE-algebra. \( \square \)

**Corollary 4.3.** Let \( A \) be a semisimple commutative Banach algebra with bounded approximate identity such that \( \Delta(A) \) is dense in \( \Delta(M(A)) \). If \( A \) is a BSE-algebra, then so is \( M(A) \).

**Proof.** This is an immediate consequence of the implication (ii) \( \Rightarrow \) (i) of Proposition 4.2. \( \square \)

The next lemma might be known. However, since we are not aware of a reference, we include the simple proof.

**Lemma 4.4.** Let \( A \) be a semisimple commutative Banach algebra with bounded approximate identity. Then \( \Delta(A) \) is dense in \( \Delta(M(A)) \) in the hull-kernel topology. In particular, if \( M(A) \) is regular, then \( \Delta(A) \) is dense in \( \Delta(M(A)) \) in the Gelfand topology.
Corollary 4.7. Let $A$ be a semisimple commutative Banach algebra with bounded approximate identity. If $M(A)$ is regular and $A$ is a BSE-algebra, then $M(A)$ is a BSE-algebra.

As an immediate consequence of Lemma 4.4 and Corollary 4.3 we note

Corollary 4.5. Let $A$ be a semisimple commutative Banach algebra with bounded approximate identity. If $M(A)$ is regular and $A$ is a BSE-algebra, then $M(A)$ is a BSE-algebra.

Now we turn to the problem of whether the unitization of a BSE-algebra also is a BSE-algebra.

Lemma 4.6. Let $A$ be a non-unital commutative Banach algebra and $A_e$ its unitization.

(i) If $\sigma \in C_{BSE}(\Delta(A_e))$, then $\sigma|_{\Delta(A)} - \sigma(\varphi_\infty) \in C_{BSE}(\Delta(A)) \cap C_0(\Delta(A))$

(iii) $\|\sigma|_{\Delta(A)} - \sigma(\varphi_\infty)\|_{BSE} \leq \|\sigma\|_{BSE} + |\sigma(\varphi_\infty)|$.

(ii) Let $\tau \in C_{BSE}(\Delta(A)) \cap C_0(\Delta(A))$ and $\lambda \in \mathbb{C}$. Define $\sigma$ on $\Delta(A_e)$ by $\sigma(\varphi) = \tau(\varphi)$ for $\varphi \in \Delta(A)$ and $\sigma(\varphi_\infty) = \lambda$. Then $\sigma \in C_{BSE}(\Delta(A_e))$ and

$$\|\sigma\|_{BSE} \leq \|\tau\|_{BSE} + |\lambda|.$$  

Proof: We apply the characterization of BSE-functions established in Theorem 4 of [34].

(i) There exists a net $(x_\alpha)_{\alpha}$ in $A_e$ such that $\|x_\alpha\| \leq \|\sigma\|_{BSE}$ for all $\alpha$ and $\psi(x_\alpha) \to \sigma(\psi)$ for all $\psi \in \Delta(A_e)$. Let $x_\alpha = a_\alpha + \lambda_\alpha e$, where $a_\alpha \in A$ and $\lambda_\alpha \in \mathbb{C}$. Then $\lambda_\alpha = \varphi_\infty(x_\alpha) \to \sigma(\varphi_\infty)$ and

$$\hat{a}_\alpha(\varphi) = \hat{x}_\alpha(\varphi) - \lambda_\alpha \to \sigma(\varphi) - \sigma(\varphi_\infty)$$

for all $\varphi \in \Delta(A)$. Since $\|a_\alpha\| \leq \|x_\alpha\| + |\lambda_\alpha|$ and $|\lambda_\alpha| \to |\sigma(\varphi_\infty)|$, it follows that $\sigma|_{\Delta(A)} - \sigma(\varphi_\infty) \in C_{BSE}(\Delta(A)) \cap C_0(\Delta(A))$ and

$$\|\sigma|_{\Delta(A)} - \sigma(\varphi_\infty)\|_{BSE} \leq \|\sigma\|_{BSE} + |\sigma(\varphi_\infty)|.$$  

Clearly, $\sigma|_{\Delta(A)} - \sigma(\varphi_\infty)$ vanishes at infinity on $\Delta(A)$.

(ii) Since $\tau \in C_0(\Delta(A))$, $\sigma$ is continuous on $\Delta(A_e)$. There is a bounded net $(a_\alpha)_{\alpha}$ in $A$ such that $\|a_\alpha\| \leq \|\tau\|_{BSE}$ for all $\alpha$ and $a_\alpha(\varphi) \to \tau(\varphi)$ for all $\varphi \in \Delta(A)$. The net $(x_\alpha)_{\alpha} \subseteq A_e$ with $x_\alpha = a_\alpha + \lambda e$, is bounded and satisfies

$$\hat{x}_\alpha(\varphi) = \hat{a}_\alpha(\varphi) + \lambda \to \tau(\varphi) + \lambda = \sigma(\varphi)$$

for all $\varphi \in \Delta(A)$ and $\hat{x}_\alpha(\varphi_\infty) = \lambda \sigma(\varphi_\infty)$. So $\sigma \in C_{BSE}(\Delta(A_e))$ and $\|\sigma\|_{BSE} \leq \|\tau\|_{BSE} + |\lambda|$.  

Corollary 4.7. Let $A$ be a non-unital commutative Banach algebra and suppose that $A$ has a $\Delta$-weak bounded approximate identity. Then the map $\sigma \to \sigma|_{\Delta(A)}$ is a topological isomorphism from $C_{BSE}(\Delta(A_e))$ onto the closed subalgebra

$$(C_{BSE}(\Delta(A)) \cap C_0(\Delta(A))) + \mathbb{C}1_{\Delta(A)}$$

of $C_{BSE}(\Delta(A))$.  

Proof: Suppose that $T \in M(A)$ is such that $\hat{T}(\varphi) = 0$ for all $\varphi \in \Delta(A)$. Then $\hat{T}(a)(\varphi) = \hat{T}(\varphi)a(\varphi) = 0$ for all $\varphi \in \Delta(A)$ and $a \in A$. Since $A$ is semisimple, this implies that $T(a) = 0$ for all $a \in A$, as required. Because the hull-kernel and the Gelfand topology on $\Delta(M(A))$ coincide if $M(A)$ is regular, the second assertion follows.  

$\square$
Proof. Let \( B = (C_{BSE}(\Delta(A)) \cap C_0(\Delta(A))) + C_1(\Delta(A)) \) and note first that \( B \subseteq C_{BSE}(\Delta(A)) \) since \( A \) has a \( \Delta \)-weak bounded approximate identity. By Lemma 4.6(i), \( \sigma \rightarrow \sigma|_{\Delta(A)} - \sigma(\varphi_\infty) \) is a continuous linear mapping of \( C_{BSE}(\Delta(A)) \) into \( C_{BSE}(\Delta(A)) \cap C_0(\Delta(A)) \). Consequently, the restriction map \( r : \sigma \rightarrow \sigma|_{\Delta(A)} \) is a continuous linear mapping from \( C_{BSE}(\Delta(A)) \) into \( B \). Clearly, \( r \) is injective since \( \Delta(A) \) is dense in \( \Delta(A) \). Since both \( C_{BSE}(\Delta(A)) \) and \( B \) are semisimple, \( r \) is a topological isomorphism provided that \( r \) is surjective. However, surjectivity follows from Lemma 4.6(ii).

Theorem 4.8. Let \( A \) be a non-unital commutative Banach algebra. Then \( A_e \) is a BSE-algebra if and only if

\[
C_{BSE}(\Delta(A)) \cap C_0(\Delta(A)) = \hat{A}.
\]

Proof. Suppose that \( A_e \) is a BSE-algebra and let \( \tau \in C_{BSE}(\Delta(A)) \cap C_0(\Delta(A)) \). Let \( \sigma : \Delta(A_e) \rightarrow C \) be defined as in Lemma 4.6(ii) (taking \( \lambda = 0 \)). Since \( A_e \) is a BSE-algebra, \( \sigma = \hat{a} + \mu e \) for some \( a \in A \) and \( \mu \in C \). Then \( \mu = 0 \) since \( \hat{a}(\varphi_\infty) = \sigma(\varphi_\infty) = 0 \), and this shows that \( \tau = \hat{a} \). So \( C_{BSE}(\Delta(A)) \cap C_0(\Delta(A)) \subseteq \hat{A} \), and the reverse inclusion is clear.

Conversely, let \( C_{BSE}(\Delta(A)) \cap C_0(\Delta(A)) = \hat{A} \). Then, by Lemma 4.6(i), for every \( \sigma \in C_{BSE}(\Delta(A_e)) \), \( \sigma|_{\Delta(A)} - \sigma(\varphi_\infty) \in \hat{A} \) and hence \( \sigma = \hat{x} \), where \( x = a + \sigma(\varphi_\infty)e \in A_e \). Thus \( C_{BSE}(\Delta(A_e)) \subseteq \hat{A_e} \), and again the reverse inclusion is clear.

Corollary 4.9. Suppose that \( A \) is Tauberian and has a \( \Delta \)-weak bounded approximate identity. If \( A_e \) is a BSE-algebra, then so is \( A \).

Proof. Let \( C_{BSE}^0(\Delta(A)) \) be the subalgebra of \( C_{BSE}(\Delta(A)) \) introduced in [19] Definition 3.5. Then \( C_{BSE}^0(\Delta(A)) \subseteq C_0(\Delta(A)) \) and \( \hat{A} \subseteq C_{BSE}^0(\Delta(A)) \) whenever \( A \) is Tauberian [19] Proposition 4.1. Hence, if \( A_e \) is BSE and \( A \) is Tauberian, then \( \hat{A} = C_{BSE}^0(\Delta(A)) \) by (i). This implies that \( C_{BSE}(\Delta(A)) \subseteq \hat{M}(A) \) [19] Proposition 4.3. On the other hand, \( \hat{M}(A) \subseteq C_{BSE}(\Delta(A)) \) since \( A \) has a \( \Delta \)-weak bounded approximate identity [33] Corollary 5]. So \( A \) is a BSE-algebra.

The following example shows that it is not true that conversely \( A_e \) is a BSE-algebra whenever \( A \) is a BSE-algebra and \( A \) is Tauberian and has a \( \Delta \)-weak bounded approximate identity. A further application of Theorem 4.8 involving Fourier and Fourier-Stieltjes algebras will be given in the next section.

Example 4.10. Let \( A = l^p \), as in Example 2. Then \( A \) fails to be a BSE-algebra. However, its unitization \( A_e \) is a BSE-algebra. In fact, since \( A_e \) is reflexive, \( C(A_{**}) = A_{**} = A_e \), so that \( A_e \) is a BSE-algebra.

In Section 6 we shall present a second example of a BSE-algebra \( A \), for which the unitization fails to be a BSE-algebra.

5. Fourier and Fourier-Stieltjes Algebras of Locally Compact Groups

The Fourier-Stieltjes algebra, \( B(G) \), and the Fourier algebra, \( A(G) \), of a locally compact group \( G \) have been introduced by Eymard [5]. \( B(G) \) consists of all finite linear combinations of continuous positive definite functions on \( G \) and is the dual
space of the group $C^*$-algebra of $G$. More precisely, given $u \in B(G)$, there exist a unitary representation $\pi$ of $G$ and $\xi, \eta \in \mathcal{H}(\pi)$, the Hilbert space of $\pi$, such that

$$u(x) = \langle \pi(x)\xi, \eta \rangle, \ x \in G, \ \text{and} \ |u| = \|\xi\| \cdot \|\eta\|.$$  

The Fourier algebra is the closed ideal of $B(G)$ generated by all compactly supported functions in $B(G)$ and turns out to be just the set of coordinate functions of the left regular representation of $G$ in $L^2(G)$. Recall that when $G$ is abelian, $B(G)$ is isometrically isomorphic (by means of the Fourier-Stieltjes transform) to $M(\hat{G})$, the measure algebra of the dual group $\hat{G}$ of $G$, and this isomorphism identifies $A(G)$ with $L^1(\hat{G})$, the $L^1$-algebra of $\hat{G}$.

We remind the reader that a locally compact group $G$ is amenable if there exists a translation-invariant mean on $L^\infty(G)$. Amenability can be characterized in many different ways and plays an important role in harmonic analysis and many other branches of mathematics. Abelian groups and compact groups are amenable and so are closed subgroups and quotient groups of amenable groups. Furthermore, the class of amenable groups is closed under the formation of extensions, and consequently solvable groups are amenable. On the other hand, free groups on more than one generator and non-compact semisimple Lie groups fail to be amenable. As references to amenability of locally compact groups, we mention [15] and [30].

The spectrum of $A(G)$ can be canonically identified with $G$. In fact, the map $x \rightarrow \varphi_x$, where $\varphi_x(u) = u(x)$ for $u \in A(G)$, is a homeomorphism from $G$ onto $\Delta(A(G))$. Moreover, $A(G)$ is regular in the sense that given a compact subset $C$ of $G$ and a closed subset $E$ of $G$ such that $C \cap E = \emptyset$, there exists $u \in A(G) \cap C_c(G)$ with $u(x) = 1$ for all $x \in C$ and $u(x) = 0$ for all $x \in E$. All these basic results can be found in [8].

Since $A(G)$ is an ideal in $B(G)$, every $u \in B(G)$ defines a multiplier $M_u$ of $A(G)$, $M_u(v) = uv$ for $v \in A(G)$, and $\|M_u\| = \|u\|$. If $G$ is amenable, each multiplier of $A(G)$ is of this form (see [30, Corollary 19.2]), that is, $M(A(G)) = B(G)$. Conversely, as was shown in [28] for discrete groups and in [26] for non-discrete locally compact groups, the condition that $M(A(G)) = B(G)$ implies that $G$ is amenable.

We start with a characterization of those locally compact groups $G$ for which the Fourier algebra $A(G)$ is a BSE-algebra. In the sequel we identify throughout $\Delta(A(G))$ with $G$.

**Theorem 5.1.** Let $G$ be a locally compact group. Then the following conditions are equivalent.

1. The Fourier algebra $A(G)$ is a BSE-algebra.
2. $A(G)$ has a $\Delta$-weak bounded approximate identity.
3. $G$ is amenable.

In this case, the BSE-norm and the $B(G)$-norm on $B(G) = C_{BSE}(G)$ coincide.

**Proof.** Assume first that $G$ is amenable. Let $\rho$ denote the left regular representation of $G$ and $VN(G)$ the von Neumann algebra generated by the set of operators $\rho(x)$ on $L^2(G)$, $x \in G$. Then $VN(G)$ is isometrically isomorphic to the dual space $A(G)^*$, and for $u \in A(G)$ and $x \in G$, we have $\langle \rho(x), u \rangle = u(x)$. By [8, Chapitre 2, especially Lemme 2.13 and Corollaire 2.24], a continuous function $u$ on $G$ belongs
to $B(G)$ if and only if there exists a constant $C \geq 0$ such that

$$\left| \sum_{j=1}^{n} c_j u(x_j) \right| \leq C \cdot \left\| \rho \left( \sum_{j=1}^{n} c_j \delta_{x_j} \right) \right\|$$

for any choice of finitely many elements $x_1, \ldots, x_n$ of $G$ and complex numbers $c_1, \ldots, c_n$. In this case, $\|u\|$ equals the infimum of all such constants $C$. On the other hand, by definition of the BSE-norm,

$$\|u\|_{BSE} = \sup \left\{ \left| \sum_{j=1}^{n} c_j u(x_j) \right| : \left\| \sum_{j=1}^{n} c_j \varphi_{x_j} \right\|_{A(G)^{\ast}} \leq 1 \right\}.$$ 

Since

$$\left\| \sum_{j=1}^{n} c_j \varphi_{x_j} \right\|_{A(G)^{\ast}} = \sup \left\{ \left| \sum_{j=1}^{n} c_j v(x_j) \right| : v \in A(G), \|v\| \leq 1 \right\}$$

$$= \sup \left\{ \langle \rho \left( \sum_{j=1}^{n} c_j \delta_{x_j} \right), v \rangle : v \in A(G), \|v\| \leq 1 \right\}$$

$$= \left\| \rho \left( \sum_{j=1}^{n} c_j \delta_{x_j} \right) \right\|,$$

it follows that $C_{BSE}(G) = B(G)$ and $\|u\|_{BSE} = \|u\|$ for each $u \in B(G)$.

Since a semisimple commutative Banach algebra has a $\Delta$-weak bounded approximate identity if (and only if) $M(A) \subseteq C_{BSE}(\Delta(A))$, (i) $\Rightarrow$ (ii). It therefore only remains to show (ii) $\Rightarrow$ (iii). So let $(e_\alpha)_\alpha$ be a $\Delta$-weak bounded approximate identity and let $e \in A(G)^{**}$ be a $w^\ast$-cluster point of $(e_\alpha)_\alpha$. Then $\langle e, \varphi \rangle = 1$ for all $\varphi \in \Delta(A(G)) = G$ and hence, by [8, Proposition 2.8], $\Delta(A(G))$ is weakly closed in $A(G)^{\ast}$. This in turn implies that $G$ is amenable [4, Corollary 2.8].

Theorem 5.1, (iii) $\Rightarrow$ (i), combined with Theorem 2.4 reproves the following known result [8, Corollaire 2.25]. Note that the Fourier-Stieltjes transform $\Gamma : B(G) \to C^b(G)$ is just the identity mapping.

**Corollary 5.2.** Let $G$ be an amenable locally compact group. Then the unit ball $B(G)_1$ of $B(G)$ is norm closed in $C^b(G)$.

Let $A$ be a commutative Banach algebra and $E$ a closed subset of $\Delta(A)$. We remind the reader that associated to $E$ are two distinguished ideals, namely,

$$I(E) = \{ a \in A : \widehat{a} |_E = 0 \}$$

and

$$j(E) = \{ a \in A : \widehat{a} \text{ has compact support disjoint from } E \}.$$ 

If $A$ is semisimple and regular, then $I(E)$ is the largest ideal of $A$ with hull $E$ and $j(E)$ is the smallest such ideal. Then $E$ is called a set of synthesis if $I(E) = j(E)$.

For any (discrete) group $D$, the coset ring $R(D)$ is defined to be the Boolean ring of subsets of $D$ generated by all left cosets of subgroups of $D$. If $G$ is a locally
compact group and $G_d$ denotes the group $G$ with the discrete topology, then the closed coset ring of $G$, $\mathcal{R}_c(G)$, is defined to be

$$\mathcal{R}_c(G) = \{E \in \mathcal{R}(G_d) : E \text{ is closed in } G\}.$$  

Then $\mathcal{R}_c(G)$ is precisely the collection of all subsets $E$ of $G$ of the form

$$E = \bigcup_{i=1}^{n} \left( a_i H_i \setminus \bigcup_{j=1}^{m_i} b_{ij} K_{ij} \right),$$

where $a_i, b_{ij} \in G$, $H_i$ is a closed subgroup of $G$, and $K_{ij}$ is an open subgroup of $H_i$, $n, m_i \in \mathbb{N}_0$, $1 \leq i \leq n$, $1 \leq j \leq m_i$ [11].

Let $G$ be a locally compact abelian group, and for any closed subset $E$ of $\hat{G} = \Delta(L^1(G))$, let $I(E) = \{f \in L^1(G) : f = 0 \text{ on } E\}$. It was recently shown in [19] Theorem 5.6 that the ideal $I(E)$ of $L^1(G)$ is a BSE-algebra if and only if $E \in \mathcal{R}_c(\hat{G})$. The following result is a far-reaching generalization of Theorem 5.6 of [19]. Note that by [13] Theorem 2.3 the ideals in (iii) of the following theorem are precisely the closed ideals in $A(G)$ which possess bounded approximate identities.

It was shown in [12] Theorem 1 that if $G$ is any locally compact group and $I$ is a closed ideal in $A(G)$, which has a $\Delta$-weak bounded approximate identity, then the hull of $I$ is an element of $\mathcal{R}_c(G)$. The following theorem improves [12] Corollary 2. However, the proof of the implication (ii) $\Rightarrow$ (iii) follows the arguments used in the proof of [12] Theorem 1 and is only included for the reader’s convenience.

**Theorem 5.3.** Let $G$ be an amenable locally compact group and $I$ a closed ideal of the Fourier algebra $A(G)$. Then the following are equivalent.

1. $I$ is a BSE-algebra.
2. $I$ has a $\Delta$-weak bounded approximate identity.
3. $I$ is of the form $I = I(E) = \{u \in A(G) : u|E = 0\}$ for some set $E$ in $\mathcal{R}_c(G)$.

**Proof.** If $E \in \mathcal{R}_c(G)$, then $I(E)$ is a BSE-algebra by Corollary 2.9 of [22].

Therefore we only have to show (ii) $\Rightarrow$ (iii). Thus let $I$ be a closed ideal of $A(G)$ which has a $\Delta$-weak bounded approximate identity, $(u_\alpha)_\alpha$ say. Let $E = \{x \in G : u(x) = 0 \text{ for all } u \in I\}$.

It follows that $u_\alpha(x) = 0$ for all $x \in E$ and $u_\alpha(x) \to 1$ for all $x \in G \setminus E$.

Consider the functions $u_\alpha$ as functions on $G_d$. Then $(u_\alpha)_\alpha$ is a bounded net in $B(G_d) = C^*(G_d)^\ast$. Let $u$ be a $w^\ast$-cluster point of $(u_\alpha)_\alpha$ in $B(G_d)$. Then, denoting again by $(u_\alpha)_\alpha$ the corresponding subnet,

$$u_\alpha(x) = (u_\alpha, \delta_x) \to (u, \delta_x) = u(x)$$

for every $x \in G$ and hence $u(x) = 1$ for all $x \in G \setminus E$ and $u(x) = 0$ for all $x \in E$. Host’s idempotent theorem now implies that $E \in \mathcal{R}(G_d)$. Since $E$ is closed in $G$, $E \in \mathcal{R}_c(G)$. Now, since $G$ is amenable, every set in $\mathcal{R}_c(G)$ is a set of synthesis for $A(G)$ [13] Lemma 2.2] and therefore $I = I(E)$, as was to be shown. \hfill $\Box$

Let $G$ be a locally compact abelian group. The Bochner-Schoenberg-Eberlein theorem characterizes the elements of $M(G)$ in terms of their Fourier-Stieltjes transforms among all bounded continuous functions on $\hat{G}$. A theorem of Doss [17] singles out among these functions those which are Fourier transforms of elements of $L^1(G)$. This latter result was generalized to $A(G)$ for an amenable locally compact group $G$. © 2022 American Mathematical Society
in [10]. In [19], the authors have recently taken up for the first time the problem of characterizing the image of $A$ under the Gelfand homomorphism within $C_0(\Delta(A))$ for general commutative Banach algebras and for ideals in $L^1(G)$ in particular. We next study this question for ideals in the Fourier algebra $A(G)$.

**Theorem 5.4.** Let $G$ be a locally compact group and $E$ a closed subset of $G = \Delta(A(G))$. For $\sigma \in C_{BSE}(G \setminus E)$, consider the following two conditions:

(i) $\sigma \in I(E)$.

(ii) For each $\epsilon > 0$ there exists a compact subset $K$ of $G \setminus E$ such that for any $x_1, \ldots, x_n \in (G \setminus E) \setminus K$ and $c_1, \ldots, c_n \in \mathbb{C}$,

$$\left\| \sum_{j=1}^{n} c_j \varphi_{x_j} \right\|_{I(E)^*} \leq 1 \Rightarrow \left\| \sum_{j=1}^{n} c_j \sigma(x_j) \right\| \leq \epsilon.$$

Then (i) $\Rightarrow$ (ii) provided that $E$ is a set of synthesis, and conversely (ii) $\Rightarrow$ (i) if $G$ is amenable.

**Proof.** Suppose first that $\sigma = u \in I(E)$ and that $E$ is a set of synthesis. Given $\epsilon > 0$, there exists $v \in A(G)$ such that $v$ has compact support disjoint from $E$ and $\|u - v\|_{A(G)} \leq \epsilon$. Now, for any $x_1, \ldots, x_n \in (G \setminus E) \setminus \text{supp } v$ and $c_1, \ldots, c_n \in \mathbb{C}$,

$$\left\| \sum_{j=1}^{n} c_j \varphi_{x_j} \right\|_{I(E)^*} \leq \left\| \sum_{j=1}^{n} c_j \varphi_{x_j} \right\|_{I(E)^*} \cdot \|u - v\|_{A(G)},$$

and hence $|\sum_{j=1}^{n} c_j \varphi_{x_j}| \leq \epsilon$ whenever $\|\sum_{j=1}^{n} c_j \varphi_{x_j}\|_{I(E)^*} \leq 1$. So (ii) holds for $\sigma$.

Conversely, suppose that $\sigma$ satisfies (ii) and that $G$ is amenable. Then $\sigma$ vanishes at infinity on $G \setminus E$ and hence the extension $\tilde{\sigma} : G \to \mathbb{C}$ defined by $\tilde{\sigma}(x) = 0$ for $x \in E$ belongs to $C_{BSE}(G)$ by Lemma 1.5(i). Let $\epsilon > 0$ be given and let $K$ be a compact subset of $G \setminus E$ as in (ii). Let $x_1, \ldots, x_n \in G \setminus K$ and $c_1, \ldots, c_n \in \mathbb{C}$. Then we can assume that $x_j \in G \setminus E$ exactly for $j \leq m$ for some $0 \leq m \leq n$. Then

$$\sum_{j=1}^{n} c_j \tilde{\sigma}(x_j) = \sum_{j=1}^{m} c_j \sigma(x_j)$$

and

$$\left\| \sum_{j=1}^{m} c_j \varphi_{x_j} \right\|_{I(E)^*} \leq \sum_{j=1}^{m} c_j \varphi_{x_j} \right\|_{I(E)^*} \leq \sum_{j=1}^{n} c_j \varphi_{x_j} \right\|_{A(G)^*}.$$

Thus

$$\left\| \sum_{j=1}^{n} c_j \varphi_{x_j} \right\|_{A(G)^*} \leq 1 \Rightarrow \left| \sum_{j=1}^{n} c_j \tilde{\sigma}(x_j) \right| \leq \epsilon.$$

From the result of [10] we conclude that $\tilde{\sigma} = u$ for some $u \in A(G)$. Since $u(x) = \tilde{\sigma}(x) = 0$ for all $x \in E$, $u \in I(E)$ and so (i) holds for $\sigma$.

In the terminology of [19], combining Theorems 5.3 and 5.4 says that if \( G \) is an amenable locally compact group and \( E \in \mathcal{R}_c(G) \), then the ideal \( I(E) \) is a BSE-algebra (here BSE stands for Bochner-Eberlein-Doss).

Let \( H \) be a non-discrete locally compact abelian group. Then the measure algebra \( M(H) \) is not BSE. This was pointed out in [34, p. 157] and is a consequence of the fact (which we already exploited in Remark 2.7) that there exists a singular measure \( \mu \in M(H) \) such that the Fourier-Stieltjes transform of \( \mu \) vanishes at infinity on \( \hat{H} \). Consequently, the Fourier-Stieltjes algebra \( B(G) \) of a non-compact locally compact abelian group \( G \) fails to be a BSE-algebra. We shall use this to draw the same conclusion for a nilpotent locally compact group. We need the following preparatory lemma.

**Lemma 5.5.** Let \( G \) be an amenable locally compact group and \( N \) a closed normal subgroup of \( G \). If \( B(G) \) is a BSE-algebra, then so is \( B(G/N) \).

**Proof.** Let \( \sigma \in C_{BSE}(G/N) \) and let \( q : G \to G/N \) denote the quotient homomorphism. Then, for any \( x_1, \ldots, x_n \in G \) and \( c_1, \ldots, c_n \in \mathbb{C} \),

\[
\left| \sum_{j=1}^{n} c_j (\sigma \circ q)(x_j) \right| = \left| \sum_{j=1}^{n} c_j \sigma(x_j N) \right| \leq \| \sigma \|_{BSE} \left\| \sum_{j=1}^{n} c_j \varphi_{x_j N} \right\|_{A(G/N)^*} = \| \sigma \|_{BSE} \cdot \sup \left\{ \left| \sum_{j=1}^{n} c_j v(x_j N) \right| : v \in A(G/N)_1 \right\}.
\]

Since \( G \) is amenable, given any \( c > 1 \), there exists \( w \in A(G) \) such that \( \|w\| \leq c \) and \( w(x_j) = 1 \) for \( j = 1, \ldots, n \) (see [28, Lemma 15.21]). Then \( u = w(v \circ q) \in A(G) \) and \( u \) satisfies \( \|u\| \leq c \|v \circ q\| = c \|v\| \) and

\[
\sum_{j=1}^{n} c_j v(x_j N) = \sum_{j=1}^{n} c_j u(x_j).
\]

It follows that

\[
\left| \sum_{j=1}^{n} c_j (\sigma \circ q)(x_j) \right| \leq c \| \sigma \|_{BSE} \cdot \left\| \sum_{j=1}^{n} c_j \varphi_{x_j} \right\|_{A(G)^*}.
\]

So \( \sigma \circ q \in C_{BSE}(G) \) and hence, since \( M(A(G)) = B(G) \), \( \sigma \circ q \in B(G) \). This implies that \( \sigma \in B(G/N) \), as was to be shown. \( \square \)

**Proposition 5.6.** Let \( G \) be a nilpotent locally compact group. Then \( B(G) \) is a BSE-algebra (if and) only if \( G \) is compact.

**Proof.** We only have to show that if \( B(G) \) is a BSE-algebra, then \( G \) must be compact. Let

\[
\{e\} = Z_0(G) \subseteq Z_1(G) = Z(G) \subseteq \cdots \subseteq Z_n(G) = G
\]

denote the ascending central series of \( G \); that is, \( Z_{j+1}(G)/Z_j(G) \) is the centre of \( G/Z_j(G) \), \( j = 0, \ldots, n - 1 \). We prove by induction that \( G/Z_{n-j}(G) \) is compact. Suppose that, for some \( k \), \( G/Z_{k+1}(G) \) is known to be compact, and consider \( H = G/Z_k(G) \). Then \( B(H) \) is a BSE-algebra by Lemma 5.5 and \( H/Z(H) \) is compact
since \( Z(H) = Z_{k+1}(G)/Z_k(G) \). Since \( H/Z(H) \) is compact, the closed commutator subgroup, \( C \) say, of \( H \) is compact \(^{[10]} \). Now, as \( B(H/C) \) is BSE and \( H/C \) is abelian, \( H/C \) is compact and hence so is \( H \). This finishes the induction and shows that \( G \) is compact. \( \square \)

A natural question arising is whether \( B(G) \) always fails to be a BSE-algebra when \( G \) is non-compact. It will turn out shortly that this is not the case, regardless of whether \( G \) is amenable (Theorem 5.9 and Example 5.11) or not (Corollary 5.8).

**Theorem 5.7.** Let \( G \) be a locally compact group such that \( B(G) = A(G) + C1_G \). Then \( B(G) \) is a BSE-algebra.

**Proof.** The hypothesis implies that \( B(G) \) is the unitization of \( A(G) \). Therefore, by Theorem 4.8, we have to verify that \( C_{BSE}(G) \cap C_0(G) = A(G) \). It is clear that \( A(G) \) is contained in \( C_{BSE}(G) \cap C_0(G) \).

Conversely, let \( \sigma \in C_{BSE}(G) \cap C_0(G) \). Then \( \tilde{\sigma} \), the extension of \( \sigma \) to all of \( \Delta(B(G)) = G \cup \{ \varphi_\infty \} \) defined by \( \tilde{\sigma}(\varphi_\infty) = 0 \), is in \( C_{BSE}(\Delta(B(G)) \) (Lemma 1.5(i)). Hence there exists a bounded net \( (u_\alpha)_\alpha \) in \( B(G) \) such that \( \tilde{u}_\alpha(\varphi) \to \tilde{\sigma}(\varphi) \) for all \( \varphi \in \Delta(B(G)) \). This implies that \( u_\alpha \in B(G) \cap C_0(G) \) and \( u_\alpha(x) \to \sigma(x) \) for all \( x \in G \) and \( u_\alpha(\varphi_\infty) \to 0 \).

Now let \( G_d \) denote the group \( G \) with the discrete topology. Since the net \( (u_\alpha)_\alpha \) is bounded and converges pointwise to \( \sigma, \sigma \in B(G_d) \) by \(^3\) Corollaire 2.25. However, \( \sigma \in C_0(G) \), and hence \( \sigma \in B(G) \cap C_0(G) = A(G) \) by \(^3\) Corollaire 2.24. This finishes the proof. \( \square \)

**Corollary 5.8.** Let \( G \) be a connected simple Lie group with finite centre. Then \( B(G) \) is a BSE-algebra.

**Proof.** If \( G \) is compact, nothing has to be shown, whereas if \( G \) is non-compact, the hypothesis of the theorem is satisfied by \(^3\) Theorem. \( \square \)

**Theorem 5.9.** Let \( G \) be an amenable locally compact group and let \( N \) be a closed normal subgroup of \( G \) such that \( G/N \) is compact. Suppose that, with \( q : G \to G/N \) denoting the quotient homomorphism,

\[
B(G) = B(G/N) \circ q + A(G).
\]

Then \( G \) is dense in \( \Delta(B(G)) \) and \( B(G) \) is a BSE-algebra.

**Proof.** Of course, we can assume that \( G \), and hence \( N \), is non-compact. Since \( G \) is amenable, \( A(G) \) is a BSE-algebra and \( M(A(G)) = B(G) \). It suffices to show that \( G \) is dense in \( \Delta(B(G)) \) because then \( B(G) \) is a BSE-algebra by Corollary 4.3.

Since \( G/N \) is compact and \( B(G) = B(G/N) \circ q + A(G) \), the Gelfand space of \( B(G) \), as a set, is equal to the disjoint union of \( G \) and \( \Delta(B(G/N)) = G/N \). We have to verify that given \( aN \in G/N \) and any neighbourhood \( U \) of \( aN \) in \( \Delta(B(G)) \), \( U \cap G \neq \emptyset \). Thus, let \( \epsilon > 0 \) and \( u_j = v_j \circ q + w_j \in B(G), j = 1, \ldots, n \), where \( v_j \in B(G/N) \) and \( w_j \in A(G) \), and let

\[
U = U(aN, u_1, \ldots, u_n, \epsilon) = U_1 \cup U_2,
\]

where \( U_1 = \{ bN : |v_j(bN) - v_j(aN)| < \epsilon, j = 1, \ldots, n \} \) and

\[
U_2 = \{ x \in G : |u_j(x) - u_j(a)| < \epsilon, j = 1, \ldots, n \}.
\]
Since $A(G) \subseteq C_0(G)$, there exists a compact subset $C$ of $G$ such that $|v_j(x)| < \epsilon$ for $j = 1, \ldots, n$ and all $x \in G \setminus C$. Moreover, since $N$ is non-compact, $aN \cap (G \setminus C) \neq \emptyset$.

For any $x \in aN \cap (G \setminus C)$, we then have
\[
|v_j(x) - v_j(a)| = |v_j(xN) - v_j(aN) + v_j(x)| = |v_j(x)| < \epsilon
\]
for all $j$, so that $x \in U_2$. Consequently, $G$ is dense in $\Delta(B(G))$. \hfill \Box

**Corollary 5.10.** Let $G$ be an amenable locally compact group and $N$ a closed normal subgroup of $G$ such that $G/N$ is abelian and
\[
B(G) = B(G/N) \circ q + A(G).
\]
Then the following conditions are equivalent.

(i) $G/N$ is compact.

(ii) $G$ is dense in $\Delta(B(G))$.

(iii) $B(G)$ is a BSE-algebra.

**Proof.** (i) $\Rightarrow$ (ii) and (ii) $\Rightarrow$ (iii) follow from Theorem 5.9. If (iii) holds, then $B(G/N)$ is a BSE-algebra (Lemma 5.5) and this forces $G/N$ to be compact since $G/N$ is abelian. \hfill \Box

As mentioned earlier, if $G$ is a non-compact abelian (more generally, non-compact nilpotent) locally compact group, then $A(G)$ is a BSE-algebra, whereas $B(G)$ is not. On the other hand, for a non-compact connected simple Lie group with finite centre, $B(G)$ is BSE (Corollary 5.8), but $A(G)$ is not BSE. We now exhibit examples of non-compact locally compact groups $G$ satisfying any of the remaining two alternatives: both $A(G)$ and $B(G)$ are BSE-algebras, and none of $A(G)$ and $B(G)$ is a BSE-algebra.

**Example 5.11.** Let $G$ be a semidirect product $G = N \rtimes K$, where

(i) $K$ is a compact group acting on the locally compact abelian group $N$, with each of the groups second countable, and

(ii) the dual space $\hat{G}$ of $G$ is countable and decomposes as $\hat{K} \circ q \cup \{\pi_j : j \in \mathbb{N}\}$, where $q : G \rightarrow K$ is the quotient map and each $\pi_j$ is a subrepresentation of the left regular representation of $G$.

For such $G$, it was shown in [27, Proposition 2.1] that
\[
B(G) = A(K) \circ q + A(G).
\]
Thus, since $G$ is amenable and $G/N$ is compact, $B(G)$ is a BSE-algebra by Theorem 5.9. Of course, $A(G)$ is a BSE-algebra as well. There are several examples satisfying conditions (i) and (ii). We mention two of them, taken from [32] and [25], respectively.

(1) For any prime number $p$, let $\mathbb{Q}_p$ denote the locally compact field of $p$-adic numbers, $\mathbb{Q}_p$ the compact open subring of $p$-adic integers and $\mathbb{T}_p$ the multiplicative group of $p$-adic numbers of valuation 1. Let $SL(n, \mathbb{Q}_p)$ denote the multiplicative group of $n \times n$ matrices with entries in $\mathbb{Q}_p$ and determinant of valuation 1. This compact group acts on the vector space $\mathbb{Q}_p^n$ by matrix multiplication and, as shown in [27], the semidirect product $G = \mathbb{Q}_p^n \rtimes SL(n, \mathbb{Q}_p)$ satisfies condition (ii) above.

(2) Let $G$ be the semidirect product $G = N \rtimes K$, where $N$ is a countably infinite discrete abelian group and $K$ is a compact group of automorphisms of $N$ such that $\hat{N}$ decomposes into $\{1_N\}$ and countably many open $K$-orbits. As shown in [25], one can for instance take $N = \sum_{n=1}^{\infty} \mathbb{Z}_2$, the infinite direct sum of copies of $\mathbb{Z}_2$, and
for $K$ the group of all automorphisms of $N$ which can be written as infinite upper triangular $\mathbb{Z}_2$-valued matrices.

Note that the group $\mathbb{Q}_p \rtimes SL(1, \mathbb{Q}_p) = \mathbb{Q}_p \rtimes \mathbb{T}_p$ in Example 5.10(1) is 2-step solvable. This shows that Proposition 5.6 does not extend to solvable groups.

**Example 5.12.** Let $\mathbb{F}_2$ be the free group on two generators $a$ and $b$, and let $\alpha$ denote the automorphism of $\mathbb{F}_2$ interchanging $a$ and $b$. Let $H$ be the cyclic group generated by $\alpha$ and form the semidirect product $G = \mathbb{F}_2 \rtimes H$. Then $G$ is not amenable since $\mathbb{F}_2$ is not amenable, and hence $A(G)$ is not a BSE-algebra. However, $B(G)$ also fails to be a BSE-algebra because $B(H) = B(G/\mathbb{F}_2)$ is not BSE (Lemma 5.5).

We conclude this section by considering two examples concerning the unitization $A(G)_e$ of $A(G)$.

**Example 5.13.** (1) Let $G$ be the $(ax + b)$-group, that is, the semidirect product $G = \mathbb{R} \rtimes \mathbb{R}^+_\times$, where the multiplicative group of positive real numbers acts on $\mathbb{R}$ by multiplication. As shown in [23], $B(G) = B(\mathbb{R}^+_\times) \circ q + A(G)$. It follows from Theorem 2.3 that $A(G)_e$ is a BSE-algebra. However, by Lemma 5.5, $B(G)$ is not BSE since $B(G/\mathbb{R})$ is not BSE.

(2) Let $G$ be a second countable non-compact locally compact group whose regular representation is not completely reducible. Then $A(G) \neq B(G) \cap C_0(G)$ [1, 9]. Thus, if in addition $G$ is amenable, then $A(G)$ is a BSE-algebra, but $A(G)_e$ is not.

### 6. Two Examples

In this final section we present two examples. The first one shows that the algebra $\text{Lip}_\alpha X$ of Lipschitz functions of order $\alpha$, $0 < \alpha \leq 1$, on a compact metric space $X$ is a BSE-algebra, but the subalgebra $\text{lip}_\alpha X$ for $0 < \alpha < 1$ fails to be a BSE-algebra. The second example concerns the BSE-algebra

$$A = \{ f \in \text{Lip}_1(\mathbb{R}) \cap C_0(\mathbb{R}) : \lim_{R \to \infty} \rho_R(f) = 0 \}$$

(see below for the definition of $\rho_R(f)$). As an application of Theorem 4.8, we show that its unitization is not a BSE-algebra.

**Example 6.1.** Let $X$ be a compact metric space with metric $d$ and let $0 < \alpha \leq 1$. Then $\text{Lip}_\alpha X$ is the space of all continuous complex-valued functions $f$ on $X$ such that

$$p_\alpha(f) = \sup \left\{ \frac{|f(x) - f(y)|}{d(x, y)^\alpha} : x, y \in X, x \neq y \right\}$$

is finite. With pointwise multiplication and the norm $\|f\| = \|f\|_\infty + p_\alpha(f)$, $\text{Lip}_\alpha X$ is a commutative Banach algebra. The map $x \to \varphi_x$, where $\varphi_x(f) = f(x)$ for $f \in \text{Lip}_\alpha X$, is a homeomorphism from $X$ onto $\Delta(\text{Lip}_\alpha X)$ (see [6, Theorem 4.4.24]).

We claim that $\text{Lip}_\alpha X$ is a BSE-algebra. To see this, let $\sigma \in C_{BSE}(X)$ and $C = \|\sigma\|_{BSE}$. Then, for any $x, y \in X$ with $x \neq y$,

$$\frac{|\sigma(x) - \sigma(y)|}{d(x, y)^\alpha} \leq C \cdot \sup \left\{ \frac{|f(x) - f(y)|}{d(x, y)^\alpha} : f \in \text{Lip}_\alpha X, \|f\| \leq 1 \right\} \leq C \cdot \sup \{ p_\alpha(f) : f \in \text{Lip}_\alpha X, \|f\| \leq 1 \} \leq C.$$

So $p_\alpha(\sigma) < \infty$ and hence $\sigma \in \text{Lip}_\alpha X$. 
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On Lip$_{\alpha}X$, the original norm and the BSE-norm coincide. Since $\|f\|_{BSE} \leq \|f\|$, we only have to show the reverse inequality. Let $f \neq 0$ and $0 < \epsilon < \|f\|$. There exist $x_1, x_2, x_3 \in X$ such that $x_2 \neq x_3$ and

$$|f(x_1)| + \frac{|f(x_2) - f(x_3)|}{d(x_2, x_3)^{\alpha}} \geq \|f\| - \epsilon.$$

Choose $\gamma, \delta \in \mathbb{C}$ of absolute value one such that $\delta(f(x_2) - f(x_3)) = |f(x_2) - f(x_3)|$ and $\gamma f(x_1) = |f(x_1)|$, and set $c_1 = \gamma$, $c_2 = \delta d(x_2, x_3)^{-\alpha}$ and $c_3 = -c_2$. Then

$$\sum_{j=1}^{3} c_j f(x_j) = |f(x_1)| + \frac{|f(x_2) - f(x_3)|}{d(x_2, x_3)^{\alpha}} \geq \|f\| - \epsilon.$$

On the other hand, for any $g \in \text{Lip}_{\alpha}X$,

$$\left\| \sum_{j=1}^{3} c_j \varphi_{x_j}, g \right\| = \left| \gamma g(x_1) + \delta g(x_2) - g(x_3) \right| \leq \left| g(x_1) \right| + \left\| g \right\|,$$

so that $\left\| \sum_{j=1}^{3} c_j \varphi_{x_j} \right\| \leq 1$. It follows that $\|f\|_{BSE} \geq \|f\| - \epsilon$. Since $\epsilon > 0$ was arbitrary, $\|f\|_{BSE} \geq \|f\|$.

For $0 < \alpha < 1$, let lip$_{\alpha}X$ be the subspace of all functions $f \in \text{Lip}_{\alpha}X$ such that

$$\frac{|f(x) - f(y)|}{d(x, y)^{\alpha}} \to 0 \quad \text{as} \quad d(x, y) \to 0.$$

Then lip$_{\alpha}X$ is a closed subalgebra of Lip$_{\alpha}X$ and the map $x \to \varphi_x |_{\text{lip}_{\alpha}X}$ is a homeomorphism from $X$ onto $\Delta(\text{lip}_{\alpha}X)$. Now, the two algebras (lip$_{\alpha}X)^{**}$ and lip$_{\alpha}X$ are isometrically isomorphic [34] Theorem 4.4.34]. Thus, identifying $\Delta(\text{lip}_{\alpha}X)$ with $X$, we have

$$C_{BSE}(X) = (\text{lip}_{\alpha}X)^{**} \cap C^b(X) = \text{lip}_{\alpha}X$$

[34] Theorem 4], and hence lip$_{\alpha}X$ fails to be a BSE-algebra.

**Example 6.2.** Let $C^b(\mathbb{R})$ denote the space of all bounded continuous functions on the real line $\mathbb{R}$, and for each $f \in C^b(\mathbb{R})$, let

$$\rho(f) = \sup \left\{ \left| \frac{f(s) - f(t)}{s - t} \right| : s, t \in \mathbb{R}, s \neq t \right\} \in [0, \infty].$$

Then Lip$_{1}(\mathbb{R}) = \{ f \in C^b(\mathbb{R}) : \rho(f) < \infty \}$, equipped with pointwise operations and the norm $\|f\| = \|f\|_{\infty} + \rho(f)$, is a commutative Banach algebra, the algebra of Lipschitz functions of order 1. Moreover, for any $R > 0$, let

$$\rho_R(f) = \sup \left\{ \left| \frac{f(s) - f(t)}{s - t} \right| : |s|, |t| \geq R, s \neq t \right\}.$$

Define a closed subalgebra $A$ of Lip$_{1}(\mathbb{R})$ by

$$A = \{ f \in \text{Lip}_{1}(\mathbb{R}) \cap C_0(\mathbb{R}) : \lim_{R \to \infty} \rho_R(f) = 0 \}.$$

Then $A$ is regular and Tauberian, and $\Delta(A)$ can be canonically identified with $\mathbb{R}$ by means of point evaluations. It was shown in [19] that $A$ is a BSE-algebra. More precisely, according to the proof of Theorem 5.9 in [19], $C_{BSE}(\Delta(A)) = \text{lip}_{1}(\mathbb{R})$. 
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Now, it is not difficult to construct functions $f$ in $\text{Lip}_1(\mathbb{R}) \cap C_0(\mathbb{R})$ such that $\rho_R(f)$ does not converge to zero as $R \to \infty$. For instance, let $f(t) = 0$ for $t < 0$ and $f(t) = \frac{t}{n}$ for $0 \leq t \leq 2$, and for all $n \geq 2$, define $f$ on the interval $[n, n+1]$ by

$$f(t) = \begin{cases} \frac{1}{n} + (t - n) & \text{for } n \leq t \leq n + \frac{1}{n}, \\ \frac{2}{n} + (t - \frac{n^2}{n+1}) & \text{for } n + \frac{1}{n} \leq t \leq n + 1. \end{cases}$$

Using that the ascent of $f$ on each interval $[n, n+1], n \geq 2$, is one, it is straightforward to check that $\rho_R(f) = 1$ for all $R \geq 2$. Thus $f \in \text{Lip}_1(\mathbb{R}) \cap C_0(\mathbb{R})$ and $f \notin A$.

It follows from Theorem 4.8 that $A_c$, which is isomorphic to the subalgebra of $\text{Lip}_1(\mathbb{R}) \cap C_0(\mathbb{R})$ consisting of all $f$ for which the limit $\lim_{R \to \infty} \rho_R(f)$ exists, fails to be a BSE-algebra.
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