LOCAL OPERATOR ALGEBRAS, FRACTIONAL POSITIVITY AND THE QUANTUM MOMENT PROBLEM
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Abstract. In the present paper we introduce quantum measures as a concept of quantum functional analysis and develop the fractional space technique in the quantum (or local operator) space framework. We prove that each local operator algebra (or quantum $*$-algebra) has a fractional space realization. This approach allows us to formulate and prove a noncommutative Albrecht-Vasilescu extension theorem, which in turn solves the quantum moment problem.

1. Introduction

The paper deals with the quantum, or quantized measures as a concept of local operator space (or quantum space) theory [26], [12], [9]. Quantum spaces play the role of locally convex spaces in quantum functional analysis [11], [14] (see also [16]). They unify various mathematical structures such as unbounded operators on a Hilbert space, multinormed $C^*$-algebras and locally convex spaces under the same matrix framework [9]. Thus each quantum space or local operator space can be realized as a subspace of the multinormed $C^*$-algebra of unbounded operators with its canonical quantum (or matrix) topology [7], whereas a normed quantum space or operator space is identified [12, 2.3.5] with a subspace in the $C^*$-algebra $B(H)$ of all bounded linear operators on a Hilbert space $H$.

One of the fundamental concepts of classical functional analysis is that of spectral measure, which is the basic tool in the operator moment problem. The problem is to find a positive operator-valued measure which expresses an integral representation for the given unital linear mapping from the algebra of all complex-valued polynomials in several real variables into the space of all sesquilinear forms on a pre-Hilbert space. Namely, fix an inner-product space $\Delta$ whose completion is the Hilbert space $K$, $SF(\Delta)$ is a linear space of all sesquilinear forms on $\Delta$, and let $P_t$ be an algebra of all complex-valued polynomial functions in $n$-real variables $t = (t_1, \ldots, t_n)$. The operator moment problem [23] with respect to a fixed unital linear mapping (or distribution) $\phi : P_t \rightarrow SF(\Delta)$ is to find a positive measure $F$...
over all Borel subsets of $\mathbb{R}^n$ with the operator values in $\mathcal{B}(K)$ such that
\[
\phi(p(t))(x,x) = \int p(t)\,dF_{x,x}
\]
for all $p(t) \in \mathcal{P}_t$ and $x \in \Delta$. In this case the mapping $\phi : \mathcal{P}_t \to SF(\Delta)$ is called a moment form and $F$ is a representing measure for $\phi$. If the measure $F$ is focusing on a fixed closed set $L \subseteq \mathbb{R}^n$, then we say that $\phi$ is an $L$-moment form. Since an operator-valued positive measure $F$ might be treated as a unital (matrix) positive linear mapping $\Psi : C(\Omega) \to \mathcal{B}(K)$, $\Psi(f) = \int_{\Omega} f\,dF$, on the algebra of all complex continuous functions $C(\Omega)$ over some compact topological space $\Omega$, the operator moment problem can be thought of as a matrix positive extension problem of the original mapping. Consequently, this problem has purely quantum nature; just recall Arveson-Wittstock type extension theorems [12], [26].

The main tool in this approach uses the fractional space machinery developed in [2] by Albrecht and Vasilescu, and in [24], [25] by Vasilescu. Considering $\mathcal{P}_t$ as a fractional subspace of the fractional space associated by the commutative $C^*$-algebra $C((\mathbb{R}_\infty)^n)$, the original “positive” mapping $\phi : \mathcal{P}_t \to SF(\Delta)$ is extending up to a “positive” mapping over the fractional space, which in turn generates the required positive mapping $\Psi : C((\mathbb{R}_\infty)^n) \to \mathcal{B}(K)$, where $\mathbb{R}_\infty = \mathbb{R} \cup \{\infty\}$ is the point compactification of the real line $\mathbb{R}$. Replacing $\mathbb{R}^n$ by its closed subset $L$ and $(\mathbb{R}_\infty)^n$ by the closure of $L$ in $(\mathbb{R}_\infty)^n$, the operator moment problem has a solution in a similar manner, just demanding the original mapping $\phi : \mathcal{P}_t \to SF(\Delta)$ to be $L$-compatible in the sense that $\phi(p(t)) = 0$ whenever $p(L) = \{0\}$.

A simple quantum review (see [8]) of the considered real variables $t_1, \ldots, t_n$ amounts to the quantum measures, which is the central concept of the present manuscript. We are replacing the complex-valued polynomial functions in several real variables $t_1, \ldots, t_n$ by elements of a local operator algebra (or quantum $*$-algebra) generated by several symmetric unbounded operators $T_1, \ldots, T_n$ on a Hilbert space. The quantum moment problem asks whether a given distribution over the polynomial algebra $\mathcal{P}_T$ would determine a quantum measure. This general form of the quantum moment problem can be used in various applications (see [5], [13], [1]). The fractional space construction has been quantized in terms of the quantum (or local operator) systems (see [9]). We prove that each local operator algebra (or quantum $*$-algebra) is a fractional subspace of the multinormed $C^*$-algebra of all noncommutative continuous functions on a quantum domain. The quantum measures are introduced as matrix positive mappings over the quantized fractional space. In particular, the operator moment problem turns out to be a “functional version” of the quantum one. Based upon a locally convex version of the Arveson-Wittstock theorem [9] and the fractional space technique, we derive the existence of a quantum measure that would lead to the solution of the quantum moment problem. The crucial role in this approach plays the fractional positivity. To be precise, let us present some details.

Fix a Hilbert space $H$ with its upward filtered family $\mathcal{E} = \{H_\alpha\}$ of closed subspaces whose union $\mathcal{D}$ is a dense subspace. So we have a net $p = \{P_\alpha\}$ of projections in $\mathcal{B}(H)$ such that $\lim p = 1_H \text{ SOT}$. The space $\mathcal{D}$ can be thought of as a quantization of the space $\mathbb{R}^n$ (which is the union of its directed compact subsets), whereas $H$ plays the role of $(\mathbb{R}_\infty)^n$. By the $*$-algebra $C^*_r(\mathcal{D})$ of all “noncommutative continuous functions” over the domain $\mathcal{E}$ with its union space $\mathcal{D}$ [9], we mean the set of those linear transformations $T : \mathcal{D} \to \mathcal{D}$ such that $P_\alpha T \subseteq TP_\alpha$ for all $\alpha \in \Lambda$. Thus
each $T \in C^*_\mathcal{E}(\mathcal{D})$ being an unbounded operator on $H$ with the domain $\text{dom}(T) = \mathcal{D}$ admits an unbounded dual $T^*$ such that $\mathcal{D} \subseteq \text{dom}(T^*)$ and $T^* = T^*|\mathcal{D} \subset C^*_\mathcal{E}(\mathcal{D})$. The correspondence $T \mapsto T^*$ is an involution in $C^*_\mathcal{E}(\mathcal{D})$, and we have a family of $C^*$-seminorms

$$\|T\|_{\alpha} = \|T|H_\alpha\|_{\mathcal{B}(H_\alpha)}, \quad T \in C^*_\mathcal{E}(\mathcal{D}), \quad \alpha \in \Lambda.$$ 

It can be proved that $C^*_\mathcal{E}(\mathcal{D})$ turns out to be a unital multinormed $C^*$-algebra with respect to the indicated involution and the family of seminorms (see [9]). In particular, it possesses a canonical quantum space structure (see [9]). By a quantum $*$-algebra we mean any $*$-subalgebra in $C^*_\mathcal{E}(\mathcal{D})$. We also introduce the $C^*$-algebra $C^*_{\mathcal{E}}(H)$ of all bounded operators $T \in \mathcal{B}(H)$ such that $TP_{\alpha} = P_{\alpha}T$ for all $\alpha$; that is, $C^*_{\mathcal{E}}(H) = \mathfrak{p}'$ is the commutant of $\mathfrak{p}$ in $\mathcal{B}(H)$. The algebras $C^*_{\mathcal{E}}(\mathcal{D})$ and $C^*_{\mathcal{E}}(H)$ are the quantized (or noncommutative) versions of $C(\mathbb{R}^n)$ and $C((\mathbb{R}_\infty)^n)$, respectively. We mention that $C^*_{\mathcal{E}}(H)$ can be identified with a dense subalgebra in $C^*_\mathcal{E}(\mathcal{D})$ (see Section 5) by means of the restriction mapping $T \mapsto T|\mathcal{D}$.

A self-adjoint element $m \in C^*_{\mathcal{E}}(H)$ is said to be a denominator if it is an $\mathcal{E}$-bijection; that is, $m|H_\alpha$ is invertible in $\mathcal{B}(H_\alpha)$ for all $\alpha$. The relevant fractional space is defined as

$$C^*_{\mathcal{E}}(H)/m = \{T/m : T \in C^*_{\mathcal{E}}(H)\},$$

where $T/m = (T|\mathcal{D})(m|\mathcal{D})^{-1}$ is an unbounded operator on $H$. Actually, $C^*_{\mathcal{E}}(H)/m$ is a dense subspace in $C^*_\mathcal{E}(\mathcal{D})$ (Section 5). Moreover, it possesses a canonical operator space (or normed quantum space) structure derived from the $C^*$-algebra $C^*_{\mathcal{E}}(H)$. For a (unital) subset $M \subseteq C^*_{\mathcal{E}}(H)$ of denominators the relevant fractional space is denoted by $C^*_{\mathcal{E}}(H)/M$. Thus

$$C^*_{\mathcal{E}}(H)/M = \sum_{m \in M} C^*_{\mathcal{E}}(H)/m \subseteq C^*_\mathcal{E}(\mathcal{D}).$$

Replacing $C^*_{\mathcal{E}}(H)$ by some $C^*$-subalgebra $\mathfrak{J}_\mathcal{E}$, one may introduce a fractional space $\mathfrak{J}_\mathcal{E}/M$ in a similar manner (see Definition 5.2). Being an inductive limit of the normed operator spaces, the fractional space $\mathfrak{J}_\mathcal{E}/M$ turns out to be a quantum space. The fractionality is preserved over all matrix spaces $\mathcal{M}_k(\mathfrak{J}_\mathcal{E}/M)$, $k \in \mathbb{N}$. Namely, for each $k$ we have

$$\mathcal{M}_k(\mathfrak{J}_\mathcal{E}/M) = \sum_{m \in M} \mathcal{M}_k(\mathfrak{J}_\mathcal{E})/(m \cdot 1_{H^k}) = \mathcal{M}_k(\mathfrak{J}_\mathcal{E})/(M \cdot 1_{H^k}).$$

Using the Cayley transform technique, one may derive that each quantum $*$-algebra $V \subseteq C^*_\mathcal{E}(\mathcal{D})$ is a fractional space. In particular,

$$C^*_\mathcal{E}(\mathcal{D}) = \sum_m C^*_{\mathcal{E}}(H)/m.$$ 

Each fractional space $\mathfrak{J}_\mathcal{E}/M$ has the cone $(\mathfrak{J}_\mathcal{E}/M)^+$ of positive elements. Namely, an element $b \in \mathfrak{J}_\mathcal{E}/m$ is said to be fractionally positive if $b = \sum_{i=1}^k T_i/n_i$ for some $T_i \in \mathfrak{J}_\mathcal{E}$, $n_i \in M$, such that all $T_i \geq 0$ and $n_i^{-1}m$ are bounded. Similarly, we have the cones $\mathcal{M}_k((\mathfrak{J}_\mathcal{E}/M)^+)$, $k \in \mathbb{N}$. This positivity strongly depends on the choice of the denominator set $M$. Further, let $\Delta$ be an inner product space whose completion is the Hilbert space $K$. By a quantum $\mathcal{B}(K)$-valued measure on $\mathfrak{J}_\mathcal{E}$ (with respect to $M$) we mean a unital matrix positive linear mapping $\Psi : \mathfrak{J}_\mathcal{E} \to \mathcal{B}(K)$ which has a
matrix positive sesquilinear extension $\mu : \mathfrak{H}/M \to SF(\Delta)$. Namely, assume that the functionals

$$
\mu_{x,y} : \mathfrak{H} \to \mathbb{C}, \quad \mu_{x,y}(T) = (\Psi(T) x, y)
$$

have linear extensions $\tilde{\mu}_{x,y} : \mathfrak{H}/M \to \mathbb{C}$, $x, y \in \Delta$, such that the mapping $\Delta \times \Delta \to \mathbb{C}$, $(x, y) \mapsto \tilde{\mu}_{x,y}(b)$ is a sesquilinear form on $\Delta$ for each $b \in \mathfrak{H}/M$. Then we say that the linear mapping

$$
\mu : \mathfrak{H}/M \to SF(\Delta), \quad \mu(b)(x, y) = \tilde{\mu}_{x,y}(b)
$$

is a sesquilinear extension of $\Psi$. Further, the mapping $\mu$ is matrix positive if for each $k \in \mathbb{N}$ and $x = [x_i] \in \Delta^k$ the mapping

$$
\mu_x^{[k]} : \mathbb{M}_k(\mathfrak{H}/M) \to \mathbb{M}_k, \quad \mu_x^{[k]}(b) = \begin{bmatrix}
-\mu_{x_1, x_1}(b) & \cdots & -\mu_{x_k, x_1}(b) \\
\vdots & \ddots & \vdots \\
-\mu_{x_1, x_k}(b) & \cdots & -\mu_{x_k, x_k}(b)
\end{bmatrix}
$$

is fractionally positive. We briefly say that $\Psi : \mathfrak{H} \to \mathcal{B}(K)$ admits a sesquilinear extension $\mu : \mathfrak{H}/M \to SF(\Delta)$ which is fractionally matrix positive.

Now let us consider mutually commuting symmetric operators $T = (T_1, \ldots, T_n)$ in $C^*_\varepsilon(D)$, that is, $T_i = T_i^*$ for all $i$, instead of the real variables $t = (t_1, \ldots, t_n)$ in the classical operator moment problem. They are quantum variables or operators of observables. The unital associative subalgebra in $C^*_\varepsilon(D)$ generated by $T$ is denoted by $\mathcal{P}_T$. Obviously, $\mathcal{P}_T$ is a quantum $*$-algebra in $C^*_\varepsilon(D)$. The tuple $T$ generates a set of positive denominators

$$
M = \left\{ (1 + T_1^2)^{-\lambda_1} \cdots (1 + T_n^2)^{-\lambda_n} : \lambda = (\lambda_1, \ldots, \lambda_n) \in \mathbb{Z}^n_+ \right\}
$$

in $C^*_\varepsilon(H)$. Let $M^\varepsilon_\varepsilon$ be the commutant in $C^*_\varepsilon(H)$ of the set $M$, which is a unital (noncommutative) $C^*$-algebra. So, we have a fractional space $M^\varepsilon_\varepsilon/M$. The algebra $M^\varepsilon_\varepsilon$ plays the role of $C((\mathbb{R}_\infty)^n)$. Moreover, $\mathcal{P}_T$ is a fractional subspace in $M^\varepsilon_\varepsilon/M$. Thus the quantum moment problem with respect to a fixed unital linear mapping $\phi : \mathcal{P}_T \to SF(\Delta)$ is to find a quantum $\mathcal{B}(K)$-valued measure $\mu$ on the $C^*$-algebra $M^\varepsilon_\varepsilon$ such that

$$
\phi(p(T))(x, x) = \tilde{\mu}_x(p(T))
$$

for all $p(T) \in \mathcal{P}_T$ and $x \in \Delta$. In this case the mapping $\phi : \mathcal{P}_T \to SF(\Delta)$ is called a moment form and $\mu$ is a representing quantum measure for $\phi$.

The main result (see Theorem 2 of the paper) is the noncommutative Albrecht-Vasilescu extension theorem (see [2], Theorem 2.5) for the functional case, where a matrix contractive inner-product mapping $\phi : \mathcal{F} \to SF(\Delta)$ on a fractional subspace $\mathcal{F} \subseteq \mathfrak{H}/M$ is extended up to a unital matrix positive mapping $\psi : \mathfrak{H}/M \to SF(\Delta)$ with the required properties. Each such extension produces a quantized measure on $\mathfrak{H}$ automatically (see Proposition 3.2) and solves the quantum moment problem.

It is worth noting that the classical functional scheme of the construction can be thought of as a particular case of the quantized one. Indeed, set $H = L^2(\mathbb{R}^n)$ and $H_\alpha = \{ f \in H : \text{ supp}(f) \subseteq K_\alpha \}$, where $\{K_\alpha\}$ is an upward filtered (countable) family of a compact subset in $\mathbb{R}^n$ such that $\mathbb{R}^n = \bigcup_{\alpha} K_\alpha$. The real variable $t_k$ can be identified with the unbounded multiplication operators on $H$. Then $t_k(H_\alpha) \subseteq H_\alpha$ and $t_k \varepsilon H_\alpha \in \mathcal{B}(H_\alpha)$ for all $k$ and $\alpha$. Thus the algebra $\mathcal{P}_t$ of all polynomial functions turns out to be a quantum $*$-algebra in the algebra $C^*_\varepsilon(D)$ of
all noncommutative continuous functions on a quantum domain $E = \{H_\alpha\}$ with its union space $\mathcal{D} = \bigcup_{\alpha} H_\alpha$.

Finally, confirm that some of the results of the present paper have been announced in [8].

2. Preliminaries

The set of all positive integers is denoted by $\mathbb{N}$, and $\mathbb{C}$ denotes the complex number field. The unit circle in $\mathbb{C}$ centered at the origin is denoted by $\Gamma$. The direct product of all positive integers is denoted by $\mathbb{N}$. The identity operator on $E$ is denoted by $I_E$ or just $I$. It is the unit of the associative algebra $L(E)$. Take $T \in L(E)$. The $n$-fold inflation $T^\oplus_n = T \oplus \cdots \oplus T \in L(E^n)$ of $T$ is acting as $(x_1, \ldots, x_n) \mapsto (T(x_1), \ldots, T(x_n))$, where $(\cdot, \cdot)$ is the inner product in $H$. An unbounded operator $T$ on $H$ is said to be symmetric if $T \subseteq T^*$ (see [20, 13.13.3]); that is, $(Tx, y) = (x, Ty)$ whenever $x, y \in D(T)$. If $T = T^*$, then $T$ is said to be self-adjoint. The closure of a closable operator $T$ is denoted by $\mathcal{T}$. Recall that a densely defined closed operator $T$ on a Hilbert space $E$ is said to be normal if $D(T) = D(T^*)$ and $TT^* = T^*T$ [20, 13.13.29]. Obviously, every self-adjoint operator is normal.

The $C^*$-algebra of all continuous functions $f : \Omega \to \mathbb{C}$ on a compact (Hausdorff) space $\Omega$ with the uniform norm $\|f\|_\infty = \sup\{|f(\omega)| : \omega \in \Omega\}$ is denoted by $C(\Omega)$. The $C^*$-algebra of all bounded linear operators on a Hilbert space $H$ is denoted by $B(H)$. The usual spectrum of an operator $T \in B(H)$ is denoted by $\sigma(T)$. A unital commutative $C^*$-subalgebra $A \subseteq B(H)$ is called a normal algebra. A typical example of a normal algebra is the unital $C^*$-algebra generated by a normal operator. The space of characters of $A$ equipped with the weak* topology from the norm dual $A^*$ is denoted by $\text{Spec}(A)$. The Gelfand transform of an element $T \in A$ is denoted by $\widehat{T}$, so, $\widehat{T} \in C(\text{Spec}(A))$, $\widehat{T}(\lambda) = \lambda(T)$.

**Lemma 2.1.** Let $A$ be a normal algebra in $B(H)$ and let $M \subseteq H$ be a reducing subspace of $A$. Then $A|\mathcal{M} = \{T|\mathcal{M} : T \in A\}$ is a normal algebra in $B(M)$, and if $E$ and $E'$ are spectral measures of $A$ and $A|\mathcal{M}$, respectively, then $E(\omega|M = E'(\omega \cap \text{Spec}(A|M))$ for each Borel subset $\omega \subseteq \text{Spec}(A)$.

**Proof.** First, note the restriction mapping $A \to B(M)$, $T \mapsto T|\mathcal{M}$, is a $*$-homomorphism, since $M$ is a reducing subspace of $A$. It follows that $A|\mathcal{M}$ as the range of this $*$-homomorphism is a commutative $C^*$-algebra (see for instance [15, 4.7.83]). If $I_M = \{T \in A : T|\mathcal{M} = 0\}$ is the kernel of the $*$-homomorphism, then the canonical identification $(A|\mathcal{M})^* \simeq I_M^*$ is a weak* homeomorphism, where $I_M^* \subseteq A^*$ is the annihilator of $I_M$. In particular, $\text{Spec}(A|\mathcal{M})$ is identified with a compact subset.
in \(\text{Spec}(A)\). Fix \(x, y \in M\). If \(T \in A\), then \(\hat{T}|_{\text{Spec}(A|M)}(\lambda) = \lambda(T) = \lambda(T|M) = \hat{T}|M(\lambda)\) and
\[
\int_{\text{Spec}(A)} \hat{T} dE_{x,y} = \langle Tx, y \rangle = \langle T|M x, y \rangle = \int_{\text{Spec}(A|M)} \hat{T}|M dE_{x,y} = \int_{\text{Spec}(A)} \hat{T}\chi_{\text{Spec}(A|M)} dE'_{x,y}
\]
It follows that \(dE_{x,y} = \chi_{\text{Spec}(A|M)} dE'_{x,y}\), or \(E_{x,y}(\omega) = E'_{x,y}(\omega \cap \text{Spec}(A|M))\) for each Borel subset \(\omega \subseteq \text{Spec}(A)\). But the latter is true for all \(x, y \in M\), hence \(E(\omega |M = E'(\omega \cap \text{Spec}(A|M))\).

The following lemma of the mathematical folklore will be used later, and its short proof has been proposed by F.-H. Vasilescu.

**Lemma 2.2.** Let \(A\) be a normal algebra in \(B(H)\) and let \(\{H_\alpha\}_{\alpha \in \Lambda}\) be an upward filtered family reducing subspaces of \(A\) such that their union \(\bigcup_{\alpha \in \Lambda} H_\alpha\) is dense in \(H\).

Then \(\text{Spec}(A)\) is the closure of the union of all \(\text{Spec}(A|H_\alpha)\); that is,
\[
\text{Spec}(A) = \bigcup_{\alpha \in \Lambda} \text{Spec}(A|H_\alpha).
\]

**Proof.** Each \(A|H_\alpha\) is a normal algebra in \(B(H_\alpha)\) thanks to Lemma 2.1. Let \(E_\alpha\) be the spectral measure of \(A|H_\alpha\), \(E\) the spectral measure of \(A\), \(\sigma = \text{Spec}(A)\), and let \(\sigma_\alpha = \text{Spec}(A|H_\alpha)\) for all \(\alpha \in \Lambda\). We also set \(\sigma_0 = \bigcup_{\alpha \in \Lambda} \sigma_\alpha\). Clearly, \(\sigma_0 \subseteq \sigma\).

By Lemma 2.1 \(E(\omega |H_\alpha) = E_\alpha(\omega \cap \sigma_\alpha)\) for each Borel set \(\omega \subseteq \sigma\). If \(\sigma_0 \neq \sigma\), then \(\sigma \setminus \sigma_0\) is a nonempty open subset in \(\sigma\). Therefore \(E(\sigma \setminus \sigma_0) \neq 0\) [20, 12.22 (d)]. Take a unit vector \(x \in \mathcal{R}(E(\sigma \setminus \sigma_0))\). Taking into account that the union \(\bigcup_{\alpha \in \Lambda} H_\alpha\) is dense in \(H\), we conclude that there exists a sequence \((x_{\alpha_n})\) convergent to \(x\), where \(x_{\alpha_n} \in H_{\alpha_n}\), \(n \in \mathbb{N}\). Using Lemma 2.1 again, infer that \(E(\sigma_0) x = \lim_n E(\sigma_0) x_{\alpha_n} = \lim_n (E(\sigma_0)|H_{\alpha_n}) x_{\alpha_n} = \lim_n (E_{\alpha_n}(\sigma_\alpha_n)) x_{\alpha_n} = \lim_n x_{\alpha_n} = x\); that is, \(x \in \mathcal{R}(E(\sigma_0))\). But the ranges of the projections \(E(\sigma \setminus \sigma_0)\) and \(E(\sigma_0)\) are orthogonal to each other. Then \(x = 0\), a contradiction. Whence \(\sigma_0 = \sigma\).

**Corollary 2.1.** Let \(T \in B(H)\) be a normal operator and let \(\{H_\alpha\}_{\alpha \in \Lambda}\) be an upward filtered family reducing subspaces of \(T\) such that their union \(\bigcup_{\alpha \in \Lambda} H_\alpha\) is dense in \(H\).

Then \(\sigma(T) = \bigcup_{\alpha \in \Lambda} \sigma(T|H_\alpha)\).

**Proof.** It suffices to apply Lemma 2.2 to the normal algebra \(A\) generated by \(T\) and to use the well known formula \(\sigma(T) = \{\hat{T}(\lambda) : \lambda \in \text{Spec}(A)\}\).

2.1. Quantum spaces. The linear space of all \(m \times n\)-matrices \(x = [x_{ij}]\) over a linear space \(E\) is denoted by \(M_{m,n}(E)\), and we set \(M_m(E) = M_{m,m}(E)\), \(M_m = M_{m,m}(\mathbb{C})\). Further, \(M(E)\) denotes the linear space of all infinite matrices \(x_{ij}\) \((x_{ij} \in E)\), where all but finitely many of \(x_{ij}\) are zero. If \(E = \mathbb{C}\) we write \(M\) instead of \(M(\mathbb{C})\). Each \(M_{m,n}(E)\) is a subspace in \(M(E)\) comprising those matrices \(x = [x_{ij}]\) with \(x_{ij} = 0\) whenever \(i > m\) or \(j > n\). Moreover, \(M(E) = \text{lim}_n M_{m,n}(E)\) is the inductive limit of these subspaces. Note that \(M_{m,n}(L(E)) = L(E^n, E^m)\)
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up to a canonical identification. In particular, \( \mathbb{M}_n (L (E)) = L (E^n) \). The space \( \mathbb{M}_{m,n} (E) \) (respectively, \( \mathbb{M} (E) \)) equipped with a certain polynormed (or locally convex) topology, is denoted by \( \mathbb{M}_{m,n} (E) \) (respectively, \( \mathbb{M} (E) \)). For instance, if \( E = H \) is a Hilbert space, then \( \mathbb{M}_n (\mathcal{B} (H)) = \mathcal{B} (H^n) = \mathbb{M}_n (\mathcal{B} (H)) \). In particular, \( \mathbb{M}_{m,n} \) is the space \( \mathbb{M}_{m,n} \) with the operator norm \( \| \cdot \| \) between the canonical Hilbert spaces \( \mathbb{C}^n \) and \( \mathbb{C}^m \). Take \( a \in \mathbb{M}_{m,n}, v \in \mathbb{M}_{s,t} (E) \) and \( b \in \mathbb{M}_{t,n} \). The matrix product \( abv \in \mathbb{M}_{m,n} (E) \) is defined by the usual way, \( abv = \left[ \sum_{k,l} a_{ik} v_{kl} b_{lj} \right] \). The direct sum of matrices \( v \in \mathbb{M}_{s,t} (E) \) and \( w \in \mathbb{M}_{m,n} (E) \) is denoted by \( v \oplus w \in \mathbb{M}_{s+m,t+n} (E) \).

A linear mapping \( \varphi : E \to F \) has the canonical linear extensions \( \varphi^{(n)} : \mathbb{M}_n (E) \to \mathbb{M}_n (F) \), \( \varphi^{(n)} ([x_{ij}]) = [\varphi (x_{ij})], n \in \mathbb{N} \), over all matrix spaces. We also have a linear mapping \( \varphi^{(\infty)} : \mathbb{M} (E) \to \mathcal{M} (F) \) such that \( \varphi^{(\infty)} |_{\mathbb{M}_n} = \varphi^{(n)}, n \in \mathbb{N} \).

Let \( p^{(n)} : \mathbb{M}_n (E) \to [0, \infty], n \in \mathbb{N} \), be gauges (respectively, seminorms) over all matrix spaces. The family \( p = \left( p^{(n)} \right)_{n \in \mathbb{N}} \) is said to be a matrix gauge (respectively, a matrix seminorm) \( \mathbb{M} \), \( \mathcal{M} \) on \( E \) if \( p \) possesses the following properties

\[
\begin{align*}
\text{M1} \quad & p^{(m+n)} (v \oplus w) \leq \max \left\{ p^{(m)} (v), p^{(n)} (w) \right\}, \\
\text{M2} \quad & p^{(n)} (abv) \leq \|a\| p^{(m)} (v) \|b\|
\end{align*}
\]

for all \( v = [v_{ij}] \in \mathbb{M}_m (E), w = [w_{ij}] \in \mathbb{M}_n (E), a \in \mathbb{M}_{n,m}, b \in \mathbb{M}_{m,n}, n, m \in \mathbb{N} \).

Note that \( \text{M2} \) implies that

\[
(2.1) \quad p^{(1)} (v_{ij}) = p^{(1)} (\varepsilon_i v^* \varepsilon_j) \leq p^{(m)} (v) = p^{(m)} \left( \sum \varepsilon_i^* v_{ij} \varepsilon_j \right) \leq \sum p^{(1)} (v_{ij})
\]

for any \( v = [v_{ij}] \in \mathbb{M}_m (E) \), where \( \varepsilon_i \) are the canonical row matrices. Let \( p \) and \( q \) be matrix gauges on \( E \). We write \( p \preceq q \) whenever \( p^{(n)} \leq q^{(n)} \) for all \( n \in \mathbb{N} \). It is a partial order structure over all matrix gauges on \( E \). In particular, we define \( \sup p = \left\{ \sup p^{(n)} : n \in \mathbb{N} \right\} \) for a family \( \{ p_n \} \) of matrix gauges on \( E \).

Note that for a matrix gauge \( p \) on \( E \), \( \text{M1} \) implies that we have a well defined gauge \( p^{(\infty)} : \mathbb{M} (E) \to [0, \infty] \) given by the rule \( p^{(\infty)} (x) = p^{(n)} (x), x \in \mathbb{M}_n (E) \). Furthermore the relation \( p \preceq q \) for matrix gauges turns out to be a usual relation \( p^{(\infty)} \preceq q^{(\infty)} \) between the gauges on \( \mathbb{M} (E) \). If \( p \) is a matrix gauge, then the corresponding \( p^{(\infty)} \) is a \( \mathbb{M} \)-module gauge on \( \mathbb{M} (E) \) \( \mathbb{M} \); that is, \( p^{(\infty)} (x + y) = \max \left\{ p^{(\infty)} (x), p^{(\infty)} (y) \right\} \) for orthogonal elements \( x, y \in \mathbb{M} (E) \), and \( p^{(\infty)} (axb) \leq \|a\| p^{(\infty)} (x) \|b\| \) for all \( a, b \in \mathbb{M}, x \in \mathbb{M} (E) \). Moreover, this correspondence is a one-to-one relation between the matrix gauges on \( E \) and \( \mathbb{M} \)-module gauges on \( \mathbb{M} (E) \) \( \mathbb{M} \). If \( \{ p_n \} \) is a family of matrix seminorms on \( E \), then obviously \( \sup p, p \) is a matrix gauge on \( E \) and \( \left( \sup p^{(\infty)} \right) = \sup p^{(\infty)} \).

A linear space \( E \) with a (separated) family of matrix seminorms \( \{ p_\alpha \} \) is called an abstract quantum space or local operator space. Note that the quantum space structure on \( E \) determines a polynormed (Hausdorff) topology on \( \mathbb{M} (E) \) by means of the family of seminorms \( \{ p^{(\infty)} : \alpha \in \Lambda \} \). The relevant polynormed space is denoted by \( \mathbb{M} (E) \). A linear space \( E \) is said to be a normed quantum space or an operator space if \( E \) is equipped with a matrix norm. Recall that a concrete normed quantum space \( E \) is defined as a subspace of \( \mathcal{B} (H) \) for a certain Hilbert space \( H \) (see \( \mathbb{M} \), \( \mathcal{M} \)). The inclusions \( \mathbb{M}_n (E) \subseteq \mathbb{M}_n (\mathcal{B} (H)) = \mathcal{B} (H^n), n \in \mathbb{N} \), determine the relevant matrix norm on \( E \).
Let $E$ be a quantum space. Then each matrix space $M_n(E)$ turns into a polynomial space (or a normed space in the normed quantum space case) denoted by $M_n(E)$ with a defining family of seminorms \( \{p_\alpha^{(n)} : \alpha \in \Lambda \} \); that is, $M_n(E)$ is just a closed subspace in $M(E)$ (see (2.1)). The matrix seminorms $\{p_\alpha : \alpha \in \Lambda \}$ and $\{q_\iota : \iota \in \Omega \}$ on the same space $E$ are assumed to be equivalent if for each $\alpha \in \Lambda$ there corresponds a finite subset $F \subseteq \Omega$ and a positive constant $C_{\alpha F}$ such that $p_\alpha \leq C_{\alpha F} \sup \{q_\iota : \iota \in F \}$ and vice versa; that is, the family of seminorms $\{p_\alpha^{(\infty)} : \alpha \in \Lambda \}$ and $\{q_\iota^{(\infty)} : \iota \in \Omega \}$ on $M(E)$ are equivalent in a usual manner. By a defining matrix seminorm family we mean any matrix seminorm family that is equivalent to the original one. Obviously, all equivalent families of matrix seminorms define the same topology on $M(E)$, in particular, over all matrix spaces $M_n(E)$, which is just the direct-product topology inherited by means of the canonical identifications $M_n(E) \cong E^{n^2}$ (see (2.1)), $n \in \mathbb{N}$. Given a defining family of matrix seminorms, one also has its saturation $\{\sup \{p_\alpha : \alpha \in F \} : F \subseteq \Lambda \}$, where $F$ runs over all finite subsets. Note that the saturation is an upward filtered family of matrix seminorms which is equivalent to the original family. Therefore, when convenient, one can assume that the considered family of matrix seminorms is saturated.

Let $E$ and $F$ be quantum spaces with their (saturated) family of matrix seminorms $\{p_\alpha : \alpha \in \Lambda \}$ and $\{q_\iota : \iota \in \Omega \}$, respectively. A linear mapping $\varphi : E \to F$ is said to be matrix continuous if for each $\iota \in \Omega$ there corresponds $\alpha \in \Lambda$ and a positive constant $C_{\iota \alpha}$ such that $q_\iota^{(\infty)} \varphi^{(\infty)} \leq C_{\iota \alpha} p_\alpha^{(\infty)}$. If $\varphi$ is invertible and $\varphi^{-1}$ is matrix continuous too, then we say that $\varphi$ is a topological matrix isomorphism. If $C_{\iota \alpha} \leq 1$ for all possible $\iota$ and $\alpha$, then $\varphi$ is called a local matrix contraction with respect to the families $\{p_\alpha : \alpha \in \Lambda \}$ and $\{q_\iota : \iota \in \Omega \}$. Finally, a matrix injective mapping $\varphi$ (all $\varphi^{(n)}$ are injective) is said to be a local matrix isometry if $\Omega = \Lambda$ and $q_\iota^{(\infty)} \varphi^{(\infty)} = p_\alpha^{(\infty)}$ for all $\alpha$.

2.2. Quantum domains. Let $H$ be a Hilbert space. By a quantum, or quantized domain (or merely a domain) in $H$ we mean an upward filtered family $\mathcal{E} = \{H_\alpha\}_{\alpha \in \Lambda}$ of closed subspaces in $H$ whose union $\mathcal{D} = \bigcup \mathcal{E}$ is dense in $H$. Note that $\mathcal{D}$ is a linear subspace in $H$ called the union space of the quantum domain $\mathcal{E}$. If $\mathcal{E} = \{H_\alpha\}_{\alpha \in \Lambda}$ and $\mathcal{K} = \{K_\iota\}_{\iota \in \Omega}$ are domains in $H$, then we write $\mathcal{E} \subseteq \mathcal{K}$ whenever $\Lambda \subseteq \Omega$ and $H_\alpha \subseteq K_\iota$ for all $\alpha \in \Lambda$. Thus $\mathcal{E} = \mathcal{K}$ if and only if $\mathcal{E} \subseteq \mathcal{K}$ and $\mathcal{K} \subseteq \mathcal{E}$. Further, the domains $\mathcal{E} = \{H_\alpha\}_{\alpha \in \Lambda}$ and $\mathcal{K} = \{K_\iota\}_{\iota \in \Omega}$ in $H$ are assumed to be equivalent $\mathcal{E} \sim \mathcal{K}$ if for each $\alpha \in \Lambda$ there corresponds $\iota \in \Omega$ with $H_\alpha \subseteq K_\iota$, and vice versa. We note that the equivalent domains have the same union space. In particular, the disjoint union $\mathcal{E} \vee \mathcal{K} = \{H_\alpha, K_\iota\}_{\alpha \in \Lambda, \iota \in \Omega}$ is a domain in $H$ with the same union space $\mathcal{D}$, whenever $\mathcal{E} \sim \mathcal{K}$. Each domain $\mathcal{E} = \{H_\alpha\}_{\alpha \in \Lambda}$ in $H$ automatically associates a projection net $p = \{P_\alpha\}_{\alpha \in \Lambda}$ in $\mathcal{B}(H)$ over all subspaces $H_\alpha$, $\alpha \in \Lambda$, such that $1_H = \lim p$ (WOT) (see (3)).

Let us introduce the algebra of all noncommutative continuous functions on a quantum domain $\mathcal{E} = \{H_\alpha\}_{\alpha \in \Lambda}$ with its union space $\mathcal{D}$ as

\[(2.2) \quad C_\mathcal{E}(\mathcal{D}) = \{T \in L(\mathcal{D}) : TP_\alpha = P_\alpha TP_\alpha \in \mathcal{B}(H), \quad \alpha \in \Lambda\},\]

where $p = \{P_\alpha\}_{\alpha \in \Lambda}$ is the projection net associated with $\mathcal{E}$. Thus $T(H_\alpha) \subseteq H_\alpha$ and $T|H_\alpha \in \mathcal{B}(H_\alpha)$ whenever $T \in C_\mathcal{E}(\mathcal{D})$. Obviously, $C_\mathcal{E}(\mathcal{D})$ is a unital subalgebra in $L(\mathcal{D})$. 
We also introduce the \( * \)-algebra of all noncommutative continuous functions on a quantum domain \( \mathcal{E} \) as the subalgebra
\[
C^*_\mathcal{E}(\mathcal{D}) = \{ T \in C_\mathcal{E}(\mathcal{D}) : P_\alpha T \subseteq TP_\alpha, \quad \alpha \in \Lambda \}
\]
in \( C_\mathcal{E}(\mathcal{D}) \). Each unbounded operator \( T \in C^*_\mathcal{E}(\mathcal{D}) \) has an unbounded dual \( T^* \) on \( H \) such that
\[
\mathcal{D} \subseteq \mathcal{D}(T^*), \quad T^*(\mathcal{D}) \subseteq \mathcal{D} \quad \text{and} \quad T^* = T^*|\mathcal{D} \in C^*_\mathcal{E}(\mathcal{D}).
\]
The correspondence \( T \mapsto T^* \) is an involution on \( C^*_\mathcal{E}(\mathcal{D}) \), thereby \( C^*_\mathcal{E}(\mathcal{D}) \) is a unital \( * \)-algebra. Conversely, if an unbounded operator \( T \in C^*_\mathcal{E}(\mathcal{D}) \) admits an unbounded dual \( T^* \) such that \( T^* = T^*|\mathcal{D} \in C^*_\mathcal{E}(\mathcal{D}) \), then \( T \in C^*_\mathcal{E}(\mathcal{D}) \). In particular, \( C^*_\mathcal{E}(\mathcal{D}) \) consists of closable unbounded operators (see [9] Proposition 3.1 for the details). Moreover, if \( C_\mathcal{E}(\mathcal{D})_{\text{sym}} \) is the set of all symmetric unbounded operators from the algebra \( C_\mathcal{E}(\mathcal{D}) \), then
\[
C^*_\mathcal{E}(\mathcal{D})_{\text{sym}} = C^*_\mathcal{E}(\mathcal{D})_{\text{h}},
\]
where \( C^*_\mathcal{E}(\mathcal{D})_{\text{h}} \) is the set of all hermitian (or self-adjoint) elements of the \( * \)-algebra \( C^*_\mathcal{E}(\mathcal{D}) \).

Any Hilbert space \( H \) can be treated as a quantum domain \( \mathcal{E} = \{ H \} \). In this case \( C^*_\mathcal{E}(\mathcal{D}) = C^*_\mathcal{E}(\mathcal{D}) = B(H) \). Note also that the family of all finite dimensional subspaces of a dense subspace in a Hilbert space is an example of a quantum domain. The algebra \( C^*_\mathcal{E}(\mathcal{D}) \) can be treated as a quantized version of the (commutative) multinormed \( C^* \)-algebra \( C(\mathbb{R}^n) \) of all complex continuous functions on \( \mathbb{R}^n \) equipped with the compact-open topology. Respectively, the space \( \mathcal{D} \) can be referred to as a quantized version of the space \( \mathbb{R}^n \) exhausted by an increasing family of its compact subsets. In this manner, one can also introduce the following algebra:
\[
C^*_\mathcal{E}(H) = \{ T \in C^*_\mathcal{E}(\mathcal{D}) : \mathcal{D}(T) = H \}.
\]
The elements of \( C^*_\mathcal{E}(H) \) represent analogs of bounded continuous functions in \( C(\mathbb{R}^n) \) or continuous functions over the point compactification of \( \mathbb{R}^n \). The following assertion justifies this analog between classical and quantized theories.

**Lemma 2.3.** The algebra \( C^*_\mathcal{E}(H) \) consists of bounded operators and
\[
C^*_\mathcal{E}(H) = \{ T \in B(H) : TP_\alpha = P_\alpha T, \quad \alpha \in \Lambda \}.
\]
In particular, \( C^*_\mathcal{E}(H) \) is a \( C^* \)-algebra in \( B(H) \).

**Proof.** Take \( T \in C^*_\mathcal{E}(H) \). Then \( T \) is an unbounded operator with \( \mathcal{D}(T) = H \) and \( TP_\alpha = P_\alpha T \in B(H) \) for all \( \alpha \in \Lambda \). It follows that \( Tx = \lim_\alpha P_\alpha Tx \) for each \( x \in H \). Taking into account that \( \Lambda \) is an upward filtered set, we deduce that \( \sup_\alpha \{ \| P_\alpha Tx \| \} = \lim_\alpha \| P_\alpha Tx \| = \| Tx \| < \infty \) for all \( x \in H \). Using the Uniform Boundedness Principle (see for example [17] 7.2.5), we deduce that \( \sup_\alpha \{ \| P_\alpha T \| \} < \infty \), which in turn implies that \( \| Tx \| = \sup_\alpha \{ \| P_\alpha Tx \| \} \leq \sup_\alpha \{ \| P_\alpha T \| \} \| x \| \); that is, \( T \in B(H) \).

Now fix a positive integer \( n \) and consider the \( n \)-th Hilbert space power \( H^n \) of the Hilbert space \( H \). If \( \mathcal{E} = \{ H^n_\alpha \}_{\alpha \in \Lambda} \) is a quantum domain in \( H \) with its union space \( \mathcal{D} \), then so is \( \mathcal{E}^n = \{ H^n_\alpha \}_{\alpha \in \Lambda} \) in \( H^n \) whose union space is \( \mathcal{D}^n \). If \( \mathbf{p} = \{ P_\alpha \}_{\alpha \in \Lambda} \) is a projection net associated with \( \mathcal{E} \), then so is \( \mathbf{p}^{\otimes n} = \{ P_\alpha^{\otimes n} \} \) associated with \( \mathcal{E}^n \). Furthermore, we have \( M_n(C_\mathcal{E}(\mathcal{D})) = C_{\mathcal{E}^n}(\mathcal{D}^n) \) and \( M_n(C^*_\mathcal{E}(\mathcal{D})) = C^*_\mathcal{E}(\mathcal{D}^n) \). Thus if \( T \in M_n(C_\mathcal{E}(\mathcal{D})) \), then \( T \) leaves invariant each subspace \( H^n_\alpha \) and
\[ \| T | H^n_\alpha \|_{B(H^n)} = \| P_\alpha^n T P_\alpha^n \|. \] Put \( p_\alpha = \left( p_\alpha^{(n)} \right)_{n \in \mathbb{N}} \), where \( p_\alpha^{(n)} (T) = \| P_\alpha^n T P_\alpha^n \| \), \( T \in \mathbb{M}_n (C_E(D)) \), \( \alpha \in \Lambda \). The family \( \{ p_\alpha : \alpha \in \Lambda \} \) is an upward filtered family of matrix seminorms on \( C_E(D) \), which defines a matrix topology on \( C_E(D) \). If \( E \sim K \) for some domain \( K \) in \( H \), then both matrix topologies on \( C_E(D) \) and \( C_K(D) \) coincide on \( C_E(D) \cap C_K(D) = C_{E \cap K}(D) \). Moreover, \( \{ p_\alpha^{(1)} : \alpha \in \Lambda \} \) are multiplicative seminorms on \( C_E(D) \), which are \( C^* \)-seminorms on the \( * \)-subalgebra \( C_E^*(D) \). Thus \( C_E(D) \) has a canonical quantum space structure given by the family \( \{ p_\alpha : \alpha \in \Lambda \} \) of matrix seminorms associated with the domain \( E \). Moreover, the quantum space \( C_E(D) \) is complete; therefore \( C_E(D) \) is an Arens-Michael algebra \([15, 2.1]\) whose \( * \)-subalgebra \( C_E^*(D) \) is a multinormed \( C^* \)-algebra \([9]\).

2.3. Concrete models. Now we introduce concrete quantum spaces, quantum systems and quantum \( * \)-algebras as relevant subspaces in \( C_E(D) \) compatible with its interior structures.

If \( V \) is a linear subspace in \( C_E^*(D) \), then we set \( V^* = \{ T^* : T \in V \} \) for the space of all dual operators taken from \( V \). A linear subspace \( V \subseteq C_E^*(D) \) is said to be self-adjoint (respectively, unital) if \( V^* = V \) (respectively, \( I_D \in V \)).

**Definition 2.1.** Any linear subspace in \( C_E(D) \) is called a concrete quantum space on a quantum domain \( E \). A unital self-adjoint subspace in \( C_E^*(D) \) is called a quantum system. If \( TS \in V \) for all elements \( T, S \) of a quantum system \( V \), then we say that \( V \) is a local operator algebra or a quantum \( * \)-algebra.

The completion of the concrete models introduced in Definition 2.1 remain the same concrete models. In particular, if \( V \subseteq C_E^*(D) \) is a local operator algebra, then its completion \( \bar{V} \subseteq C_{E}(D) \) is a multinormed \( C^* \)-algebra called a quantum \( C^* \)-algebra.

Let \( V \subseteq C_E^*(D) \) be a local operator algebra. An element \( T \in V \) is called locally hermitian if \( T = T^* \) on a certain subspace \( H_\alpha \); that is, \( T | H_\alpha = T^* | H_\alpha = (T | H_\alpha)^* \) in \( B(H_\alpha) \). In this case, we write \( T =_\alpha T^* \). If the latter is true for all \( \alpha \), we say that \( T \) is (globally) hermitian; that is, \( T \in C_E^*(D)_h \). An element \( T \in V \) is said to be locally positive if \( T \geq_\alpha 0 \); that is, \( T | H_\alpha \geq 0 \) in \( B(H_\alpha) \) for some \( \alpha \in \Lambda \). Similarly, it is defined a (globally) positive element in \( V \).

Let \( V \subseteq C_E^*(D) \) and \( W \subseteq C_E^*(O) \) be quantum systems on the quantum domains \( E = \{ H_\alpha \}_{\alpha \in \Lambda} \) and \( K = \{ K_\gamma \}_{\gamma \in \Omega} \), with their union spaces \( D \) and \( O \), respectively. A linear mapping \( \varphi : V \rightarrow W \) is said to be locally positive if for each \( \iota \in \Omega \) there corresponds \( \alpha \in \Lambda \) such that \( \varphi(v) \geq_\iota 0 \) whenever \( v \geq_\alpha 0 \), and \( \varphi(v) =_\iota 0 \) if \( v =_\alpha 0 \), \( v \in V \). For brevity, we write \( \varphi(v) >_\iota 0 \) whenever \( v >_\alpha 0 \). Further, a linear mapping \( \varphi : V \rightarrow W \) is called local matrix positive if for each \( \iota \in \Omega \) there corresponds \( \alpha \in \Lambda \) such that \( \varphi^{(n)}(v) \geq_\iota 0 \) (that is, \( \varphi^{(n)}(v) | K_\gamma^n \geq 0 \)) whenever \( v \geq_\alpha 0 \) (that is, \( v | H_\alpha^n \geq 0 \)), and \( \varphi^{(n)}(v) =_\iota 0 \) if \( v =_\alpha 0 \), \( v \in M_n(V) \), \( n \in \mathbb{N} \). Thus \( \varphi^{(n)}(v) >_\iota 0 \) whenever \( v >_\alpha 0 \), \( v \in M_n(V) \), \( n \in \mathbb{N} \). In particular, all \( \varphi^{(n)} \) are local positive maps.

Finally, if for each \( \iota \in \Omega \) there corresponds \( \alpha \in \Lambda \) such that \( \| \varphi^{(n)}(v) \|_{B(K_\gamma^n)} \leq \| v \|_{B(H_\alpha^n)} \) for all \( v \in M_n(V) \), \( n \in \mathbb{N} \), then we say that \( \varphi : V \rightarrow W \) is a local matrix contraction. Moreover, if \( \Omega = \Lambda \) and \( \| \varphi^{(n)}(v) \|_{B(K_\gamma^n)} = \| v \|_{B(H_\alpha^n)} \) for all \( v \in M_n(V) \), \( n \in \mathbb{N} \), \( \alpha \in \Lambda \), then \( \varphi \) is called a local matrix isometry.
3. The Cayley transform

In this section we use the Cayley transform to describe the multinormed $C^*$-algebra $C_\mathcal{E}(\mathcal{D})$ of all noncommutative continuous functions on a domain $\mathcal{E}$ with its union space $\mathcal{D}$.

3.1. The set $\mathfrak{U}_\mathcal{E}$ of unitary operators. Let $H$ be a Hilbert space and let $T$ be a densely defined operator on $H$. We investigate the Cayley transform of a symmetric operator $T$ which leaves invariant its domain $\mathcal{D}(T)$: that is, $T(\mathcal{D}(T)) \subseteq \mathcal{D}(T)$ (see also [21, 25]). For the sake of the reader we introduce some details of this construction.

Lemma 3.1. Let $T$ be a densely defined symmetric operator on $H$ such that $T(\mathcal{D}(T)) \subseteq \mathcal{D}(T)$. Then $T$ is self-adjoint iff $\mathcal{D}(T) = H$.

Proof. If $\mathcal{D}(T) = H$, then $T = T^*$, for $T$ is symmetric.

Now assume that $T$ is self-adjoint. So, $T$ is a densely defined closed operator. Then $R(1+T^2) = H$ by virtue of [20, 13.13.13]. Since $(T+i)(T-i) = 1+T^2$, it follows that $R(T+i) = H$. But $(T+i)x = Tx+ix \in \mathcal{D}(T)$ for $T(\mathcal{D}(T)) \subseteq \mathcal{D}(T)$; that is, $R(T+i) \subseteq \mathcal{D}(T)$. Whence $\mathcal{D}(T) = H$. □

Let $T$ be a densely defined symmetric operator such that $T(\mathcal{D}(T)) \subseteq \mathcal{D}(T)$ and let $U_T$ be the Cayley transform of $T$. According to the definition [20, 13.17], $U_T$ is an isometry between $\mathcal{D}(U_T) = R(T+i)$ and $\mathcal{D}(U_T) = R(T-i)$ such that $U_T(Tx+ix) = Tx-ix$, $x \in \mathcal{D}(T)$.

Note that $R(T+i) \subseteq \mathcal{D}(T)$ and $R(T-i) \subseteq \mathcal{D}(T)$. Moreover,

$I - U_T : \mathcal{D}(U_T) \rightarrow R(I - U_T) = \mathcal{D}(T)$

is one-to-one, and $I - U_T = 2i(T+i)^{-1}$.

Conversely, if $V$ is a partial isometry on $H$ such that $I - V : \mathcal{D}(V) \rightarrow R(I - V)$ is one-to-one, then $V$ is the Cayley transform of a symmetric operator $S : \mathcal{D}(S) = R(I - V) \rightarrow R(S)$, $S(z - vz) = i(z + vz)$, $z \in \mathcal{D}(V)$.

Thus $V = U_S$ and $\mathcal{D}(V) = R(S+i)$, $R(V) = R(S-i)$ [20, 13.13.19].

Lemma 3.2. Let $T$ be a densely defined symmetric operator on $H$. Then $T(\mathcal{D}(T)) \subseteq \mathcal{D}(T)$ iff $R(I + U_T) \subseteq R(I - U_T)$.

Proof. Put $V = U_T$. Since $I + V = 2T(T+i)^{-1}$, it follows that $R(I + V) = R(T)$. Hence $T$ leaves invariant its domain if and only if $R(I + V) = R(T) \subseteq \mathcal{D}(T) = R(I - V)$; that is, $R(I + V) \subseteq R(I - V)$. □

Now let $\mathcal{E} = \{H_{\alpha} : \alpha \in A\}$ be a quantum domain in $H$ with its union space $\mathcal{D}$ and let $T \in C_\mathcal{E}(\mathcal{D})_{\text{sym}}$. Then $T$ is a densely defined symmetric operator on $H$ such that $\mathcal{D}(T) = \mathcal{D} = \bigcup \mathcal{E}$. Moreover, $T \in C_\mathcal{E}(\mathcal{D})_h$, thanks to [24]. Note that $(T+\bar{i})(\mathcal{E}) \subseteq \mathcal{E}$; that is, $(T+\bar{i})(H_{\alpha}) \subseteq H_{\alpha}$ for all $\alpha$. Furthermore, $T \pm i$ are $\mathcal{E}$-bijections; that is, $(T \pm i)|_{H_{\alpha}} = T|_{H_{\alpha}} \pm i$ are invertible in $\mathcal{B}(H_{\alpha})$, respectively. So,

$R(T \pm i) = \bigcup_{\alpha \in A} R((T \pm i)|_{H_{\alpha}}) = \bigcup_{\alpha \in H_{\alpha}} D = \mathcal{D}.

Therefore, $T \pm i : \mathcal{D} \rightarrow \mathcal{D}$ are bijections such that $(T \pm i)^{-1}|_{H_{\alpha}} = (T)|_{H_{\alpha}} \pm i)^{-1} \in B(H_{\alpha})$ for all $\alpha$. It follows that $\mathcal{D}(U_T) = R(T+i) = \mathcal{D}$ and $\mathcal{D}(U_T) = R(T-i) = \mathcal{D}(T)$.
Lemma 3.3. Let $T \in C_E(\mathcal{D})_{\text{sym}}$ and let $U_T$ be the Cayley transform of the closure $\overline{T}$ of $T$. Then $U_T = \overline{U_T}$ and $\overline{T}$ is a self-adjoint unbounded operator.

Proof. Since $T \subseteq T^*$, the closure $\overline{T}$ is a closed symmetric operator on $H$. In particular, $\mathcal{R}(\overline{T} \pm i)$ are closed subspaces [20, 13.13.16]. But $\mathcal{D} = \mathcal{R}(\overline{T} \pm i) \subseteq \mathcal{R}(T \pm i)$ for $T \pm i$ are $\mathcal{E}$-bijections. Then $\mathcal{R}(\overline{T} \pm i) = H$ or $\mathcal{D}(U_T) = \mathcal{R}(U_T) = H$. Hence $U_T = \overline{U_T}$. In particular, $U_T$ is unitary and $\overline{T}$ is a self-adjoint unbounded operator [20, 13.13.19].

$U_T$ being the Cayley transform of $T$, we conclude that

$$(I - U_T)|\mathcal{D} = I - U_T : \mathcal{D} \to \mathcal{D}$$

is one-to-one and onto. In particular, $\mathcal{N}(I - U_T) = \mathcal{N}(I - U_T^2) = \mathcal{R}(I - U_T) \subseteq \mathcal{R}(I - U_T) = \mathcal{D}^\perp = \{0\}$; that is, 1 does not belong to the point spectrum of $U_T$.

Proposition 3.1. If $T \in C_E(\mathcal{D})_{\text{sym}}$, then $\sigma(U_T) = \bigcup_{\alpha \in \Lambda} \sigma(U_T|H_\alpha)$ and $1 \notin \bigcup_{\alpha \in \Lambda} \sigma(U_T|H_\alpha)$. Moreover, $1 \in \sigma(U_T)$ iff $T$ is discontinuous.

Proof. Since $U_T$ is unitary (see Lemma 3.3) and $U_T(H_\alpha) = H_\alpha$, we conclude that $U_T^\dagger(H_\alpha) = U_T^\dagger(H_\alpha) \subseteq H_\alpha$, which in turn implies that $U_TP_\alpha = P_\alpha U_TP_\alpha = \left(P_\alpha U_T^* P_\alpha\right)^* = \left(U_T^* P_\alpha\right)^* = P_\alpha U_T$ for all $\alpha \in \Lambda$, where $P_\alpha$ is the projection onto $H_\alpha$. It remains to use Corollary 2.1.

Further, $(I - U_T)(Tx_\alpha + ix_\alpha) = 2ix_\alpha$, $x_\alpha \in H_\alpha$; therefore $(I - \overline{U_T})H_\alpha = H_\alpha$ for all $\alpha$. Thus $U_T|H_\alpha = U_T|H_\alpha$ is the Cayley transform of the selfadjoint and bounded operator $T|H_\alpha$. Hence $1 \notin \sigma(U_T|H_\alpha)$ for each $\alpha$ (see Remark 3.1 below).

Finally, if $T$ is bounded, then $\overline{T}$ is a bounded self-adjoint operator whose Cayley transform $U_T$ is unitary and $1 \notin \sigma(U_T)$. Conversely, if $1 \notin \sigma(U_T)$, then $\overline{T} = i(I + U_T^2)(I - U_T)^{-1}$ is bounded. In particular, $T$ is continuous.

Remark 3.1. If $T$ is bounded, then $T$ has the self-adjoint extension $\overline{T} \in \mathcal{B}(H)$ (Lemma 3.1). So $\mathcal{R}(\overline{T} + i) = H$. Take $x \in H$ and let $x = \lim \{x_n\}$, $x_n \in \mathcal{D}$. Then $U_T(\overline{T}x + ix_n) = \lim U_T(Tx_n + ix_n) = \lim U_Tx_n - ix_n = \overline{T}x - ix$. Thus $U_T(\overline{T} + i) = \overline{T} - i$. Since $(\overline{T} + i)^{-1} \in \mathcal{B}(H)$, it follows that $U_T = (\overline{T} - i)(\overline{T} + i)^{-1} = r(\overline{T})$, where $r(t) = (t - i)(t + i)^{-1}, t \in \mathbb{R}$, is a rational function. In particular, $\sigma(U_T) = r(\sigma(\overline{T})) \subseteq T \setminus \{1\}$.

Theorem 3.1. Let $\mathcal{E} = \{H_\alpha : \alpha \in \Lambda\}$ be a domain in a Hilbert space with its union space $\mathcal{D}$ and let $\mathcal{X}_\mathcal{E} \subseteq \mathcal{B}(H)$ be a subset of all unitary operators $V$ such that $V(H_\alpha) = H_\alpha, \alpha \in \Lambda$, and $1 \notin \bigcup_{\alpha \in \Lambda} \sigma(V|H_\alpha)$. The Cayley transform $T \to U_T$ implements a bijection $C_\mathcal{E}(\mathcal{D})_{\text{sym}} \to \mathcal{X}_\mathcal{E}$.

Moreover, $T$ is bounded iff $1 \notin \sigma(U_T)$. 
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Proof. Take $V \in \mathcal{U}_E$. Then $V(H_\alpha) = H_\alpha$ and $1 \notin \sigma(V|H_\alpha)$ for each $\alpha$. Therefore $V(\mathcal{D}) = \mathcal{D}$ and

$$\mathcal{R}(I - V|\mathcal{D}) = \bigcup_{\alpha} \mathcal{R}(I - V|H_\alpha) = \bigcup_{\alpha} H_\alpha = \mathcal{D};$$

that is, $I - V|\mathcal{D} : \mathcal{D} \to \mathcal{D}$ is one-to-one and onto. In particular, $\mathcal{R}(I + V|\mathcal{D}) \subseteq \mathcal{D} = \mathcal{R}(I - V|\mathcal{D})$. Put

$$S : \mathcal{D}(S) = \mathcal{D} \to \mathcal{D}, \quad S(x - Vx) = i(x + Vx), \quad x \in \mathcal{D}.$$

If $x \in H_\alpha$, then $S(x - Vx) \in H_\alpha$; that is, $S(H_\alpha) \subseteq H_\alpha$ for all $\alpha$. Moreover, $V|\mathcal{D} = U_S$ thanks to [20, 13.13.19] and Lemma 3.2. Therefore $V = U_S$ or $V = U_T$ by virtue of Lemma 3.3. Taking into account that $S = i(1 + V|\mathcal{D})(1 - V|\mathcal{D})^{-1}$, we conclude that $S|H_\alpha \in \mathcal{B}(H_\alpha)$ for all $\alpha$. In particular, $S \in C_\mathcal{E}(\mathcal{D})_{\text{sym}}$.

Since the Cayley transform $T \mapsto U_T$ is one-to-one, it follows that the mapping $C_\mathcal{E}(\mathcal{D})_{\text{sym}} \to \mathcal{U}_E$, $T \mapsto U_T$ is a bijection.

Finally, $T$ is bounded iff $1 \notin \sigma(U_T)$, by virtue of Proposition 3.1.

### 3.2. The relationship between spectra.

Now we propose some relationships between the sets $\sigma(U_T) \setminus \bigcup_{\alpha \in \Lambda} \sigma(U_T|H_\alpha)$ and $\mathbb{R}\sigma(T|H_\beta)$. Let us introduce the function $f : \mathbb{T} \setminus \{1\} \to \mathbb{R}$ given by the rule

$$f(\lambda) = \begin{cases} \frac{1}{\sqrt{1 - \lambda}} \frac{1}{2}, & \text{if } \text{Im}(\lambda) \leq 0, \\ -\frac{1}{\sqrt{1 - \lambda}} \frac{1}{2}, & \text{if } \text{Im}(\lambda) > 0. \end{cases}$$

One can easily verify that $f$ is a continuous bijection such that $f(\{\text{Im}(\lambda) \leq 0\}) = \{r \geq 0\}$ and $f(\{\text{Im}(\lambda) > 0\}) = \{r < 0\}$.

**Proposition 3.2.** If $T \in C_\mathcal{E}(\mathcal{D})_{\text{sym}}$ is a discontinuous operator, then

$$f\left(\sigma(U_T) \setminus \{1\} \cup \bigcup_{\alpha \in \Lambda} \sigma(U_T|H_\alpha)\right) \subseteq \mathbb{R}\sigma(T|H_\beta)$$

for each $\beta \in \Lambda$.

**Proof.** Since $T$ is not bounded, we have $1 \in \sigma(U_T)$ thanks to Proposition 3.1. Fix $\beta \in \Lambda$ and consider an upward filtered set $\Omega = \{\alpha \in \Lambda : \alpha \geq \beta\}$. Take $\lambda \in \sigma(U_T) \setminus \bigcup_{\alpha \in \Lambda} \sigma(U_T|H_\alpha)$ with $\lambda \neq 1$. Put $c_\lambda = 2|\text{Im}(\lambda)||\lambda - 1|^{-2}$. If $\lambda = a + ib$, then

$$c_\lambda = \frac{2|b|}{(a - 1)^2 + b^2} = \frac{2|b|}{a^2 + 1 - 2a + b^2} = \frac{|b|}{1 - a} = \frac{\sqrt{1 - a^2}}{1 - a}$$

$$= \sqrt{\frac{1 - a}{a}} \sqrt{\frac{1 + a}{1 - a}} = \sqrt{\frac{1 + a}{1 - a}} \frac{1 + \text{Re}(\lambda)}{1 - \text{Re}(\lambda)}.$$ 

Recall that $\lambda \in \mathbb{T}$. Hence $f(\lambda) = c_\lambda$ if $\text{Im}(\lambda) \leq 0$, and $f(\lambda) = -c_\lambda$ if $\text{Im}(\lambda) > 0$.

By assumption $\lambda \notin \bigcup_{\alpha \in \Lambda} \sigma(U_T|H_\alpha)$. There are positive constants $\delta_\alpha(\lambda)$ with $||\lambda - U_T|H_\alpha || z_\alpha \| \geq \delta_\alpha(\lambda) \| z_\alpha \|$ for all $z_\alpha = T x_\alpha + i x_\alpha \in H_\alpha$, $x_\alpha \in H_\alpha$, $\alpha \in \Omega$. One may assume that $\delta_\alpha(\lambda) \downarrow 0$. Indeed, if $\delta_\alpha(\lambda) \geq C(\lambda) > 0$ for all $\alpha \in \Omega$, then $||\lambda - U_T \| z \| \geq C(\lambda) \| z \|$ for all $z \in \mathcal{D}$. $\mathcal{D}$ being a dense subspace in $H$, we
conclude that the latter inequality is true for all \( z \in H \). Since \( \lambda - \sigma(U_T) \) is normal, it follows that \( \lambda \notin \sigma(U_T) \) (see [20] 12.12.12), a contradiction.

Finally, using similar arguments one can derive that \( f(\lambda) \in \mathbb{R}\setminus \sigma(T|H_\beta) \). We omit the details. \( \square \)

**Remark 3.2.** If \( f \) being a bijection, we conclude from Proposition 3.2 that if spectra \( \sigma(T|H_\alpha) \) are concentrated to the positive side in \( \mathbb{R} \) and “rich” enough (for instance, connected), then the points from \( \sigma(U_T) \setminus \bigcup_{\alpha \in \Lambda} \sigma(U_T|H_\alpha) \) are located in the upper semicircle, and vice versa (see Corollary 3.1 below). In particular, if each \( \sigma(T|H_\alpha) \) is a closed connected interval and \( \bigcup_{\alpha \in \Lambda} \sigma(T|H_\alpha) = \mathbb{R} \), then

\[
\sigma(U_T) = \{1\} \cup \bigcup_{\alpha \in \Lambda} \sigma(U_T|H_\alpha). \]

### 3.3. The normal elements in \( C^*_d(D) \)

We say that \( T \in C^*_d(D) \) is a normal element if \( TT^* = T^*T \). One can easily verify that \( T \) is a normal element in \( C^*_d(D) \) iff \( T = A + iB \) and \( AB = BA \) for the uniquely determined hermitian elements \( A, B \in C^*_d(D)_h \). In particular, all hermitian elements in \( C^*_d(D) \) are normal. As we have mentioned in Subsection 2.2 the multinormed \( C^* \)-algebra \( C^*_d(D) \) consists of closable unbounded operators, and the closure \( \bar{T} \) of a hermitian element \( T \in C^*_d(D)_h \) is a self-adjoint unbounded operator on \( H \) thanks to Lemma 3.3.

**Proposition 3.3.** Let \( T \in C^*_d(D) \). Then \( T \) is a normal element if and only if \( T \) is an unbounded normal operator on \( H \). In this case \( T = A + iB \) whenever \( T = A + iB \).

**Proof.** If the closure \( \bar{T} \) is a normal operator on \( H \), then \( D(\bar{T}) = D(T^*) \) and \( T^* \bar{T} = \bar{T} T^* \). It follows that \( D \subseteq D(T^* \bar{T}) \), \( D \subseteq D(\bar{T} T^*) \) and \( T^* T = T^* \bar{T} D = \bar{T} T^* D = TT^*; \) that is, \( T \) is a normal element in \( C^*_d(D) \).

Conversely, assume that \( T \) is a normal element. First, let us prove that \( T^* = T^* \). Since \( T^* = A - iB \subseteq T^* \), it follows that \( T^* \subseteq T^* \). Take a point \( (x, T^* x) \) from the graph of the operator \( T^* \) which is orthogonal to the graph of \( T^* \). Then \( x \in D(T^*) \) and

\[
\langle x, y + TT^* y \rangle = \langle x, y \rangle + \langle x, TT^* y \rangle = \langle x, y \rangle + \langle T^* x, T^* y \rangle = \langle \langle x, T^* x \rangle, \langle y, T^* y \rangle \rangle = 0
\]

for all \( y \in D \). But \( (I + TT^*)(D) = D \). Indeed, \( I + TT^* \) is \( \mathcal{E} \)-bijection, since

\[
(I + TT^*)(H_\alpha) = (I_{H_\alpha} + (T|H_\alpha)(T|H_\alpha)^*) (H_\alpha) = H_\alpha \quad \text{for all} \quad \alpha \in \Lambda.
\]

In particular, \( (I + TT^*)(D) = \bigcup_{\alpha} (I + TT^*)(H_\alpha) = D \). Consequently, \( x \perp D \); that is, \( x = 0 \), for \( D \) is dense in \( H \). In particular, \( T^* = T^* \).

Since \( T^* T = TT^* \), it follows that \( \|Tx\| = \|T^*x\| \) for all \( x \in D \). Then \( D(T) = D(T^*) \). Indeed, if \( z \in D(T) \), then \( z = \lim x_n \) and \( \bar{T} z = \lim T x_n \) for a certain sequence \( (x_n) \) in \( D \). But \( (T^* x_n) \) is a Cauchy sequence in \( H \), for \( \|T^* (x_n - x_m)\| = \|T (x_n - x_m)\| \). Therefore \( \bar{T}^* z = \lim T^* x_n \). This means that \( z \in D(T^*) \). Hence \( D(T) \subseteq D(T^*) \subseteq D(T^* T) = D(T) \). In particular, \( D(T) = D(T^*) = D(T^*) = D(\bar{T}^*) \); that is, \( D(T) = D(\bar{T}^*) \).
Finally, if \( z = \lim_{n \to \infty} x_n \in \mathcal{D}(T) \) with \( (x_n) \subseteq \mathcal{D} \) and \( Tz = \lim_n T x_n \), then \( (T^* x_n) \) converges and \( \|Tz\| = \lim_{n \to \infty} \|Tx_n\| = \lim_{n \to \infty} \|T^* x_n\| = \|T^*z\| \). Therefore, \( \|Tz\| = \|T^*z\| \) for all \( z \in \mathcal{D}(\overline{T}) = \mathcal{D}(\overline{T}^*) \). It follows that \( \overline{T} \) is a normal operator (see [20] Ch. 13, Exercise 16).

It remains to prove that \( \overline{T} = \overline{A} + i\overline{B} \) whenever \( T = A + iB \) with \( AB = BA \). By Lemma 3.3, \( \overline{A} \) and \( \overline{B} \) are self-adjoint operators and we have bounded operators \( (\overline{A} + i)^{-1} \) and \( (\overline{B} + i)^{-1} \). Since \( (\overline{A} + i)^{-1} |A| = (A|H_\alpha + i)^{-1} \) and \( (\overline{B} + i)^{-1} |B| = (B|H_\alpha + i)^{-1} \), it follows that \( (\overline{A} + i)^{-1} \) and \( (\overline{B} + i)^{-1} \) commute on \( \mathcal{D} \). Hence \( (\overline{A} + i)^{-1} \) and \( (\overline{B} + i)^{-1} \) are commuting operators on \( H \). In particular, \( \overline{A} + i\overline{B} \) is a normal operator (see [25] Section 4). Since \( T = A + iB \subseteq \overline{A} + i\overline{B} \), it follows that \( \overline{T} \subseteq \overline{A} + i\overline{B} \). But \( \overline{T} \) is normal; therefore it is maximally normal [20] 13.13.32. Whence \( \overline{T} = \overline{A} + i\overline{B} \).

### 3.4. The local realization for an operator \( T \in \mathcal{C}_E(\mathcal{D})_{\text{sym}} \)

Let \( \mathcal{E} = \{ H_\alpha : \alpha \in \Lambda \} \) be a domain in a Hilbert space \( H \) with its union space \( \mathcal{D} \). An operator \( S \in \mathcal{B}(H) \) is said to be a \( \mathcal{D} \)-bijection if \( S(\mathcal{D}) \subseteq \mathcal{D} \) and \( S|\mathcal{D} : \mathcal{D} \to \mathcal{D} \) is a bijection. Respectively, we say that \( S \) is an \( \mathcal{E} \)-bijection if \( S(\mathcal{E}) \subseteq \mathcal{E} \) and all restrictions \( S|H_\alpha : H_\alpha \to H_\alpha \) are bijections; that is, \( S|H_\alpha \) are invertible in \( \mathcal{B}(H_\alpha) \), respectively. As follows from Theorem 3.1, all unitary operators from the class \( \mathcal{U}_E \) introduced in Theorem 3.1 are \( \mathcal{E} \)-bijections.

Now let \( T \in \mathcal{C}_E(\mathcal{D})_{\text{sym}} \) and put

\[
(3.1) \quad D_T = 2I - U_T - U_T^* \in \mathcal{B}(H),
\]

which is a hermitian operator. Actually, \( D_T \geq 0 \) for

\[
\sigma(D_T) = \{ 2 - \lambda - \bar{\lambda} : \lambda \in \sigma(U_T) \} = \{ 2 (1 - \text{Re}(\lambda)) : \lambda \in \sigma(U_T) \} \geq 0.
\]

Moreover, \( D_T \) leaves invariant each subspace \( H_\alpha \) and \( D_T|H_\alpha = 2 - U_T|H_\alpha - (U_T|H_\alpha)^* \), which in turn implies that

\[
\sigma(D_T|H_\alpha) = \{ 2 (1 - \text{Re}(\lambda)) : \lambda \in \sigma(U_T|H_\alpha) \} > 0
\]

for \( 1 \notin \sigma(U_T|H_\alpha) \). Thus \( (D_T|H_\alpha)^{-1} \in \mathcal{B}(H_\alpha) \) for all \( \alpha \). The latter means that \( D_T \) is an \( \mathcal{E} \)-bijection. We also set

\[
(3.2) \quad W_T = i(U_T - U_T^*) \in \mathcal{B}(H),
\]

which is a hermitian operator. Note that \( W_T|H_\alpha \subseteq H_\alpha \) and

\[
W_T|H_\alpha = i(U_T|H_\alpha - (U_T|H_\alpha)^*)
\]

for all \( \alpha \).

**Lemma 3.4.** If \( T \in \mathcal{C}_E(\mathcal{D})_{\text{sym}} \), then \( T|H_\alpha = (W_T|H_\alpha)(D_T|H_\alpha)^{-1} \) for all \( \alpha \in \Lambda \).

**Proof.** We use the same argument carried out in [25]. Take \( x \in H_\alpha \). Then \((I - U_T)(T|H_\alpha + i)x = Tx + ix - Tx + ix = 2ix \). But \( x = (T|H_\alpha + i)^{-1}(T|H_\alpha + i)x \); therefore

\[
(I - U_T)(T|H_\alpha + i)x = 2i(T|H_\alpha + i)^{-1}(T|H_\alpha + i)x.
\]

Taking into account that \( R(T|H_\alpha + i) = H_\alpha \), we deduce that

\[
I - U_T|H_\alpha = 2i(T|H_\alpha + i)^{-1} \in \mathcal{B}(H_\alpha)
\]
for all $\alpha \in \Lambda$. Thereby

$$I - U_T^* H_\alpha = (1 - U_T H_\alpha)^* = \left(2i \left(T|H_\alpha + i\right)^{-1}\right)^* = -2i \left(T|H_\alpha - i\right)^{-1}.$$ 

It follows that

$$2I - U_T H_\alpha - U_T^* H_\alpha = I - U_T H_\alpha + I - U_T^* H_\alpha = 2i \left(T|H_\alpha + i\right)^{-1} - 2i \left(T|H_\alpha - i\right)^{-1}
= 2i \left(T|H_\alpha + i\right)^{-1} - (T|H_\alpha - i)^{-1} \]
= 2i \left(T|H_\alpha + i\right)^{-1} (T|H_\alpha - i) - (T|H_\alpha + i) (T|H_\alpha - i)^{-1}
= 4 \left(T|H_\alpha + i\right)^{-1} (T|H_\alpha - i)^{-1}
= 4 \left(1 + T^2|H_\alpha\right)^{-1};$$

that is,

$$DT|H_\alpha = 2 - U_T H_\alpha - U_T^* H_\alpha = 4 \left(1 + T^2|H_\alpha\right)^{-1}.$$ 

Further,

$$U_T H_\alpha - U_T^* H_\alpha
= -(1 - U_T H_\alpha) + (1 - U_T^* H_\alpha) = -2i \left(T|H_\alpha + i\right)^{-1} - 2i \left(T|H_\alpha - i\right)^{-1}
= -2i \left(T|H_\alpha + i\right)^{-1} + (T|H_\alpha - i)^{-1} \]
= -2i \left(T|H_\alpha + i\right)^{-1} (T|H_\alpha - i) - (T|H_\alpha + i) (T|H_\alpha - i)^{-1}
= -4i \left(T|H_\alpha + i\right)^{-1} (T|H_\alpha) (T|H_\alpha - i)^{-1} = -4i \left(T|H_\alpha\right) \left(1 + T^2|H_\alpha\right)^{-1}. $$

That is, $U_T H_\alpha - U_T^* H_\alpha = -4i \left(T|H_\alpha\right) \left(1 + T^2|H_\alpha\right)^{-1}$, thereupon

$$W_T H_\alpha = 4 \left(T|H_\alpha\right) \left(1 + T^2|H_\alpha\right)^{-1}. $$

Using (3.3) and (3.4), we derive that

$$(W_T H_\alpha) (DT|H_\alpha)^{-1} = 4(T|H_\alpha) \left(1 + T^2|H_\alpha\right)^{-1} \left(1 + T^2|H_\alpha\right)
= (T|H_\alpha) \left(1 + T^2|H_\alpha\right)^{-1} \left(1 + T^2|H_\alpha\right)
= T|H_\alpha;$$

that is, $(W_T H_\alpha) (DT|H_\alpha)^{-1} = T|H_\alpha$. \hfill $\square$

**Corollary 3.1.** Let $T \in C_{\ell}(D)_{\text{sym}}$. Then $T \geq 0 \iff \text{Im} (\lambda) \leq 0$ for all $\lambda \in \sigma (U_T|H_\alpha)$. In particular, $T \geq 0 \iff \sigma (U_T)$ lies on the lower semicircle of $T$.

**Proof.** By Lemma 3.3, $T|H_\alpha$ belongs to the commutative $C^*$-algebra generated by $U_T H_\alpha$ in $B (H_\alpha)$. Due to the spectral mapping theorem, we have

$$\sigma (T|H_\alpha) = \left\{ \frac{i \left(\lambda - \frac{\lambda}{2}\right)}{2 - \lambda - \frac{\lambda}{2}} \mid \lambda \in \sigma (U_T|H_\alpha) \right\} = \left\{ - \text{Im} \left(\lambda\right) \frac{1}{1 - \text{Re} \left(\lambda\right)} \mid \lambda \in \sigma (U_T|H_\alpha) \right\}.$$ 

It follows that $\sigma (T|H_\alpha) \geq 0 \iff \text{Im} (\lambda) \leq 0$ for all $\lambda \in \sigma (U_T|H_\alpha)$.

Finally, using Proposition 3.1 infer that $\sigma (U_T) = \bigcup_{\alpha \in \Lambda} \sigma (U_T|H_\alpha)$. Therefore $T \geq 0 \iff \text{Im} (\lambda) \leq 0$ for all $\lambda \in \bigcup_{\alpha \in \Lambda} \sigma (U_T|H_\alpha)$. The latter means that $\sigma (U_T)$ lies in the lower semicircle of $T$. \hfill $\square$
4. Noncommutative rational functions

In this section we introduce noncommutative rational functions on an inner-product space in the pure algebraic context. The fractional space construction proposed in [23] has a quite commutative nature. When we deal with noncommutative fractions it is automatically appeared as a problem with their sums and products, which is the known algebraic phenomenon. A way to handle noncommutative fractions in elements of a Lie algebra has been proposed in [22] and applied to the multivariable spectral theory in [6]. Some tinges of these ideas are proposed below.

Let $\mathcal{D}$ be an inner-product space whose completion is $H$. Put

$$\mathfrak{B}_\mathcal{D} = \{ T \in \mathcal{B}(H) : T(\mathcal{D}) \subseteq \mathcal{D} \text{ and } T^*(\mathcal{D}) \subseteq \mathcal{D} \}.$$ 

Obviously, $\mathfrak{B}_\mathcal{D}$ is a unital *-subalgebra in $\mathcal{B}(H)$. Further, consider the set $\mathfrak{M}_\mathcal{D}$ of all self-adjoint elements $m$ from $\mathfrak{B}_\mathcal{D}$ such that $m|\mathcal{D} : \mathcal{D} \to \mathcal{D}$ is a bijection; that is,

$$\mathfrak{M}_\mathcal{D} = \{ m \in \mathfrak{B}_\mathcal{D} : m \text{ is a } \mathcal{D}\text{-bijection, } m = m^* \}.$$ 

Obviously, $1_H \in \mathfrak{M}_\mathcal{D}$ and $mn \in \mathfrak{M}_\mathcal{D}$ whenever $m, n \in \mathfrak{M}_\mathcal{D}$ and $mn = nm$. We say that $\mathfrak{M}_\mathcal{D}$ is the set of all denominators in $\mathfrak{B}_\mathcal{D}$.

To define a fraction space $\mathfrak{B}_\mathcal{D}/\mathfrak{M}_\mathcal{D}$ consider the set $\mathfrak{B}_\mathcal{D} \times \mathfrak{M}_\mathcal{D}$ of all ordered pairs $(T, m), T \in \mathfrak{B}_\mathcal{D}, m \in \mathfrak{M}_\mathcal{D}$. Put

$$(T, m) \sim (S, n) \text{ if } T(m|\mathcal{D})^{-1} = S(n|\mathcal{D})^{-1}.$$ 

Note that $T(m|\mathcal{D})^{-1}$ and $S(n|\mathcal{D})^{-1}$ are linear transformations on $\mathcal{D}$; that is, $T(m|\mathcal{D})^{-1}$, and $S(n|\mathcal{D})^{-1}$ is in $L(\mathcal{D})$. One can easily verify that $\sim$ is an equivalence relation on $\mathfrak{B}_\mathcal{D} \times \mathfrak{M}_\mathcal{D}$. We use $T/m$ to indicate the equivalence class of $(T, m)$, that is, an element of the quotient set $\mathfrak{B}_\mathcal{D} \times \mathfrak{M}_\mathcal{D}/\sim$ denoted by $\mathfrak{B}_\mathcal{D}/\mathfrak{M}_\mathcal{D}$. The set $\mathfrak{B}_\mathcal{D}/\mathfrak{M}_\mathcal{D}$ is embedded into $L(\mathcal{D})$ by means of the injective mapping

$$\mathfrak{B}_\mathcal{D}/\mathfrak{M}_\mathcal{D} \rightarrow L(\mathcal{D}), \quad T/m \mapsto T(m|\mathcal{D})^{-1}.$$ 

We shall identify $\mathfrak{B}_\mathcal{D}/\mathfrak{M}_\mathcal{D}$ with its range in $L(\mathcal{D})$, and put $T/m = T(m|\mathcal{D})^{-1}$. We also write $T$ instead of $T(1_H|\mathcal{D})^{-1}$, where $T \in \mathfrak{B}_\mathcal{D}$. Note that if $T|\mathcal{D} = 0$, then $T = 0$ for $T \in \mathcal{B}(H)$. Thus $\mathfrak{B}_\mathcal{D} \subseteq \mathfrak{B}_\mathcal{D}/\mathfrak{M}_\mathcal{D} \subseteq L(\mathcal{D})$.

Take $T/m \in \mathfrak{B}_\mathcal{D}/\mathfrak{M}_\mathcal{D}$. Set $(T/m)^* = (m|\mathcal{D})^{-1} T^* |\mathcal{D} \in L(\mathcal{D})$; recall that $T^*(\mathcal{D}) \subseteq \mathcal{D}$. We also set

$$(\mathfrak{B}_\mathcal{D}/\mathfrak{M}_\mathcal{D})^* = \{ (T/m)^* : T/m \in \mathfrak{B}_\mathcal{D}/\mathfrak{M}_\mathcal{D} \} \subseteq L(\mathcal{D}).$$

Then

$$\langle (m|\mathcal{D})^{-1} x, y \rangle = \langle (m|\mathcal{D})^{-1} x, (m|\mathcal{D})(m|\mathcal{D})^{-1} y \rangle = \langle (m|\mathcal{D})^{-1} x, m(m|\mathcal{D})^{-1} y \rangle = \langle x, (m|\mathcal{D})^{-1} y \rangle$$

for all $x, y \in \mathcal{D}$. It follows that

$$\langle (T/m) x, y \rangle = \langle T(m|\mathcal{D})^{-1} x, y \rangle = \langle (m|\mathcal{D})^{-1} x, T^* y \rangle = \langle x, (m|\mathcal{D})^{-1} T^* y \rangle = \langle x, (T/m)^* y \rangle$$

for all $x, y \in \mathcal{D}$.
for all \( x, y \in \mathcal{D} \). Let us consider the full (or the inverse preserving) 1.1.4 subalgebra \( C(\mathcal{D}) \) in \( L(\mathcal{D}) \) generated by the set \( (\mathcal{B}_\mathcal{D}/\mathcal{M}_\mathcal{D}) \cup (\mathcal{B}_\mathcal{D}/\mathcal{M}_\mathcal{D})^* \). Evidently, each \( \alpha \in C(\mathcal{D}) \) has the adjoint \( \alpha^* \in C(\mathcal{D}) \) with the property \( \langle ax, y \rangle = \langle x, a^*y \rangle \) for all \( x, y \in \mathcal{D} \). In this sense, \( C(\mathcal{D}) \) is a unital \( * \)-algebra called the algebra of noncommutative rational functions over \( \mathcal{D} \).

The following simple description of the \( * \)-algebra \( C(\mathcal{D}) \) can be done. Let \( r^{(1)}(\mathcal{D}) \) be the subalgebra in \( L(\mathcal{D}) \) generated by the set \( (\mathcal{B}_\mathcal{D}/\mathcal{M}_\mathcal{D}) \cup (\mathcal{B}_\mathcal{D}/\mathcal{M}_\mathcal{D})^* \). Each element \( a \in r^{(1)}(\mathcal{D}) \) is a polynomial \( p(F) \) in elements of a finite subset \( F \subseteq (\mathcal{B}_\mathcal{D}/\mathcal{M}_\mathcal{D}) \cup (\mathcal{B}_\mathcal{D}/\mathcal{M}_\mathcal{D})^* \). Therefore \( a \) has the adjoint \( a^* \in r^{(1)}(\mathcal{D}) \) with the property \( \langle ax, y \rangle = \langle x, a^*y \rangle \) for all \( x, y \in \mathcal{D} \). Let us introduce the set

\[
\mathcal{M}_\mathcal{D}^{(2)} = \left\{ m \in r^{(1)}(\mathcal{D}) : m \text{ is a } \mathcal{D}\text{-bijection}, \ m = m^* \right\}
\]

and put \( \mathcal{M}_\mathcal{D}^{(1)} = \mathcal{M}_\mathcal{D} \). By \( r^{(1)}(\mathcal{D}) / \mathcal{M}_\mathcal{D}^{(2)} \) we denote the set of all linear transformations \( a (m|\mathcal{D})^{-1} \). Put again \( a/m = a (m|\mathcal{D})^{-1} \). Evidently, \( (a/m)^* = (m|\mathcal{D})^{-1} a^* \) and let

\[
\left( r^{(1)}(\mathcal{D}) / \mathcal{M}_\mathcal{D}^{(2)} \right)^* = \left\{ (a/m)^* : a/m \in r^{(1)}(\mathcal{D}) / \mathcal{M}_\mathcal{D}^{(2)} \right\}.
\]

We have a subalgebra \( r^{(2)}(\mathcal{D}) \subseteq L(\mathcal{D}) \) generated by the set \( \left( r^{(1)}(\mathcal{D}) / \mathcal{M}_\mathcal{D}^{(2)} \right) \cup \left( r^{(1)}(\mathcal{D}) / \mathcal{M}_\mathcal{D}^{(2)} \right)^* \). Based upon the inductive argument, one may define an increasing sequence of \( * \)-subalgebras \( r^{(n)}(\mathcal{D}) \), \( n \geq 1 \), such that

\[
\mathcal{B}_\mathcal{D} \subseteq r^{(1)}(\mathcal{D}) \subseteq r^{(2)}(\mathcal{D}) \subseteq \cdots \subseteq r^{(n)}(\mathcal{D}) \subseteq \cdots.
\]

By its very definition,

\[
C(\mathcal{D}) = \bigcup_{n \geq 0} r^{(n)}(\mathcal{D}),
\]

where \( r^{(0)}(\mathcal{D}) = \mathcal{B}_\mathcal{D} \).

5. MULTINORMED \( C^* \)-ALGEBRA OF NONCOMMUTATIVE RATIONAL FUNCTIONS

To introduce a topological version of the \( * \)-algebra \( C(\mathcal{D}) \) proposed in Section 4 we assume that the inner-product space \( \mathcal{D} \) is the union space of a quantum domain \( \mathcal{E} = \{H_\alpha : \alpha \in \Lambda\} \) in a Hilbert space \( H \).

5.1. The \( C^* \)-algebra \( C^*_\mathcal{E}(H) \) and its multinormed completion. Let \( p = \{P_\alpha : \alpha \in \Lambda\} \) be the projection net in \( \mathcal{B}(H) \) associated with \( \mathcal{E} \). As in Section 4 we set

\[
\mathcal{B}_\mathcal{E} = \{T \in \mathcal{B}(H) : T(\mathcal{E}) \subseteq \mathcal{E} \text{ and } T^*(\mathcal{E}) \subseteq \mathcal{E}\}.
\]

Thus \( T(H_\alpha) \subseteq H_\alpha \) and \( T^*(H_\alpha) \subseteq H_\alpha \) for all \( \alpha \in \Lambda \). Evidently, \( \mathcal{B}_\mathcal{E} \subseteq \mathcal{B}_\mathcal{D} \) and \( \mathcal{B}_\mathcal{E} \) is the commutant of the net \( p \) in \( \mathcal{B}(H) \). In particular, it is a \( C^* \)-algebra. Furthermore,

\[
\mathcal{B}_\mathcal{E} = C^*_\mathcal{E}(H),
\]

thanks to Lemma 2.3. Fix an index \( \alpha \), and consider the restriction mapping \( \pi_\alpha : C^*_\mathcal{E}(H) \to \mathcal{B}(H_\alpha) \), \( \pi_\alpha(T) = T|H_\alpha \), which is a unital \( * \)-homomorphism. Therefore its range, denoted by \( \mathcal{B}_\alpha \), is a \( C^* \)-algebra in \( \mathcal{B}(H_\alpha) \). Furthermore, \( \|T\|_\alpha = \|T|H_\alpha\|_{\mathcal{B}(H_\alpha)} \) is a \( C^* \)-seminorm on \( C^*_\mathcal{E}(H) \), and the \( C^* \)-algebra generated by this seminorm is reduced to \( \mathcal{B}_\alpha \). That is, \( \mathcal{B}_\alpha \) is the completion of the quotient algebra \( C^*_\mathcal{E}(H)/I_\alpha \), where \( I_\alpha = \{T \in C^*_\mathcal{E}(H) : \|T\|_\alpha = 0\} \). Moreover, if \( \alpha \leq \beta \) for some \( \alpha, \beta \in \Lambda \), then there is a canonical \( * \)-homomorphism \( \pi_{\alpha\beta} : \mathcal{B}_\beta \to \mathcal{B}_\alpha \).
such that $\pi_{\alpha\beta}(T|H_\beta) = T|H_\alpha$. Thus we have an inverse system $\{\mathfrak{B}_\alpha, \pi_{\alpha\beta}\}$ of $C^*$-algebras whose inverse limit $\varprojlim \{\mathfrak{B}_\alpha, \pi_{\alpha\beta}\}$ is a completion $C^*_{\mathcal{E}}(H)^\sim$ of $C^*_{\mathcal{E}}(H)$ with respect to the topology associated by the family of $C^*$-seminorms $\{\|\cdot\|_\alpha : \alpha \in \Lambda\}$ (see [15] 5.2.10).

**Definition 5.1.** The multinormed $C^*$-algebra $C^*_{\mathcal{E}}(H)^\sim$ is called a topological algebra of noncommutative rational functions on $\mathcal{E}$.

The inclusion $C^*_{\mathcal{E}}(H) \subseteq C^*_{\mathcal{E}}(H)^\sim$ is given by the local contractive $*$-monomorphism

$$
(C^*_{\mathcal{E}}(H), \|\cdot\|_\alpha, \alpha \in \Lambda) \rightarrow \varprojlim \{\mathfrak{B}_\alpha, \pi_{\alpha\beta}\}, \quad T \mapsto (T|H_\alpha)_{\alpha \in \Lambda}.
$$

Let us note that if $T|H_\alpha = 0$ for all $\alpha$, then $T|D = 0$, and keeping the fact $T \in \mathcal{B}(H)$ in mind, we infer that $T = 0$. Thus the $C^*$-algebra $C^*_{\mathcal{E}}(H)$ has an additional polynormed space structure. Being an inverse limit of the $C^*$-algebras, $C^*_{\mathcal{E}}(H)^\sim$ possesses a canonical quantum space structure. Actually, it is just the completion of the quantum space $C^*_{\mathcal{E}}(H)$ whose structure is well defined by the identifications $\mathbb{M}_k(C^*_{\mathcal{E}}(H)) = C^*_{\mathcal{E}}(H^k)$, $k \in \mathbb{N}$.

**Lemma 5.1.** The algebra $C^*_{\mathcal{E}}(H)^\sim$ can be identified with a certain $*$-subalgebra in $C^*_{\mathcal{E}}(D)$ up to a topological $*$-isomorphism.

**Proof.** Take $b = (b_\alpha)_{\alpha \in \Lambda} \in C^*_{\mathcal{E}}(H)^\sim = \varprojlim \{\mathfrak{B}_\alpha, \pi_{\alpha\beta}\}$. Put $S_bx = b_\alpha x$ whenever $x \in H_\alpha$. If $\alpha \leq \beta$, then $S_bx = b_\alpha x = (b_\beta|H_\alpha)x$. So $S_b \in L(D)$ is well defined. One can easily verify that $S_{bc} = S_bS_c$ and $S_1|_H = 1_D$. The correspondence $b \mapsto S_b$ implements an embedding $C^*_{\mathcal{E}}(H)^\sim \rightarrow L(D)$. Note that $S_b(H_\alpha) \subseteq H_\alpha$ and $S_b|_{H_\alpha} = b_\alpha \in \mathcal{B}(H_\alpha)$ for all $\alpha$. Thereby, $S_b \in C^*_\mathcal{E}(D)$. Furthermore, if $x, y \in H_\alpha$, then $S_b(x,y) = (b_\alpha x,y) = (x,b_\alpha y) = (x,S_b^*y)$. Thus $S_b$ has an unbounded dual $S_b^*$ such that $D \subseteq D(S_b^*)$ and $S_b^*|D = S_b \in C^*_{\mathcal{E}}(D)$. It follows that $S_b \in C^*_{\mathcal{E}}(D)$, thanks to [9] Proposition 3.1] (see also Subsection 2.2).

Finally, $\|S_b\|_\alpha = \|S_b|_{H_\alpha}\| = \|b_\alpha\| = \|b\|_\alpha$ for all $\alpha$. Consequently, the embedding $C^*_{\mathcal{E}}(H)^\sim \rightarrow C^*_{\mathcal{E}}(D)$ is a topological $*$-isomorphism.

Based upon Lemma 5.1 we shall identify $C^*_{\mathcal{E}}(H)^\sim$ with its range in $C^*_{\mathcal{E}}(D)$. Actually, we shall prove below (see Theorem 5.1) that the inclusion $C^*_{\mathcal{E}}(H)^\sim \subseteq C^*_{\mathcal{E}}(D)$ cannot be proper.

### 5.2. The fractional spaces.

Now let us introduce the set of all denominators $\mathcal{M}_\mathcal{E}$ of the $C^*$-algebra $C^*_{\mathcal{E}}(H)$ in the following way:

$$
\mathcal{M}_\mathcal{E} = \{m \in C^*_{\mathcal{E}}(H) : m \text{ is a } \mathcal{E}\text{-bijection}, \quad m = m^*\}.
$$

Thus each restriction $m|H_\alpha$ is invertible in $\mathcal{B}(H_\alpha)$, and $(m|H_\alpha)^{-1} \in \mathfrak{B}_\alpha$ (see for instance [19] 1.1.12]) for all $\alpha$. In particular, $m$ is a $\mathcal{D}$-bijection too; that is, $m|\mathcal{D} : \mathcal{D} \rightarrow \mathcal{D}$ is a bijection. Thereby, $\mathcal{M}_\mathcal{E} \subseteq \mathcal{M}_\mathcal{D}$ (see Section 4). Take $m \in \mathcal{M}_\mathcal{E}$. The family $\{(m|H_\alpha)^{-1} : \alpha \in \Lambda\}$ is compatible in the sense that $(m|H_\alpha)^{-1} = (m|H_\beta)^{-1}|H_\alpha \in \mathfrak{B}_\alpha$ whenever $\alpha \leq \beta$. Moreover, $(m|\mathcal{D})^{-1} = \left((m|H_\alpha)^{-1}\right)_{\alpha \in \Lambda} \in C^*_{\mathcal{E}}(H)^\sim \subseteq C^*_{\mathcal{E}}(\mathcal{D})$ on the grounds of Lemma 5.1. In particular, $T(m|\mathcal{D})^{-1} \in C^*_{\mathcal{E}}(\mathcal{D})$ whenever $T \in C^*_{\mathcal{E}}(H)$. Note also that

$$
T(m|\mathcal{D})^{-1}|H_\alpha = T(m|H_\alpha)^{-1} = T|H_\alpha (m|H_\alpha)^{-1} \in \mathcal{B}(H_\alpha),
$$


Lemma 5.2. Let \( n, m \in \mathcal{M}_E \). Then \( n \preceq m \) iff \( C^*_E (H) / n \subseteq C^*_E (H) / m \).

Proof. If \( n^{-1} m \) is bounded and \( T \in C^*_E (H) \), then we have
\[
T/n = (T|m|D)^{-1} (n|m|D)^{-1} = (T|D) (n^{-1} m) |D| (m|m|D)^{-1} = (T|D) (n^{-1} m|m|D|m|D)^{-1} = T (n^{-1} m)/m.
\]
Hence \( C^*_E (H) / n \subseteq C^*_E (H) / m \).

Conversely, if the latter inclusion holds, then \( 1_H/n = (n|m|D)^{-1} = (S|m|D)^{-1} \) for a certain \( S \in C^*_E (H) \). It follows that \( n^{-1} m|m|D = S|m|D \); that is, \( n^{-1} m|m|D \) is bounded.

Let \( M \subseteq \mathcal{M}_E \) be a unital subset of denominators; that is, \( 1_H \in M \). A subset \( M_0 \subseteq M \) is said to be cofinal if for each \( n \in M \) there corresponds \( m \in M_0 \) such that \( n \preceq m \).

Definition 5.2. Let \( M \) be a unital subset of \( \mathcal{M}_E \), and let \( F_m \subseteq C^*_E (H) / m \) be a subspace for each \( m \in M \). An algebraic sum \( F_M = \sum_{m \in M} F_m \) of these subspaces is said to be a fractional space if \( 1_H/n \in F_n \subseteq F_m \) whenever \( n \preceq m \), \( n, m \in M \).

The sum \( \sum_{m \in M} C^*_E (H) / m \), denoted by \( C^*_E (H) / M \), is an example of a fractional space thanks to Lemma 5.2. Another example can be proposed involving a unital \( C^* \)-subalgebra \( \mathcal{J}_M \subseteq C^*_E (H) \) which contains all \( n^{-1} m, n \preceq m, n, m \in M \). In particular, \( m = 1_H/m \in \mathcal{J}_M \) for each \( m \in M \). We say that \( \mathcal{J}_M \) is a \( C^* \)-algebra related to the subset \( M \subseteq \mathcal{M}_E \). We again set \( \mathcal{J}_M/m = \{ T/m : T \in \mathcal{J}_M \} \).
If \( n \leq m \) for some \( n, m \in M \), and \( T \in \mathfrak{J}_M \), then \( T(n^{-1}m) \in \mathfrak{J}_M \). Therefore \( \mathfrak{J}_M/n \subseteq \mathfrak{J}_M/m \). Thus \( \mathfrak{J}_M/M = \sum_{m \in M} \mathfrak{J}_M/m \) is a fractional space.

**Remark 5.1.** Note that \( \mathcal{F}_M = \sum_{m \in M} \mathcal{F}_m = \sum_{m \in M_0} \mathcal{F}_m = \mathcal{F}_{M_0} \) for each cofinal subset \( M_0 \subseteq M \), as follows from Definition 5.2.

If \( T/m \in C^*_\mathcal{E}(H)/\mathcal{M}_\mathcal{E} \), then we put \( (T/m)^* = (m|D)^{-1}T|D \in C^*_\mathcal{E}(D) \) and \( (C^*_\mathcal{E}(H)/\mathcal{M}_\mathcal{E})^* = \{(T/m)^*: T/m \in C^*_\mathcal{E}(H)/\mathcal{M}_\mathcal{E}\} \). Thus for all \( x, y \in D \) (see Section 4),

\[
\langle (T/m)x, y \rangle = \langle x, (T/m)^* y \rangle
\]

for all \( x, y \in D \) (see Section 4). As in the purely algebraic case, we use \( r^{(1)}(\mathcal{E}) \) to indicate the subalgebra in \( C^*_\mathcal{E}(D) \) generated by the set \( (C^*_\mathcal{E}(H)/\mathcal{M}_\mathcal{E}) \cup (C^*_\mathcal{E}(H)/\mathcal{M}_\mathcal{E})^* \). This is a \(*\)-subalgebra in \( C^*_\mathcal{E}(\mathcal{D}) \). Replacing \( \mathcal{D}\)-bijections by \( \mathcal{E}\)-bijections and using the same argument as in Section 4 one may propose a sequence \( r^{(n)}(\mathcal{E}) \), \( n \geq 0 \), of \(*\)-subalgebras in \( C^*_\mathcal{E}(\mathcal{D}) \) such that \( C^*_\mathcal{E}(H) = r^{(0)}(\mathcal{E}) \subseteq r^{(1)}(\mathcal{E}) \subseteq \cdots \subseteq r^{(n)}(\mathcal{E}) \subseteq \cdots \).

**Lemma 5.3.** All \( r^{(n)}(\mathcal{E}) \) are \(*\)-subalgebras in \( C^*_\mathcal{E}(H) \).

**Proof.** For \( n = 0 \), \( r^{(0)}(\mathcal{E}) = C^*_\mathcal{E}(H) \subseteq C^*_\mathcal{E}(H) \) thanks to Lemma 5.1. Assume that \( r^{(n-1)}(\mathcal{E}) \subseteq C^*_\mathcal{E}(H) \) is a \(*\)-subalgebra. Take a self-adjoint element \( b \in r^{(n-1)}(\mathcal{E}) \) which is a \( \mathcal{E}\)-bijection; that is, \( b \in \mathcal{M}_\mathcal{E}^{(n)} \) (see Section 4). Thus \( b(H_\alpha) \subseteq H_\alpha \) and \( (b|H_\alpha)^{-1} \in \mathcal{B}(H_\alpha) \) for all \( \alpha \in \Lambda \). With \( C^*_\mathcal{E}(H) = \lim \{ \mathcal{B}_\alpha, \pi_{\alpha\beta} \} \) in mind, infer that \( b|H_\alpha \in \mathcal{B}_\alpha \). Then \( (b|H_\alpha)^{-1} \in \mathcal{B}_\alpha \) for all \( \alpha \). Since the family \( c = \{(b|H_\alpha)^{-1}: \alpha \in \Lambda \} \) is compatible, we conclude that \( c \subseteq C^*_\mathcal{E}(H) \) (Lemma 5.1) and \( c = b^{-1} \). In particular, \( ab^{-1} \in C^*_\mathcal{E}(H) \) for all \( a \in r^{(n-1)}(\mathcal{E}) \); that is, \( r^{(n-1)}(\mathcal{E})/\mathcal{M}_\mathcal{E}^{(n)} \subseteq C^*_\mathcal{E}(H) \). Then \( \left(r^{(n-1)}(\mathcal{E})/\mathcal{M}_\mathcal{E}^{(n)}\right)^* \subseteq C^*_\mathcal{E}(H)^* \), which in turn implies that \( r^{(n)}(\mathcal{E}) \subseteq C^*_\mathcal{E}(H)^* \).

**Remark 5.2.** Note that the inclusion \( r^{(0)}(\mathcal{E}) \subseteq r^{(1)}(\mathcal{E}) \) is proper except in trivial cases. The inverse \( (m|D)^{-1} \) of a self-adjoint \( \mathcal{E}\)-bijection \( m \in C^*_\mathcal{E}(H) \) can be discontinuous, which explains the following argument. Take \( T \in C^*_\mathcal{E}(H) \), which is a symmetric unbounded operator on \( H \). Then \( D_T = 2 - U_T - U^*_T \) (see 5.1) is a positive \( \mathcal{E}\)-bijection; that is, \( D_T \in \mathcal{M}_\mathcal{E} \). Moreover, according to 5.3 (see to the proof of Lemma 5.4),

\[
D_T|H_\alpha = 4 \left(1 + T^2|H_\alpha\right)^{-1} \in \mathcal{B}(H_\alpha)
\]

for all \( \alpha \). Therefore \( (D_T|D)^{-1}|H_\alpha = (D_T|H_\alpha)^{-1} = 4^{-1} \left(1 + T^2|H_\alpha\right) \), whence

\[
(D_T|D)^{-1} = 4^{-1} \left(1 + T^2\right).
\]

The latter in turn implies that \( (D_T|D)^{-1} \) is bounded iff \( T \) is as well. Indeed, if \( T \) is bounded, then \( 4^{-1} \left(1 + T^2\right) \) is a bounded operator without any doubt. Conversely, if \( (D_T|D)^{-1} \) is bounded, then so is \( T^2 \). Thus \( \|T|H_\alpha\|^2 = \left\|\left(T|H_\alpha\right)^2\right\| \leq \|T^2\| \) for all \( \alpha \); that is, \( \sup \{\|T|H_\alpha\|\} < \infty \). Hence \( T \) is bounded. Thus \( (D_T|D)^{-1} \in r^{(1)}(\mathcal{E}) \) whenever \( T \) is not bounded. Moreover, \( (D_T|D)^{-1} \in C^*_\mathcal{E}(H)^* \) thanks to Lemma 5.3.
Let $E$ be a quantum domain in $D$ with its union space $D$. Then $r^{(n+1)} (E) = r^{(n)} (E)$ for all $n \geq 1$, and

$$C^*_E (D) = C^*_E (H)^\sim = r^{(1)} (E) = C^*_E (H) / M_E.$$ 

Proof. Using Lemmas 5.1 and 5.3 infer that $\sum_{m \in M_E} C^*_E (H) / m \subseteq r^{(1)} (E) \subseteq C^*_E (H)^\sim \subseteq C^*_E (D)$. It remains to prove that $C^*_E (D) \subseteq C^*_E (H) / M_E$. The canonical expansion of an element from $C^*_E (D)$ into its real and imaginary parts allows us to conclude that $C^*_E (D) = C^*_E (D)_h + i C^*_E (D)_h$, where $C^*_E (D)_h$ is the set of all hermitian elements in $C^*_E (D)$. It suffices to prove that $C^*_E (D)_h \subseteq C^*_E (H) / M_E$. Take $T \in C^*_E (D)_h$. Then $T \in C^*_E (D)_h$ sym (see (2.4)). That is, $T$ is a symmetric unbounded operator on $H$ such that $T (D) = D$, $T (H_a) \subseteq H_a$, and $T |H_a \in B (H_a)$ for all $\alpha \in \Lambda$. By Theorem 3.1 the Cayley transform $S \mapsto US$ implements a bijection $C^*_E (D)_h \rightarrow \mathfrak{U}_E$, where $\mathfrak{U}_E$ is the set of all unitary operators $V \in B (H)$ such that $V (H_a) = H_\alpha$, $\alpha \in \Lambda$, and $1 \notin \bigcup \sigma (V |H_a)$. Thus $\mathfrak{U}_E$ consists of $E$-bijections; in particular, $\mathfrak{U}_E \subseteq C^*_E (H)$ (see Subsection 5.1). Consider the operators $D_T$ and $W_T$ determined in (3.1) and (3.2), respectively. As we have just shown in Remark 5.3, $D_T \in M_E$ for all $T \in C^*_E (D)_h$. Using Lemma 5.4 infer that $T |H_a = (W_T |H_a) (D_T |H_a)^{-1}$ for all $T \in C^*_E (D)_h$ and $\alpha$. It follows that $T = A_T$, where $A_T = W_T / D_T \in C^*_E (H) / D_T$. Hence

$$C^*_E (D) \subseteq \sum_{T \in C^*_E (D)_h} C^*_E (H) / D_T \subseteq \sum_{m \in M_E} C^*_E (H) / m = C^*_E (H) / M_E;$$

that is, $C^*_E (D) = C^*_E (H)^\sim = r^{(1)} (E) = \sum_{m \in M_E} C^*_E (H) / m$. \hfill $\square$

Remark 5.3. As follows from the argument proposed in the proof of Theorem 5.1, $p (A_T) = p (T)$ whenever $T = (T_1, \ldots, T_n)$ is an $n$-tuple in $C^*_E (D)_h$, $A_T = (A_{T_1}, \ldots, A_{T_n})$, $p (T) = \sum_{\tau : \{1, \ldots, n\} \rightarrow \{1, \ldots, n\}} |\tau|$ is a noncommutative polynomial in elements of $T$, where $\tau : \{1, \ldots, n\} \rightarrow \{1, \ldots, n\}$ is a mapping and $T^\tau = T_{\tau (1)} \cdots T_{\tau (n)}$ is a monomial. In particular,

$$C^*_E (D) = \sum_{T \in C^*_E (D)_h} C^*_E (H) / D_T = C^*_E (H) / \mathfrak{D},$$

where $\mathfrak{D} = \{D_T : T \in C^*_E (D)_h\}$ is a set of positive denominators.

Corollary 5.1. Let $V \subseteq C^*_E (D)$ be a quantum system. If $T^* T \in V$ for each $T \in V$, then $V$ is a fractional subspace in $C^*_E (D)$. In particular, each quantum $*$-algebra is a fractional space.

Proof. Being a quantum system, we have the canonical expansion $V = V_h + i V_h$. Using Theorem 5.1 and Remark 5.3, we infer that $V \subseteq \sum_{T \in V_h} C^*_E (H) / D_T = C^*_E (H) / \mathfrak{D}_V$, where $\mathfrak{D}_V = \{D_T : T \in V_h\}$. Fix $T \in V_h$ and let $\mathfrak{F}_T = V \cap (C^*_E (H) / D_T)$ be a subspace in $C^*_E (H) / D_T$. Note that $T = A_T = W_T / D_T \in V \cap (C^*_E (H) / D_T) = \mathfrak{F}_T$. Therefore $V_h \subseteq \sum_{T \in \mathfrak{F}_T} \mathfrak{F}_T$, which in turn implies that $V = V_h + i V_h \subseteq \sum_{T \in \mathfrak{F}_T} \mathfrak{F}_T \subseteq V$; that is, $V = \sum_{T \in \mathfrak{F}_T} \mathfrak{F}_T$.

If $D_T \preceq S_T$ for some $T, S \in V_h$, then $C^*_E (H) / D_T \preceq C^*_E (H) / D_T$ by virtue of Lemma 5.2. It follows that $\mathfrak{F}_T \preceq \mathfrak{F}_S$. It remains to prove that $1_M / D_T \in \mathfrak{F}_S$ (see Definition 5.2). Due to Remark 5.2, we have $1_M / D_T = (D_T |D)^{-1} = 1^{-1} (1_D + T^2)$. By assumption $V$ is a quantum system with $S^* S \in V$ for all $S \in V$. In particular, $1_D \in V$ and $T^2 \in V$ for all $T \in V_h$. Thus $1_M / D_T \in V \cap C^*_E (H) / D_T = \mathfrak{F}_T$. \hfill $\square$
5.3. Normal algebras of unbounded operators. The theory of normal algebras consisting of unbounded operators has been developed in [25] by F.-H. Vasilescu. Fix a dense subspace $D$ in $H$ and consider the unital $*$-algebra

$$L^*(D) = \{ T \in L(D) : D \subseteq D (T^*), T^* (D) \subseteq D \}$$

of unbounded operators with the involution $T \mapsto T^* = T^*|D$. A unital $*$-subalgebra $\mathcal{N} \subseteq L^*(D)$ is said to be a normal algebra if the closure $\overline{T}$ of each $T \in \mathcal{N}$ is a normal unbounded operator on $H$. Being a unital $*$-algebra, every normal algebra is generated by its hermitian elements.

**Proposition 5.1.** A unital $*$-algebra is a normal algebra if and only if it is a unital commutative quantum $*$-algebra on a certain quantum domain up to a unital $*$-isomorphism.

**Proof.** Let $\mathcal{N}$ be a normal algebra in $L^*(D)$ and let $A = (A_i)_{i \in I}$ be a family of hermitian generators of the algebra $\mathcal{N}$. So, $\mathcal{N} = \{ p(A) : p \in \mathcal{P}_I \} $, where $\mathcal{P}_I$ is the $*$-algebra of all complex polynomials in $I$-real variables. One of the central results of the paper [25] asserts that $\mathcal{N}$ can be identified with a $*$-subalgebra of the algebra of fractions on a compact subset $\Omega$ of $\mathbb{T}^2$. Namely, each $A_i$ is identified with the fraction $\theta_i(z) = -\operatorname{Im}(z_i)/(1 - \operatorname{Re}(z_i))$, $z \in \Omega$, $i \in I$. Consequently, $\mathcal{N}$ is identified with the set of all rational functions like $p \circ \theta$, where $p \in \mathcal{P}_I$, $\theta = (\theta_i)_{i \in I}$. In fact, $\mathcal{N}$ has a realization as polynomial functions $p(t)$ over a certain "unbounded" set $S \subseteq \mathbb{R}^I$; that is, $\mathcal{N} = \mathcal{P}_I(S)$ up to a unital $*$-isomorphism. Note that, in general, $S$ is not a locally compact space. Consider the Hilbert space $H = \ell_2(S)$ of all square summable families $x = (x_s)_{s \in S}$ of complex numbers with the inner product $\langle x, y \rangle = \sum_{s \in S} x_s \overline{y_s}$. For each compact (in particular, finite) subset $K \subseteq S$ we have a closed subspace $H_K = \{ x \in H : x_s = 0, s \notin K \} $ in $H$. If $G \subseteq K$, then $H_G \subseteq H_K$. That is, we deal with an upward filtered family $\mathcal{E} = \{ H_K \} $ of closed subspaces in $H$ whose union is denoted by $D$. Take $x \in H$.

Then $\| x \|^2 = \sum_{s \in S} |x_s|^2 = \sup \{ \sum_{s \in F} |x_s|^2 : F \subseteq S \} $, which in turn implies that $x_s = 0$ for all $s \in S$ except the points of a certain countable subset $C \subseteq S$. Indeed, $\lim_n \sum_{s \in F_n} |x_s|^2 = \| x \|^2$ for a certain sequence $\{ F_n \} $ of finite subsets in $S$. If $t \notin \bigcup_n F_n$, then again $\lim_n (|x_t|^2 + \sum_{s \in F_n} |x_s|^2) = \| x \|^2$, which means that $|x_t| = 0$. Thus $x = \sum_{n \in \mathbb{N}} x_{s_n} s_n$ for a certain countable subset $(s_n) \subseteq S$, and $\| x \|^2 = \sum_n |x_{s_n}|^2$. Put $y_n = \sum_{k \leq n} x_{s_k} s_k \in D$, $n \in \mathbb{N}$. Then $\| x - y_n \|^2 = \sum_{k > n} |x_{s_k}|^2 \rightarrow 0$ as $n \rightarrow \infty$. It follows that $D$ is dense in $H$, which means that $\mathcal{E}$ is a quantum domain in $H$ with its union space $D$. Moreover, the polynomial algebra $\mathcal{P}_I(S)$ can be embedded into the multinormed $C^*$-algebra $C_e^* (D)$ by means of the unital $*$-homomorphism

$$\mathcal{P}_I(S) \rightarrow C_e^* (D), \quad p(t) \mapsto T_p, \quad T_p \left( (x_s)_{s \in S} \right) = (p(s) x_s)_{s \in S}. $$

If $x = \sum_{s \in K} x_s s \in H_K$, then $T_p x = \sum_{s \in K} p(s) x_s s$ and

$$\| T_p x \|^2 = \sum_{s \in K} |p(s) x_s|^2 \leq \sup \{ |p(s)|^2 : s \in K \} \| x \|^2;$$

that is,

$$\| T_p \| H_K \leq \| p \|_\infty. $$

Hence $\mathcal{P}_I(S)$ is identified with a commutative unital quantum $*$-algebra in $C_e^* (D)$. 


Now assume that $V \subseteq C^*_\mathbb{F}(D)$ is a unital commutative quantum $*$-algebra on a quantum domain $\mathcal{E} = \{H_\alpha : \alpha \in \Lambda\}$ with its union space $D$. Evidently, $C^*_\mathbb{F}(D) \subseteq L^*(D)$. Let us prove that $V$ is a normal algebra in $L^*(D)$. Take $T \in V$. Then $T^* \in V$ and $TT^* = T^*T$, for $V$ is commutative. It follows that $V$ consists of normal elements. Using Proposition 3.3, we derive that the closure $\overline{T}$ of each $T \in V$ is a normal unbounded operator. Whence $V$ is a normal algebra. □

6. The fractional matrix topology and fractional positivity

In this section we introduce the fractional matrix topology and fractional positivity in the multinormed $C^*$-algebra $C^*_\mathbb{F}(D)$ based upon Theorem 5.1

6.1. The fractional matrix topology. Let $\mathcal{E} = \{H_\alpha : \alpha \in \Lambda\}$ be a domain in a Hilbert space $H$ with its union space $D$. Fix a denominator $m \in \mathbb{M}_\mathcal{E}$, which is a self-adjoint $\mathcal{E}$-bijection from $C^*_\mathbb{F}(H)$. Actually, it can be assumed that $m \geq 0$ (see Remark 5.3).

Lemma 6.1. The fractional space $C^*_\mathbb{F}(H)/m$ is dense in $C^*_\mathbb{F}(D)$.

Proof. By Theorem 5.1, $C^*_\mathbb{F}(H)$ is a dense subspace in $C^*_\mathbb{F}(D)$. If $S \subseteq C^*_\mathbb{F}(D)$, then $S = \lim \{T_j\}$ for a certain net $\{T_j\}$ in $C^*_\mathbb{F}(H)$. Thus $\lim_j \|S|H_\alpha - T_j|H_\alpha\|_{\mathcal{B}(H_\alpha)} = 0$ for all $\alpha$. Put $S_j = (T_jm)/m \in C^*_\mathbb{F}(H)/m$. Then

$$\lim_j \|S|H_\alpha - S_j|H_\alpha\|_{\mathcal{B}(H_\alpha)} = \lim_j \|S|H_\alpha - T_j|H_\alpha\|_{\mathcal{B}(H_\alpha)} \cdot \|m|H_\alpha\|_{\mathcal{B}(H_\alpha)}^{-1} = \lim_j \|S|H_\alpha - T_j|H_\alpha\|_{\mathcal{B}(H_\alpha)} = 0;$$

that is, $S = \lim \{S_j\}$. Therefore $C^*_\mathbb{F}(H)/m$ is dense in $C^*_\mathbb{F}(D)$. □

Each fractional space $C^*_\mathbb{F}(H)/m$ possesses another matrix norm-topology inherited from $C^*_\mathbb{F}(H)$.

Lemma 6.2. Let $b \in C^*_\mathbb{F}(D)$. The following conditions are equivalent:

(i) $b \in C^*_\mathbb{F}(H)/m$,
(ii) $mb^*$ is bounded,
(iii) $bm$ is bounded.

Proof. The equivalence (i) ⇔ (iii) is clear. However, the equivalence (i) ⇔ (iii) follows from the relations $(m|D)^* \subseteq (bm|D)^*$ and $(b^*|D)^* \subseteq (mb^*|D)^*$ [20, 13.13.2]. □

We use the same denotation $bm$ for the bounded extension of $bm$ whenever $b \in C^*_\mathbb{F}(H)/m$. Thus $bm \in C^*_\mathbb{F}(H)$. Let us introduce the norm on the fractional space $C^*_\mathbb{F}(H)/m$ by the rule

$$\|b\|_m = \|bm\|_{\mathcal{B}(H)} = \|mb^*\|_{\mathcal{B}(H)}$$

which is well defined thanks to Lemma 6.2. We also introduce the seminorms

$$\|b\|_{m,\alpha} = \|bm\|_{\mathcal{B}(H_\alpha)} = \|(mb)^*\|_{\mathcal{B}(H_\alpha)},$$

where $\alpha \in \Lambda$. The space $C^*_\mathbb{F}(H)/m$ equipped with the seminorms $\|\cdot\|_{m,\alpha}$ is a (Hausdorff) polynormed space such that $\|\cdot\|_m = \sup \{\|\cdot\|_{m,\alpha} : \alpha \in \Lambda\}$; that is,
Let us verify that

\[ \| \cdot \| \text{ is a dominating norm. All these seminorms can be lifted to the matrices over } C^*_E(\mathcal{D}). \]

First, note that

\[ M_k(C^*_E(H)/m) \subseteq M_k(C^*_E(\mathcal{D})) = C^*_E(\mathcal{D}), \]

where \( E^k = \{ H^k_\alpha : \alpha \in \Lambda \} \) is a domain in \( H^k \) with its union space \( \mathcal{D}^k \). If \( e = m \cdot 1_{H^k} \in C^*_E(H^k) \), then \( e \in M_k(E) \); that is, \( e \) is a denominator in \( C^*_E(H^k) \). Moreover,

\[ M_k(C^*_E(H)/m) = C^*_E(H^k)/(m \cdot 1_{H^k}). \]

Indeed,

\[
[T_{ij}/m] = [T_{ij}(m|\mathcal{D})^{-1}] = [T_{ij}]
\begin{bmatrix}
(m|\mathcal{D})^{-1} & 0 & \vdots \\
0 & \ddots & \\
0 & \ldots & (m|\mathcal{D})^{-1}
\end{bmatrix}
\]

\[
= [T_{ij}] ((m \cdot 1_{H^k})|\mathcal{D}^k)^{-1}
= [T_{ij}] / (m \cdot 1_{H^k})
\]

for all \([T_{ij}] \in M_k(C^*_E(H)/m)\). In particular, \( M_k(\mathcal{M}/m) = M_k(\mathcal{M}) / (m \cdot 1_{H^k}) \) for a \( C^* \)-subalgebra \( \mathcal{M} \subseteq C^*_E(H) \) related to a unital subset \( M \subseteq \mathcal{M} \). Moreover,

\[
M_k(\mathcal{M}/m) = \sum_{e \in M_k(\mathcal{M}/m)} \sum_{e \subseteq M_k(C^*_E(\mathcal{D}))}
\]

and

\[
M_k(C^*_E(\mathcal{D})) = C^*_E(\mathcal{D}^k) = \sum_{e \in C^*_E(\mathcal{D}^k)} C^*_E(H^k)/e = \sum_{e \in M_k(C^*_E(\mathcal{D}))} C^*_E(H^k)/e,
\]

due to Theorem 5.1 where \( M^k = \{ m \cdot 1_{H^k} : m \in M \} \). If \( b \in M_k(C^*_E(H)/m) \), then we put

\[
\| b \|^{(k)}_{m,\alpha} = \| (b(m \cdot 1_{H^k})) |H^k_\alpha\|_{B(H^k)} = \| ((m \cdot 1_{H^k}) b^*)_\alpha \|_{H^k_\alpha} \|H^k_\alpha\|_{B(H^k)},
\]

which is well defined thanks to (6.2) and Lemma 6.2. Obviously, \( \| \cdot \|^{(1)}_{m,\alpha} = \| \cdot \|_{m,\alpha} \), \( \alpha \in \Lambda \).

**Lemma 6.3.** The family \( q_{m,\alpha} = \left\{ \| \cdot \|^{(k)}_{m,\alpha} : k \in \mathbb{N} \right\} \) is a matrix seminorm on \( C^*_E(H)/m \) for all \( \alpha \in \Lambda \). The fractional space \( C^*_E(H)/m \) equipped with the matrix seminorms \( \{ q_{m,\alpha} : \alpha \in \Lambda \} \) turns out to be a quantum space. Moreover, \( q_m = \sup \{ q_{m,\alpha} : \alpha \in \Lambda \} \) is a matrix norm on \( C^*_E(H)/m \).

**Proof.** Let us verify that \( q_{m,\alpha} \) possesses the properties stated in the axioms M1 and M2 (see Section 2). Take \( b \in M_k(C^*_E(H)/m) \), \( c \in M_k(C^*_E(H)/m) \), \( \lambda \in M_k \), and \( \mu \in M_k \). Using (6.2), infer that \( b = T/(m \cdot 1_{H^k}) \) and \( c = S/(m \cdot 1_{H^k}) \) for some \( T \in C^*_E(H^k) \) and \( S \in C^*_E(H^k) \). Then

\[
\| b \oplus c \|^{(k+s)}_{m,\alpha} = \| (T \oplus S)/(m \cdot 1_{H^{k+s}}) \|^{(k+s)}_{m,\alpha} = \| (T \oplus S)|H^{k+s}_\alpha\|_{B(H^{k+s})}
\]

\[
= \| (T|H^{k}_\alpha \oplus (S|H^{k}_\alpha)|B(H^{k+s}) = \max \left\{ \| T|H^{k}_\alpha\|_{B(H^{k}_\alpha)}, \| S|H^{k}_\alpha\|_{B(H^{k}_\alpha)} \right\}
\]

\[
= \max \left\{ \| b \|^{(k)}_{m,\alpha}, \| c \|^{(s)}_{m,\alpha} \right\},
\]
so we have M1. Further, 
\[ \| \lambda b \mu \|_{m,\alpha}^{(s)} = (\| T \|_{b} \cdot 1_{H^{*}}) \|_m^{(s)} = (\| T \|_{H^{*}_\alpha} H^{*}_{\alpha} b \|_{b(H^{*}_{\alpha})}) = \| \lambda (T H^{*}_{\alpha}) \mu \|_{b(H^{*}_{\alpha})} \] 
\[ \leq \| \lambda \| \| T \|_{H^{*}_{\alpha}} \|_{b(H^{*}_{\alpha})} \| \mu \| = \| \lambda \| \| b \|_{m,\alpha} \| \mu \| ; \]
that is, M2 is satisfied. Consequently, each \( q_{m,\alpha} \) is a matrix seminorm. Thus \( C^{*}_{\xi}(H) / m \) is a quantum space equipped with the matrix seminorms \( \{ q_{m,\alpha} : \alpha \in \Lambda \} \).

Finally, put \( q_{m} = \{ \| b \|_{m}^{(k)} : k \in \mathbb{N} \} \), where \( \| b \|_{m}^{(k)} = \| b (m \cdot 1_{H^{*}}) \|_{b(H^{*})} \), \( b \in M_{k}(C^{*}_{\xi}(H) / m) \). On the same grounds \( q_{m} \) is a matrix norm. Moreover, \( q_{m} = \sup \{ q_{m,\alpha} : \alpha \in \Lambda \} \).

Thus \( q_{m} \) is a dominating matrix norm of the quantum space \( C^{*}_{\xi}(H) / m \). We say that \( C^{*}_{\xi}(H) / m \), equipped with the matrix norm \( q_{m} \), is a dominating normed quantum space.

**Lemma 6.4.** The dominating normed quantum space \( C^{*}_{\xi}(H) / m \) is complete, and the linear mapping
\[ \theta_{m} : C^{*}_{\xi}(H) \rightarrow C^{*}_{\xi}(H) / m, \quad \theta_{m}(T) = T / m, \]
is an isometrical matrix isomorphism of the relevant quantum spaces with respect to their fixed families of matrix seminorms. It also implements a matrix isometry of the \( C^{*} \)-algebra \( C^{*}_{\xi}(H) \) onto the dominating normed quantum space \( C^{*}_{\xi}(H) / m \).

**Proof.** If \( \{ b_{n} \} \) is a Cauchy sequence in \( C^{*}_{\xi}(H) / m \), then \( \lim_{n} b_{n} m = T \in B(H) \) for some \( T \in B(H) \). Put \( b = T / m \in C^{*}_{\xi}(H) / m \). Then
\[ \| b - b_{n} \| m = \| (b - b_{n}) m \|_{b(H)} = \| b m - b_{n} m \|_{b(H)} = \| T - b_{n} m \|_{b(H)} \rightarrow 0, \quad n \rightarrow \infty; \]
that is, \( \lim_{n} b_{n} = b \in C^{*}_{\xi}(H) / m \). Thus \( C^{*}_{\xi}(H) / m \) is a Banach space.

The linear mapping \( C^{*}_{\xi}(H) \rightarrow C^{*}_{\xi}(H) / m, T \mapsto T / m \), is an isomorphism, for if \( T / m = 0 \), then \( T (m D)^{-1} = 0 \) or \( T D = 0 \), which in turn implies that \( T = 0 \). Fix \( \alpha \in \Lambda \) and take \( T = [T_{ij}] \in M_{k}(C^{*}_{\xi}(H)) = C^{*}_{\xi}(H^{k}) \). Then \( \theta_{m}^{(k)}(T) = \theta_{m}([T_{ij}]) = [T_{ij} / m] = T / (m \cdot 1_{H^{k}}) \) by virtue of (6.2). Furthermore, \( q_{m,\alpha}^{(k)}(\theta_{m}^{(k)}(T)) = \| T H^{*}_{\alpha} \|_{b(H^{*})} = \| T \|_{b(H^{*})}^{(k)} \). Thus \( \theta_{m} \) is a matrix isometry with respect to the indexed families of matrix seminorms.

Finally, \( \left\| \theta_{m}^{(k)}(T) \right\|_{m}^{(k)} = \sup_{\alpha} \left\{ q_{m,\alpha}^{(k)}(\theta_{m}^{(k)}(T)) \right\} = \sup_{\alpha} \{ \| T \|_{b(H^{*})}^{(k)} \} = \| T \|_{b(H^{*})} \)
for all \( T \in C^{*}_{\xi}(H^{k}) \); that is, \( \theta_{m} : C^{*}_{\xi}(H) \rightarrow C^{*}_{\xi}(H) / m, T \mapsto T / m \), is a matrix isometry of the dominating normed quantum spaces. \( \square \)

If \( n \leq m \) for some \( n, m \in \mathbb{M}_{\xi} \), then \( n^{-1} m \) is bounded and
\[ (n \cdot 1_{H^{k}})^{-1} (m \cdot 1_{H^{k}}) = (n^{-1} \cdot 1_{H^{k}}) (m \cdot 1_{H^{k}}) = n^{-1} m \cdot 1_{H^{k}}. \]
Therefore \( n^{-1} m \cdot 1_{H^{k}} \) is bounded too. Hence \( (n \cdot 1_{H^{k}}) \preceq (m \cdot 1_{H^{k}}) \). Using (6.2) and Lemma 5.2 infer that \( C^{*}_{\xi}(H^{k}) / (n \cdot 1_{H^{k}}) \subseteq C^{*}_{\xi}(H^{k}) / (m \cdot 1_{H^{k}}) \).

**Lemma 6.5.** The inclusion \( C^{*}_{\xi}(H) / n \subseteq C^{*}_{\xi}(H) / m \) is a matrix continuous mapping of the relevant quantum spaces. It is also a matrix bounded embedding between the relevant dominating normed quantum spaces.
Proof. Take $b = T/(n \cdot 1_{H^*})$. Then $-1 \cdot m$ is bounded and
\[ b = (T \cdot (n^{-1} \cdot m \cdot 1_{H^*})) = (m \cdot 1_{H^*}) \in C^*_\mathcal{E}_2 (H^k) / (m \cdot 1_{H^*}). \]

Moreover,
\[
\| b \|_{m, \alpha} = \| (T \cdot (n^{-1} \cdot m \cdot 1_{H^*})) \|_{B(H^k)} \leq \| (T \cdot H^k) \|_{B(H^k)} \| (n^{-1} \cdot m \cdot 1_{H^*}) \|_{B(H^k)}
\]
\[
= \| b \|_{m, \alpha} \| (n^{-1} \cdot m) \|_{H^k} \| H^k \|_{B(H^k)}.
\]
Thus $\| b \|_{m, \alpha} \leq \| (n^{-1} \cdot m) \|_{H^k} \| H^k \|_{B(H^k)} \| b \|_{m, \alpha}$, which in turn implies that (see Lemma 6.3)
\[ q_{m, \alpha} \leq \| (n^{-1} \cdot m) \|_{H^k} \| H^k \|_{B(H^k)} \| b \|_{m, \alpha}. \]

In particular, $q_m \leq \| (n^{-1} \cdot m) \|_{H^k} q_n$. \hfill \Box

Now let $M \subseteq \mathfrak{M}_\mathcal{E}$ be a unital subset of denominators and consider the fractional space $C^*_\mathcal{E} (H) / M = \sum_{m \in M} C^*_\mathcal{E} (H) / m$ in $C^*_\mathcal{E} (D)$ of all rational functions whose denominators belong to $M$. Being an algebraic sum of the dominating normed quantum spaces, $C^*_\mathcal{E} (H) / M$ can be equipped with the inductive (or local operator) topology [13, Section 8] such that all inclusions $C^*_\mathcal{E} (H) / m \rightarrow C^*_\mathcal{E} (H) / M$, $m \in M$, are matrix continuous. We say that this is a fractional matrix topology on $C^*_\mathcal{E} (H) / M$. Thus a linear mapping $\varphi : C^*_\mathcal{E} (H) / M \rightarrow X$ into a quantum space $X$ is matrix continuous if and only if so are all restrictions $\varphi_m : C^*_\mathcal{E} (H) / m \rightarrow X$, $\varphi_m (b) = \varphi (b)$, $m \in M$. If $n \leq m$ for some $n, m \in M$, then $C^*_\mathcal{E} (H) / n \subseteq C^*_\mathcal{E} (H) / m$ by virtue of Lemma 6.2 and $\varphi_n = \varphi_m | C^*_\mathcal{E} (H) / n$. Since the embedding $C^*_\mathcal{E} (H) / n \subseteq C^*_\mathcal{E} (H) / m$ is a matrix bounded mapping between the dominating normed quantum spaces (Lemma 6.5), it follows that $\varphi_n$ is matrix continuous whenever $\varphi_m$ is as well. In particular, the fractional matrix topologies on $C^*_\mathcal{E} (H) / M$ and $C^*_\mathcal{E} (H) / M_0$ are the same for each cofinal subset $M_0 \subseteq M$. Furthermore, each fractional space $F_M = \sum_{m \in M} F_m$ (see Definition 7.2) being an inductive limit of the normed quantum spaces possesses the fractional matrix topology. Consequently, a quantum $\alpha$-algebra can be equipped with a fractional matrix topology thanks to Corollary 7.1. Finally, a linear functional $\varphi : F_M \rightarrow \mathbb{C}$ is said to be fractionally $\alpha$-continuous if each restriction mapping $\varphi_m : F_m \rightarrow \mathbb{C}$ is fractionally $\alpha$-bounded; that is, $| \varphi_m (b) | \leq C_{m, \alpha} \| b \|_{m, \alpha}$ for all $b \in F_m$. Its matrix version will be considered later in Subsection 7.2.

For the detailed description of the fractional topology in the “functionally” commutative case we refer the reader to [24].

6.2. The fractional positivity. Let $M \subseteq \mathfrak{M}_\mathcal{E}$ be a unital subset of denominators. We introduce a positive cone in a fractional space. To have a more general scope of applications, everywhere below we fix a unital $C^*$-subalgebra $\mathfrak{I}_M \subseteq C^*_\mathcal{E} (H)$ related to $M$ (that is, it contains all $n^{-1} \cdot m$, $n \leq m$, $n, m \in M$) and consider the fractional space $\mathfrak{I}_M / M$ instead of $C^*_\mathcal{E} (H) / M$. Let $F_M = \sum_{m \in M} F_m$ be a fractional subspace in $\mathfrak{I}_M / M$ (see Definition 6.2). Fix an index $\alpha \in \Lambda$ and $m \in M$. Let us introduce the cone
\[ (F_M)^{+}_{M, \alpha} = \left\{ b \in F_m : b = \sum_{n \in M, n \leq m} b_n, \ b_n \in F_n, \ b_n \geq_\alpha 0 \right\}. \]
in the subspace $\mathcal{F}_m$. Thus each $b \in (\mathcal{F}_m)_+^{\alpha}$ can be written as a finite sum
\[ b = \sum_{i=1}^{k} T_i/n_i = \left( \sum_{i=1}^{k} T_i n_i^{-1} m \right)/m \]
of some $\alpha$-positive $T_i \in \mathcal{I}_m$ such that $T_i/n_i \in \mathcal{F}_{n_i}$, $n_i \in \mathcal{M}$, $n_i \leq m$, $1 \leq i \leq k$. Note that $\sum_{i=1}^{k} T_i n_i^{-1} m \in \mathcal{I}_m$. We write $b \geq_\alpha 0$ in $\mathcal{F}_m$ whenever $b \in (\mathcal{F}_m)_+^{\alpha}$. In particular, $T/m \geq_\alpha 0$ in $\mathcal{F}_m$ whenever $T \geq_\alpha 0$ in $\mathcal{I}_m$ and $T/m \in \mathcal{F}_m$. Evidently, $(\mathcal{F}_m)_+^{\alpha}$ is a cone in $\mathcal{F}_m$. In particular, so is $(\mathcal{I}_m/m)_+^{\alpha}$ in $\mathcal{I}_m/m$. We declare an element $b \in \mathcal{F}_m$ to be $M$-fractionally
$\alpha$-positive if $b$ is a finite sum $\sum m b_m$ of some $b_m \in (\mathcal{F}_m)_+^{\alpha}$. Put
\[ (\mathcal{F}_m)_+^{\alpha} = \sum_{m \in M} (\mathcal{F}_m)_+^{\alpha}, \]
which is a cone in $\mathcal{F}_m$ of all $M$-fractionally $\alpha$-positive elements.

Replacing the local positivity in $\mathcal{I}_m$ by the global one, we obtain the cone
\[ (\mathcal{F}_m)_+ = \sum_{m \in M} (\mathcal{F}_m)_+ \]
of all $M$-fractionally positive elements. In the general case, the cones $(\mathcal{F}_m)_+^{\alpha}$ and $(\mathcal{F}_M)_+^{\alpha}$ are different for a cofinal subset $M_0 \subseteq M$, although $\mathcal{F}_M = \mathcal{F}_M$.

**Lemma 6.6.** If $n \leq m$ for some $n, m \in M$, then $(\mathcal{F}_n)_+^{\alpha} \subseteq (\mathcal{F}_m)_+^{\alpha}$. In particular, $(\mathcal{F}_m)_+ = \sum_{m \in M_0} (\mathcal{F}_m)_+^{\alpha}$, where $M_0 \subseteq M$ is a cofinal subset, and $(\mathcal{F}_m)_+^{\alpha} = (\mathcal{F}_m)_+^{\alpha}$ whenever $m$ is the greatest element of $M$ with respect to the pre-order $\leq$. Finally, if $N \subseteq M$, then $(\mathcal{I}_M/N)_+^{\alpha} \subseteq (\mathcal{I}_M)_+^{\alpha}$.

**Proof.** According to Definition 5.2, $\mathcal{F}_n \subseteq \mathcal{F}_m$ (see also Lemma 5.2) whenever $n \leq m$. Take $b \in (\mathcal{F}_n)_+^{\alpha}$. Then $b = \sum_{i=1}^{k} b_i$ with $b_i n_i \geq_\alpha 0$, $n_i \in \mathcal{M}$, $n_i \leq n$, $1 \leq i \leq k$. With $n \leq m$ in mind, infer that $n_i \leq m$ for all $i$ (we deal with the transitive relation $\leq$). By its very definition, $b = \sum_{i=1}^{k} b_i \in (\mathcal{F}_m)_+^{\alpha}$.

Now let $M_0 \subseteq M$ be a cofinal subset. For each $n \in M$ there corresponds an
$m \in M_0$ such that $n \leq m$. As we have just proved $(\mathcal{F}_n)_+^{\alpha} \subseteq (\mathcal{F}_m)_+^{\alpha}$, whence $(\mathcal{F}_m)_+^{\alpha} = \sum_{m \in M_0} (\mathcal{F}_m)_+^{\alpha}$.

If $M$ has the greatest element $m$, then $\mathcal{F}_M = \mathcal{F}_m$. Moreover, $(\mathcal{F}_n)_+^{\alpha} \subseteq (\mathcal{F}_m)_+^{\alpha}$ for all $n \in M$. Consequently, $(\mathcal{F}_m)_+^{\alpha} = (\mathcal{F}_m)_+^{\alpha}$.

To prove the inclusion $(\mathcal{I}_M/N)_+^{\alpha} \subseteq (\mathcal{I}_M)_+^{\alpha}$, one suffices to note that $(\mathcal{I}_M/n)_+^{\alpha} \subseteq (\mathcal{I}_M)_+^{\alpha}$. Indeed, if $b \in (\mathcal{I}_M/n)_+^{\alpha}$, then $b = \sum_{i=1}^{k} b_i$ with $b_i n_i \geq_\alpha 0$, $n_i \in N$, $n_i \leq n$, $1 \leq i \leq k$. Since $N \subseteq M$, it follows that $b \in (\mathcal{I}_M)_+^{\alpha}$. \hfill $\square$

**Remark 6.1.** One should make distinct the cones $(\mathcal{I}_m)_+^{\alpha}$ and $(\mathcal{I}_m)_+^{\alpha}$. Note that
\[ (\mathcal{I}_m)_+^{\alpha} = \{ T/m : T \geq_\alpha 0 \} \subseteq (\mathcal{I}_m)_+^{\alpha}. \]

Similar cones exist over all matrix spaces too. Namely, fix $k \in \mathbb{N}$. Taking into account [6.2], infer that
\[ M_k (C_k^+ (H)/M) = C_k^+ (H^k)/M_k = \sum_{m \in M} C_k^+ (H^k)/ (m \cdot 1_{H^k}). \]
Therefore we have a cone
\[
(M_k (C^+_k (H) / M))_\alpha^+ = \sum_{m \in M} (C^+_k (H^k) / (m \cdot 1_{H^k}))_{M^k, \alpha}^+
\]
of $M^k$-fractionally $\alpha$-positive elements in $M_k (C^+_k (H) / M)$. By analogy,
\[
(M_k (\mathcal{F}_M))_\alpha^+ = \sum_{m \in M} (M_k (\mathcal{F}_m))_{M^k, \alpha}^+
\]
is a cone of $M^k$-fractionally $\alpha$-positive elements in $M_k (\mathcal{F}_M)$ for a fractional space $\mathcal{F}_M$ in $\mathfrak{J}_M / M$. Note that $(M_k (\mathcal{F}_m))_{M^k, \alpha}^+$ cannot be thought of as $M_k \left( (\mathcal{F}_m)^{+}_{M^k, \alpha} \right)$.

6.3. **The $M$-fractionally $\alpha$-positive functionals.** We say that a linear functional $\varphi : \mathcal{F}_M \to \mathbb{C}$ is $M$-fractionally $\alpha$-positive if it is locally positive with respect to the cone $(\mathcal{F}_M)^{+}_{M, \alpha}$ (that is, $\varphi (b) \geq 0$ whenever $b \geq \alpha$ in $\mathcal{F}_M$) and $\varphi$ is $\alpha$-compatible (that is, $\varphi (b) = 0$ whenever $b = \alpha$). In a similar manner it is defined as $M$-fractionally positive functionals. Note that $\varphi : \mathcal{F}_M \to \mathbb{C}$ is $M$-fractionally $\alpha$-positive iff each restriction $\varphi_m : \mathcal{F}_m \to \mathbb{C}$ is locally positive with respect to the cone $(\mathcal{F}_m)^{+}_{M, \alpha}$, $m \in M$. If $\mathcal{F}_n \subseteq \mathcal{F}_m$ for some $n$, $m \in M$, then $\varphi_n = \varphi_m | \mathcal{F}_n$, and $(\mathcal{F}_n)^{+}_{M, \alpha} \subseteq (\mathcal{F}_m)^{+}_{M, \alpha}$ thanks to Lemma 6.6. Whence $\varphi_m | \mathcal{F}_n$ is positive; that is, $M$-fractionally $\alpha$-positive functionals are well defined. If $M_0 \subseteq M$ is a cofinal subset, then $\varphi : \mathcal{F}_M \to \mathbb{C}$ is $M_0$-fractionally $\alpha$-positive if it is locally positive with respect to the cone $(\mathcal{F}_{M_0})^{+}_{\alpha}$. Thus $\varphi$ is $M_0$-fractionally $\alpha$-positive iff each $\varphi_m : \mathcal{F}_m \to \mathbb{C}$ is positive with respect to the cone $(\mathcal{F}_m)^{+}_{M_0, \alpha}$, $m \in M_0$. Since $(\mathcal{F}_m)^{+}_{M_0, \alpha} \subseteq (\mathcal{F}_m)^{+}_{M, \alpha}$, $m \in M_0$, it follows that each $M$-fractionally $\alpha$-positive functional is automatically an $M_0$-fractionally $\alpha$-positive one (see also Lemma 6.6).

**Proposition 6.1.** Let $M_0 \subseteq M$ be a cofinal subset. A functional $\varphi : \mathfrak{J}_M / M \to \mathbb{C}$ is $M_0$-fractionally $\alpha$-positive if and only if the mapping $\varphi$ is fractionally $\alpha$-continuous and
\[
\varphi (1_{H/m}) = \sup \{|\varphi (T/m)| : T \in \mathfrak{J}_M, ||T||_\alpha \leq 1\}
\]
for all $m \in M_0$.

**Proof.** Put $\phi_m : \mathfrak{J}_M \to \mathbb{C}$, $\phi_m (T) = \varphi_m (T/m)$, which is a linear functional for each $m \in M_0$. Note that $\phi_m = \varphi_m \theta_m$, where $\theta_m : \mathfrak{J}_M \to \mathfrak{J}_M / m$ is the isometry considered in Lemma 6.4. Note that $\varphi : \mathfrak{J}_M / M \to \mathbb{C}$ is fractionally $\alpha$-continuous if all $\varphi_m$, $m \in M_0$, are fractionally $\alpha$-bounded (see Lemma 6.5).

Assume that $\varphi$ is fractionally $\alpha$-continuous and
\[
\varphi (1_{H/m}) = \sup \{|\varphi (T/m)| : ||T||_\alpha \leq 1\}
\]
for all $m \in M_0$. Then for each $m \in M_0$ there corresponds a positive real $C_{m, \alpha}$ such that $|\varphi_m (b)| \leq C_{m, \alpha} ||b||_{m, \alpha}^1$, $b \in \mathfrak{J}_M / m$. It follows that $|\varphi_m (T)| = |\varphi_m \theta_m (T)| \leq C_{m, \alpha} ||\theta_m (T)||_{m, \alpha}^1 = C_{m, \alpha} ||T||_\alpha$ for all $T \in \mathfrak{J}_M$, where $||T||_\alpha = ||T||_{H\alpha}$. Thus all $\varphi_m$, $m \in M_0$, are $\alpha$-bounded functionals. Moreover,
\[
\phi_m (1_{H/m}) = \varphi_m (1_{H/m}) = \sup \{|\varphi (T/m)| : T \in \mathfrak{J}_M, ||T||_\alpha \leq 1\}
\]
\[
= \sup \{\phi_m (T) : T \in \mathfrak{J}_M, ||T||_\alpha \leq 1\}
\]
\[
= ||\phi_m||_\alpha ;
\]
that is, $|\varphi_m (T)| \leq \phi_m (1_{H}) ||T||_\alpha$ for all $T \in \mathfrak{J}_M$. Thus $\varphi_m = \phi'_m \pi_\alpha$ for a certain bounded functional $\phi'_m : \mathfrak{J}_\alpha \to \mathbb{C}$, where $\pi_\alpha : C^+_\mathcal{E} (H) \to \mathfrak{B}_\alpha$ is the canonical
projection (see Subsection 5.1), and \( \mathfrak{J}_\alpha = \pi_\alpha (\mathfrak{J}_M) \). Furthermore, \( \phi'_m (1_{H,\alpha}) = \phi_m (1_H) = \|\phi_m\|_\alpha = \|\phi'_m\|_{\alpha} \). \( \mathfrak{J}_\alpha \) being a \( \mathcal{C}^* \)-algebra, we conclude that \( \phi'_m \geq 0 \) (see [10] 1.7.5), or \( \phi_m \geq_\alpha 0 \) for all \( m \in M_0 \). Let us prove that \( \varphi \) is locally positive with respect to the cone \((\mathfrak{J}_M/m_0)\)_{\alpha}. Take \( b \in (\mathfrak{J}_M/m_0)_{\alpha} \), \( m \in M_0 \). Then \( b = \sum_{i=1}^k t_i/n_i \), where \( T_i \geq_\alpha 0 \) and \( n_i \in M_0 \), \( n_i \leq m \), for all \( i \). Therefore
\[
\varphi_m (b) = \sum_{i=1}^k \varphi_m (t_i/n_i) = \sum_{i=1}^k \varphi_m (t_i/n_i) = \sum_{i=1}^k \varphi_m (t_i) \geq 0;
\]
that is, \( \varphi_m \) is \( M_0 \)-fractionally \( \alpha \)-positive.

Conversely, if \( \varphi \) is \( M_0 \)-fractionally \( \alpha \)-positive, then \( \varphi_m \) is locally positive with respect to the cone \((\mathfrak{J}_M/m_0)_{\alpha} \), \( m \in M_0 \). In particular, if \( T \geq_\alpha 0 \) in \( \mathfrak{J}_M \), then \( T/m \in (\mathfrak{J}_M/m_0)_{\alpha} \) and \( \varphi_m (T/m) \geq 0 \); that is, \( \phi_m \geq_\alpha 0 \). Thus all \( \phi_m \) are \( \alpha \)-bounded and \( \|\phi_m\|_{\alpha} = \phi_m (1_H) \) (see [10] 1.7.3). Hence \( \varphi_m \) is fractionally \( \alpha \)-bounded and \( \varphi (1_H/m) = \sup \|\phi (T/m)\|_{\alpha} : \|T\|_{\alpha} \leq 1 \) for all \( m \in M_0 \).

7. The Inner Product Mapping

In this section we introduce inner product mappings on a fractional space and investigate their properties.

Let \( \Delta \) be a pre-Hilbert space with its inner product \( \langle x, y \rangle \rightarrow \langle x, y \rangle \), \( x, y \in \Delta \), and let \( SF(\Delta) \) be a space of all sesquilinear forms on \( \Delta \). Consider a unital subset \( M \subseteq \mathfrak{M}_\Delta \) of denominators in \( \mathcal{C}_2 (H) \) and fix a \( \mathcal{C}^* \)-subalgebra \( \mathfrak{J}_M \subseteq \mathcal{C}_2 (H) \) related to \( M \).

**Definition 7.1.** Let \( \mathcal{F}_M \subseteq \mathfrak{J}_M / M \) be a fractional subspace. A linear mapping \( \varphi : \mathcal{F}_M \rightarrow SF(\Delta) \) is said to be an inner product mapping if it is unital and
\[
\varphi (1_H/m) (x, x) > 0, x \in \Delta \setminus \{0\}, \text{ for all } m \text{ from a certain unital cofinal subset } M_0 \subseteq M \text{ of positive denominators}.
\]

Thus \( \varphi (1_H/1_H) (x, y) = \langle x, y \rangle \) for all \( x, y \in \Delta \). Note again that \( 1_H/1_H = m/m = 1_{\mathcal{D}} \in \mathcal{F}_M \) for all \( m \). Further, \( \varphi (1_H/m) \) is an inner product on \( \Delta \). Thereby \( \Delta \) is a pre-Hilbert space whose completion is denoted by \( \Delta_m \) for each \( m \in M_0 \). In particular, we have the norms \( \|x\|_m = \langle \varphi (1_H/m) (x, x) \rangle^{1/2}, m \in M_0, \text{ on } \Delta \). If \( \Delta = \mathbb{C} \), then we deal with a unital linear functional \( \varphi : \mathcal{F}_M \rightarrow \mathbb{C} \) such that \( \varphi (1_H/m) > 0 \) for all \( m \in M_0 \). Note also that each inner-product mapping automatically involves a unital cofinal subset \( M_0 \subseteq M \) of positive denominators. Everywhere below we shall fix this cofinal subset associated by an inner-product mapping.

7.1. The Quantum Space \( SF_{M_0} (\Delta) \). Let \( \mathcal{F}_M \subseteq \mathfrak{J}_M / M \) be a fractional subspace and let \( \varphi : \mathcal{F}_M \rightarrow SF(\Delta) \) be an inner product mapping. Let us introduce a subspace
\[
SF_{m_0} (\Delta) = \{ \theta \in SF(\Delta) : \|\theta\|_m < \infty \},
\]
where \( \|\theta\|_m = \sup \{ |\theta (x, y)| : \|x\|_m \leq 1, \|y\|_m \leq 1 \}, m \in M_0 \). We also set
\[
SF_{M_0} (\Delta) = \bigcup_{m \in M_0} SF_{m_0} (\Delta).
\]
Evidently, each \( \|\cdot\|_m \) is a gauge on \( SF(\Delta) \). Therefore \( SF_{m_0} (\Delta), \|\cdot\|_m \) is a normed space. Actually, the norm \( \|\cdot\|_m \) determines a normed quantum space structure on \( SF_{m_0} (\Delta) \). In particular, \( SF_{M_0} (\Delta) \) turns out to be a quantum space equipped with the inductive matrix topology. Let us present some details.
Fix $k \in \mathbb{N}$. The $k$-th Hilbert space power of $\Delta_m$ is denoted by $\Delta^k_m$. The relevant inner product in $\Delta^k_m$ is $\langle x, y \rangle^k_m = \sum_{i=1}^k \langle x_i, y_i \rangle_m$, where $x = [x_i], y = [y_i] \in \Delta^k_m$. Obviously, $\Delta^k_m$ is just the Hilbert space completion of the inner product space $\left( \Delta^k, \langle \cdot, \cdot \rangle^k_m \right)$. Each matrix $\theta = [\theta_{ij}] \in M_k(SF(\Delta))$ determines a sesquilinear form on $\Delta^k$ by the rule $\theta(x, y) = \sum_{i,j=1}^k \theta_{ij} (x_j, y_i)$, where $x = [x_i], y = [y_i] \in \Delta^k$. This correspondence determines the inclusion

\begin{equation}
M_k(SF(\Delta)) \subseteq SF(\Delta^k)
\end{equation}

up to the indicated identification.

**Lemma 7.1.** If $\varphi : F_M \to SF(\Delta)$ is an inner product mapping, then so are all canonical extensions $\varphi^{(k)} : M_k(F_M) \to SF(\Delta^k)$. Moreover, $M_k(SF_{M_0}(\Delta)) \subseteq SF_{M_0^k}(\Delta^k), k \in \mathbb{N}.$

**Proof.** Fix $k \in \mathbb{N}$. Undoubtedly, $\varphi^{(k)}$ is unital. Note that $M_k(F_M) \subseteq M_k(\mathcal{J}_M)/M^k$ is a fractional space with the set of denominators $M^k = \{m \cdot 1_{H^k} : m \in M\}$, and $M^k_0$ is its cofinal subset (see (6.2)). Moreover, $\varphi^{(k)}(1_{H^k}/(m \cdot 1_{H^k}))(x, x) = \sum_{i=1}^k \varphi(1_{H^k}/m)(x_i, x_i) > 0$ whenever $x \in \Delta^k \setminus \{0\}$ and $m \in M_0$. By Definition 7.1 $\varphi^{(k)}$ is an inner product mapping.

Now take $\theta = [\theta_{ij}] \in M_k(SF_{M_0}(\Delta)), m \in M_0$. Then

\[
\|\theta\|_{m \cdot 1_{H^k}} = \sup \left\{ |\theta(x, y)| : \|x\|_m \leq 1, \|y\|_m \leq 1 \right\}
\]

\[
\leq \sup \left\{ \sum_{i,j=1}^k |\theta_{ij} (x_j, y_i)| : \sum_{i=1}^k \|x_i\|^2_m \leq 1, \sum_{i=1}^k \|y_i\|^2_m \leq 1 \right\}
\]

\[
\leq k^2 \max \{ \|\theta_{ij}\|_m : 1 \leq i, j \leq k \} < \infty.
\]

Whence $\|\theta\|_{m \cdot 1_{H^k}} < \infty$. So, $M_k(SF_{M_0}(\Delta)) \subseteq SF_{m \cdot 1_{H^k}}(\Delta^k)$. In particular,

\[
M_k(SF_{M_0}(\Delta)) = \sum_{m \in M_0} M_k(SF_{M_0}(\Delta)) \subseteq \sum_{m \in M_0} SF_{m \cdot 1_{H^k}}(\Delta^k) = SF_{M_0^k}(\Delta^k);
\]

that is, $M_k(SF_{M_0}(\Delta)) \subseteq SF_{M_0^k}(\Delta^k)$.

Taking into account Lemma 7.1 we put

\[
\|\theta\|^{(k)}_m = \|\theta\|_{m \cdot 1_{H^k}} \quad \text{for} \quad \theta \in M_k(SF_{M_0}(\Delta)), \ m \in M_0.
\]

Thus for each $m \in M_0$ we have a family $s_m = \left\{ \|\cdot\|^{(k)}_m : k \in \mathbb{N} \right\}$ of norms over all matrices over the space $SF_{M_0}(\Delta)$.

**Lemma 7.2.** The family $s_m$ is a matrix norm on $SF_{M_0}(\Delta)$ for each $m \in M_0$. In particular, $SF_{M_0}(\Delta)$, being an inductive limit of the normed quantum spaces $(SF_{M_0}(\Delta), s_m), m \in M_0$, is a quantum space (or local operator space).

**Proof.** Let us verify the axioms M1 and M2. Take $\theta \in M_k(SF_{M_0}(\Delta))$ and $\zeta \in M_k(SF_{M_0}(\Delta))$. Then $\theta \oplus \zeta \in SF(\Delta^{k+1+t})$ (see (7.1)), and for all $x = [x_i], y = [y_i] \in \Delta^{k+1+t}$ we have

\[
|\theta \oplus \zeta(x, y)| = \left| \sum_{i,j=1}^k \theta_{ij} (x_j, y_i) + \sum_{i,j=k+1}^{k+t} \zeta_{i-k,j-k} (x_j, y_i) \right| \leq |\theta(x', y')| + |\zeta(x'', y'')|,
\]
where \( x' = \epsilon_k (x), \ y' = \epsilon_k (y) \in \Delta^k \) and \( x'' = \epsilon^t (x), \ y' = \epsilon^t (y) \in \Delta^t \), \( \epsilon_k : \Delta^{k+t} \to \Delta^k \) (respectively, \( \epsilon^t : \Delta^{k+t} \to \Delta^t \)) is the canonical projection onto the first \( k \) (respectively, last \( t \)) coordinates. Note that
\[
\left( \| x \|_{m, (k+t)} \right)^2 = \left( \| x' \|_{m, k} \right)^2 + \left( \| x'' \|_{m, t} \right)^2.
\]
and
\[
\left( \| y \|_{m, (k+t)} \right)^2 = \left( \| y' \|_{m, k} \right)^2 + \left( \| y'' \|_{m, t} \right)^2.
\]
It follows that
\[
\| \theta \oplus \zeta \|_{m, (k+t)} = \sup \left\{ \| (\theta \oplus \zeta)(x,y) \| : \| x \|_{m, k} \leq 1, \| y \|_{m, t} \leq 1 \right\}
\leq \sup \left\{ \| \theta x' \|_{m, k} + \| \zeta (x'') \|_{m, t} \right\}
\leq \sup \left\{ \| \theta \|_{m, k} \| x' \|_{m, k} + \| \zeta \|_{m, t} \| x'' \|_{m, t} \right\}
\leq \sup \left\{ \max \left\{ \| \theta \|_{m, k}, \| \zeta \|_{m, t} \right\} \| x \|_{m, k} \| y \|_{m, t} \right\}
\leq \max \left\{ \| \theta \|_{m, k}, \| \zeta \|_{m, t} \right\}.
\]
Thus \( \| \theta \oplus \zeta \|_{m, (k+t)} \leq \max \left\{ \| \theta \|_{m, k}, \| \zeta \|_{m, t} \right\} \) Further, take \( \theta \in \mathcal{M}_k (SF_m (\Delta)), \lambda \in \mathcal{M}_{t,k}, \mu \in \mathcal{M}_{k,t} \). Then
\[
| \lambda \mu (x, y) | = \sum_{i,j} \text{ov}_{p,q} \theta_{pq} \mu_{ij} (x_j, y_i)
\]
\[
= \sum_{p,q} \theta_{pq} \left( \sum_{j} u_{pq} (x_j, y_i) \right) = | \theta (\mu x, \lambda y) |
\]
and \( \| \mu x \|_{m, k} \leq \| \mu \| \| x \|_{m, k} \), \( \| \lambda y \|_{m, t} \leq \| \lambda \| \| y \|_{m, t} \). It follows that
\[
\| \lambda \theta \mu \|_{m, (t)} = \sup \left\{ | \theta (\mu x, \lambda y) | : \| x \|_{m, k} \leq 1 \right\} \leq \| \lambda \| \| \theta \|_{m, k} \| \mu \|.
\]
Thus \( s_m \) is a matrix norm on \( SF_m (\Delta) \) (see [12, 2.3.6]). The rest is clear.

### 7.2. The matrix \( \alpha \)-contractive and \( (m\)-fractionally) matrix \( \alpha \)-positive mappings

Let \( \varphi : \mathcal{F}_M \to SF (\Delta) \) be an inner-product mapping, so we have the quantum space \( SF_{M_0} (\Delta) \) associated by a cofinal subset \( M_0 \subseteq M \) (see Definition [7.1]), and let \( \varphi_m \) be its restriction to the subspace \( \mathcal{F}_m \). Fix \( \alpha \in \Lambda \) and let (see Lemma [6.3])
\[
\varphi_m^{(k)} = \sup \left\{ \| \varphi_m^{(k)} \|_{m, \alpha} : \| b \|_{m, \alpha} \leq 1 \right\}.
\]
We also set
\[
\varphi_m^{cb} = \sup \left\{ \| \varphi_m^{(k)} \|_{m, \alpha} : k \in \mathbb{N} \right\}.
\]
Note that
\[
\| \varphi_m^{cb} \|_{m, \alpha} = \sup \left\{ s_m (\varphi_m^{(\infty)} (v)) : q_{m, \alpha} (v) \leq 1, v \in M (\mathcal{F}_m) \right\}
\]
(see Lemmas [7.2] and [6.3]). We say that \( \varphi \) is matrix \( \alpha \)-contractive if \( \| \varphi_m^{cb} \|_{m, \alpha} \leq 1 \) for all \( m \in M_0 \). In particular, \( \varphi (\mathcal{F}_m) \subseteq SF_m (\Delta) \) for all \( m \in M_0 \), and thereupon
Let Corollary 7.1.

Proof. We say that for all $\alpha \in M$ and for all $\Delta$. The mapping $\varphi$ is $\alpha$-positive if and only if all $\alpha \in M$ and $\Delta$ with

$$\sum_{i=1}^{k} \varphi (1_{H/m}) (x_i, x_i) \leq 1, \quad \sum_{i=1}^{k} \varphi (1_{H/m}) (y_i, y_i) \leq 1,$$

and for all $b = [b_{ij}] \in M_k (\mathcal{F}_m)$ with $\| [b_{ij} m] H^k \|_{B(H^k)} \leq 1$, we have

$$\left| \sum_{i,j=1}^{k} \varphi (b_{ij}) (x_j, y_i) \right| \leq 1.$$

A matrix $\theta \in M_k (SF_{M_0} (\Delta))$ is said to be positive if $\theta$ is positive, being an element of $SF_{M_0} (\Delta^k)$ (see Lemma 7.1). That is,

$$\theta (x,x) \geq 0, \quad x \in \Delta^k.$$

We say that $\varphi$ is matrix $\alpha$-positive if each $\varphi^{(k)}$ is locally positive (see 9) with respect to the cone $M_k (\mathcal{F}_m)_{\alpha}$. Hence each $\varphi^{(k)}$ is $M_k^\alpha$-fractionally $\alpha$-positive, in the sense that $\varphi^{(k)}$ is $\alpha$-compatible ($\varphi^{(k)} (b) = 0$ whenever $b = \alpha 0$) and $\varphi^{(k)} (b) (x,x) \geq 0, x \in \Delta^k$, whenever $b \in (M_k (\mathcal{F}_m))_{M_k^\alpha}^+$, $m \in M_0$. If $\Delta = \mathbb{C}$, then we have a matrix $\alpha$-positive functional $\varphi : \mathcal{F}_M \to \mathbb{C}$ whose canonical extensions $\varphi^{(k)} : M_k (\mathcal{F}_M) \to M_k$ are $M_k^\alpha$-fractionally $\alpha$-positive, respectively.

The following assertion is a simple corollary of Proposition 6.1. To compare with the commutative case we refer the reader to 25.

Corollary 7.1. Let $\varphi : \mathcal{F}_M \to SF (\Delta)$ be an inner-product mapping. The mapping $\varphi$ is $M_0$-fractionally $\alpha$-positive iff

$$\varphi (1_{H/m}) (x,x) = \sup \{| \varphi (T/m) (x,x) | : T \in \mathcal{F}_M, \| T \|_{\alpha} \leq 1 \}$$

for all $m \in M_0$, $x \in \Delta$.

Proof. Fix $x \in \Delta$. The mapping $\psi_x : \mathcal{F}_M \to \mathbb{C}, \psi_x (b) = \varphi (b) (x,x)$, is a linear functional. By its very definition, $\varphi$ is $M_0$-fractionally $\alpha$-positive iff all $\psi_x$ are $M_0$-fractionally $\alpha$-positive functionals (see Subsection 6.3). By Proposition 6.1 the functional $\psi_x$ is $M_0$-fractionally $\alpha$-positive if and only if $\psi_x (1_{H/m}) = \sup \{| \psi_x (T/m) | : T \in \mathcal{F}_M, \| T \|_{\alpha} \leq 1 \}$. That is,

$$\varphi (1_{H/m}) (x,x) = \psi_x (1_{H/m}) = \sup \{| \varphi (T/m) (x,x) | : T \in \mathcal{F}_M, \| T \|_{\alpha} \leq 1 \}$$

for all $m \in M_0$. \qed
Finally, we say that a linear mapping $\Psi : \mathcal{J}_M \to \mathcal{B}(K)$ is $m$-fractionally $\alpha$-positive if we have $\Psi(T(n^{-1}m)) \geq 0$ in $\mathcal{B}(K)$ for all $m, n \in M_0$ with $n \leq m$. By analogy, $\Psi$ is said to be $m$-fractionally matrix $\alpha$-positive if each $\Psi^{(k)} : M_k(\mathcal{J}_M) \to \mathcal{B}(K^k)$ is $(m \cdot 1_{H^k})$-fractionally $\alpha$-positive. That is,

$$
\Psi^{(k)}(T(n^{-1}m \cdot 1_{H^k})) \geq 0
$$

in $\mathcal{B}(\Delta^k_m)$ whenever $T \in M_k(\mathcal{J}_M)$, $T \geq_\alpha 0$, and $n \in M_0$, $n \leq m$.

7.3. **The quantum $\Delta$-measures.** Now we introduce the quantum $\Delta$-measures on the $C^*$-algebra $\mathcal{J}_M$ related to a unital subset of denominators $M$ in $C^*_\alpha(H)$, where $\Delta$ is an inner product space. For a linear mapping $\mu : \mathcal{J}_M/M \to SF(\Delta)$ and $x, y \in \Delta$, we use the notation $\mu_{x,y}$ to indicate the linear functional $\mu_{x,y} : \mathcal{J}_M/M \to \mathbb{C}$, $\mu_{x,y}(b) = \mu(b)(x, y)$. We also write $\mu_x$ instead of $\mu_{x,x}$. The polarization formula implies that

$$
4\mu_{x,y} = \mu_{x+y} - \mu_{x-y} + i\mu_{x+iy} - i\mu_{x-iy}
$$

for all $x, y \in \Delta$.

**Definition 7.2.** We define a **quantum $\Delta$-measure on $\mathcal{J}_M$ with support in $H_\alpha$** if we have a unital linear mapping $\mu : \mathcal{J}_M/M \to SF(\Delta)$ such that the mapping

$$
\mu^{[k]}_x : M_k(\mathcal{J}_M/M) \to M_k, \quad \mu^{[k]}_x(b) = \begin{bmatrix}
\mu^{(k)}_{x_1,x_1}(b) & \cdots & \mu^{(k)}_{x_k,x_1}(b) \\
\vdots & \ddots & \vdots \\
\mu^{(k)}_{x_1,x_k}(b) & \cdots & \mu^{(k)}_{x_k,x_k}(b)
\end{bmatrix}
$$

is $M^k_0$-fractionally $\alpha$-positive for each $x = [x_i] \in \Delta^k$, $k \in \mathbb{N}$, and for a certain unital cofinal subset $M_0 \subseteq M$ of positive denominators.

By analogy, replacing the local $\alpha$-positivity by the “global” one, it is defined as in Definition 7.2 as the **quantum $\Delta$-measure on $\mathcal{J}_M$ (with support in $\mathcal{D}$)**.

**Lemma 7.3.** If $\mu$ is a quantum $\Delta$-measure on $\mathcal{J}_M$ with support in $H_\alpha$, then each functional $\mu_x : \mathcal{J}_M/M \to \mathbb{C}$ is matrix $\alpha$-positive.

**Proof.** Indeed, by Definition 7.2 $\mu^{[1]}_x : \mathcal{J}_M/M \to \mathbb{C}$ is $M_0$-fractionally $\alpha$-positive for each $x \in \Delta$. But $\mu^{[1]}_x(b) = \mu_{x,x}^{(1)}(b) = \mu_x(b)$ for all $b \in \mathcal{J}_M/M$; that is, $\mu_x$ is $M_0$-fractionally $\alpha$-positive for all $x \in \Delta$. Moreover, if $y = [x, 0, \ldots, 0] \in \Delta^k$ and $b = [b_{ij}] \in (M_k(\mathcal{J}_M)/M^k_0)_\alpha$, then

$$
\mu^{[k]}_y(b) = \begin{bmatrix}
\mu^{(k)}_{x_1}(b) & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 0
\end{bmatrix} \geq 0,
$$

thanks to Definition 7.2. Whence $\mu^{(k)}_x(b) \geq 0$. Thus $\mu^{(k)}_x : M_k(\mathcal{J}_M)/M^k \to M_k$ is $M^k_0$-fractionally $\alpha$-positive, which means that $\mu_x : \mathcal{J}_M/M \to \mathbb{C}$ is matrix $\alpha$-positive (see Subsection 7.2).

**Lemma 7.4.** If $\mu$ is a quantum $\Delta$-measure on $\mathcal{J}_M$ with support in $H_\alpha$, then the relevant linear mapping $\mu : \mathcal{J}_M/M \to SF(\Delta)$ is an inner product mapping.
Proof. By Definition 7.2, \( \mu \) involves a unital cofinal subset \( M_0 \subseteq M \). Take \( m \in M_0 \). Since \( m \geq 0 \), it follows that \( \|m\|H_\alpha \|1_H \geq \alpha \) \( m \) or \( 1_H - \|m\|^{-1} \alpha \geq 0 \). But \( 1_H - \|m\|^{-1} \alpha \in \mathfrak{M} \) and \( (1_H - \|m\|^{-1} \alpha) / m \in (\mathfrak{M}/m)^+_{M,\alpha} \). Moreover, \( \|m\|^{-1} \alpha \in \mathfrak{M} \) \( (1_H - \|m\|^{-1} \alpha) / m = \|m\|^{-1} \alpha \). Fix \( x \in \Delta \setminus \{0\} \). Taking into account that \( \mu_x : \mathfrak{M}/M \to \mathbb{C} \) is \( M_0 \)-fractionally \( \alpha \)-positive (see Lemma 7.3 and \( 1_H/m \in (\mathfrak{M}/m)^+_{M_0,\alpha} \), we deduce that

\[
\mu(1_H/m)(x,x) = \mu_x(1_H/m) \geq \|m\|^{-1} \alpha \mu_x(1_H) = \|m\|^{-1} \alpha \|x\|^2 > 0.
\]

By Definition 7.1, \( \mu \) is an inner product mapping with the same cofinal subset \( M_0 \).

\[
\text{Theorem 7.1. The linear mapping } \mu : \mathfrak{M}/M \to SF(\Delta) \text{ is a quantum } \Delta \text{-measure on } \mathfrak{M} \text{ with support in } H_\alpha \text{ if and only if } \mu \text{ is an inner product mapping, which is matrix } \alpha \text{-positive. Moreover, in this case, } \mu(\mathfrak{M}/m) \subseteq SF_m(\Delta), m \in M_0, \text{ for a certain cofinal subset } M_0 \subseteq M.
\]

Proof. Assume that \( \mu \) is a quantum \( \Delta \)-measure on \( \mathfrak{M} \) with support in \( H_\alpha \). By Lemma 7.4, \( \mu : \mathfrak{M}/M \to SF(\Delta) \) is an inner product mapping with the same cofinal subset \( M_0 \). Take \( b = [b_{ij}] \in (M_0 / \mathfrak{M})^\alpha+ \), and fix \( x = [x_i] \in \Delta^k \). We set \( \epsilon_1,\ldots,\epsilon_k \) for the canonical basis in \( \mathbb{C}^k \), and \( \epsilon = [\epsilon_i] \) is the (column) vector in \( \mathbb{C}^k \). Then

\[
\begin{align*}
\mu(b)(x,x) &= \sum_{i,j=1}^k \mu(b_{ij})(x_j,x_i) = \sum_{i,j=1}^k \mu_{i,j}(b_{ij}) \\
&= \sum_{i,j} \langle \mu^{(k)}_{x_i,x_i}(b), \epsilon_j, \epsilon_i \rangle = \sum_i \left[ \begin{array}{ccc} \mu^{(k)}_{x_1,x_1}(b) & \cdots & \mu^{(k)}_{x_1,x_i}(b) \\ \vdots & \ddots & \vdots \\ \mu^{(k)}_{x_k,x_1}(b) & \cdots & \mu^{(k)}_{x_k,x_i}(b) \end{array} \right] \left[ \begin{array}{c} \epsilon_1 \\ \vdots \\ \epsilon_k \end{array} \right] \\
&= \left[ \mu^{(k)}_{x_i}(b) \right] \epsilon, \epsilon \rangle.
\end{align*}
\]

By Definition 7.2, \( \mu^\alpha_x(b) \geq 0 \). Therefore \( \langle \mu^\alpha_x(b), \epsilon, \epsilon \rangle \geq 0 \). It follows that \( \mu(b)(x,x) \geq 0 \); that is, \( \mu^{(k)}(b) \geq 0 \). Whence \( \mu^{(k)}(b) \) is \( M_0^\alpha \)-fractionally \( \alpha \)-positive (see Subsection 7.2). Using Corollary 7.1 infer that

\[
\sup \{ \mu(x)(T/m) : T \in \mathfrak{M}, \|T\|_\alpha \leq 1 \} = \mu(x)(1_H/m) = \|x\|^2_m
\]

for all \( m \in M_0, x \in \Delta \). Further, taking into account (7.2) and using the Parallelogram Law (see for instance [17.6.1.8]), we obtain that

\[
4|\mu(T/m)(x,y)| = 4|\mu_{x,y}(T/m)| \leq \|x+y\|^2_m + \|x-y\|^2_m + \|x+iy\|^2_m + \|x-iy\|^2_m
\]

\[
= 2 \left( \|x\|^2_m + \|y\|^2_m \right) + 2 \left( \|x\|^2_m + \|y\|^2_m \right) = 4 \left( \|x\|^2_m + \|y\|^2_m \right)
\]

whenever \( \|T\|_\alpha \leq 1 \). It follows that \( \|\mu(T/m)\|_m \leq 2 \); that is, \( \mu(T/m) \in SF_m(\Delta) \). Thus \( \mu(\mathfrak{M}/m) \subseteq SF_m(\Delta) \) for all \( m \in M_0 \). In particular, \( \mu(\mathfrak{M}/M) \subseteq SF_0(\Delta) \).
Now assume that \( \mu \) is a matrix \( \alpha \)-positive inner product mapping. Fix \( x = [x_j] \in \Delta^k \) and \( b = [b_{ts}] \in (M_k (\mathcal{J}_M / M_k^*)^+) \). Let us prove that \( \mu^{[k]} (b) \geq 0 \) in \( M_k \) (see Definition 7.2). Take \( \xi = [\xi_i] \in \mathbb{C}^k \), where each \( \xi_i = [\xi_{ij}] \in \mathbb{C}^k \) is the (column) vector. Put also \( \tilde{\xi} = [\xi_{ij}] \in M_k \). Then

\[
\left\langle \mu^{[k]} (b) \xi, \xi \right\rangle = \sum_j \left\langle \begin{bmatrix} \mu^{(k)}_{x_j,x_1} (b) \\ \vdots \\ \mu^{(k)}_{x_j,x_k} (b) \end{bmatrix} \xi_j, \xi \right\rangle = \sum_{j,i} \mu^{(k)}_{x_j,x_i} (b) \xi_j \xi_i \xi_k = \sum_{j,i,s,t} \xi_{js} \mu_{x_j,x_i} (b_{ts}) \xi_{it} = \sum_{j,i,s,t} \xi_{js} \mu (b_{ts}) \xi_{it} \xi_{is} \xi_{it} \geq 0,
\]

where \( \mu \) is matrix \( \alpha \)-positive. Thus \( \mu \) is a quantum \( \Delta \)-measure on \( \mathcal{J}_M \) with support in \( H_\alpha \).

7.4. \textbf{The quantum} \( \mathcal{B} (K) \)-\textbf{valued measures.} Now again let \( \Delta \) be an inner product space whose completion is \( K \) and let \( \Psi : \mathcal{J}_M \to \mathcal{B} (K) \) be a linear mapping. The mapping \( \Psi \) can be extended up to a linear mapping \( \mu : \mathcal{J}_M / M \to \mathcal{S} F (\Delta) \) by the following canonical method. A few elements \( x, y \in \Delta \) determines the linear functional

\[
\mu_{x,y} : \mathcal{J}_M \to \mathbb{C}, \quad \mu_{x,y} (T) = \langle \Psi (T) x, y \rangle.
\]

Assume they admit linear extensions \( \bar{\mu}_{x,y} : \mathcal{J}_M / M \to \mathbb{C} \) such that the mapping \( \Delta \times \Delta \to \mathbb{C}, (x, y) \mapsto \bar{\mu}_{x,y} (b) \), is a sesquilinear form on \( \Delta \) for each \( b \in \mathcal{J}_M / M \). Hence we have a linear mapping

\[
\mu : \mathcal{J}_M / M \to \mathcal{S} F (\Delta), \quad \mu (b) (x, y) = \bar{\mu}_{x,y} (b).
\]

In this case, we say that \( \mu : \mathcal{J}_M / M \to \mathcal{S} F (\Delta) \) is a \textit{sesquilinear extension of the linear mapping} \( \Psi : \mathcal{J}_M \to \mathcal{B} (K) \).

\textbf{Definition 7.3.} A unital linear mapping \( \Psi : \mathcal{J}_M \to \mathcal{B} (K) \) is said to be a \textit{quantum} \( \mathcal{B} (K) \)-\textbf{valued measure on} \( \mathcal{J}_M \) with support in \( H_\alpha \) if it has a sesquilinear extension \( \mu : \mathcal{J}_M / M \to \mathcal{S} F (\Delta) \) which is a \textit{quantum} \( \Delta \)-\textbf{measure on} \( \mathcal{J}_M \) with support in \( H_\alpha \).

Note that a quantum \( \mathcal{B} (K) \)-valued measure \( \Psi : \mathcal{J}_M \to \mathcal{B} (K) \) is a matrix \( \alpha \)-positive mapping automatically. Indeed, take \( b \in M_k (\mathcal{J}_M) \) such that \( b \geq_\alpha 0 \) and
take \( x \in \Delta^k \). Then
\[
\left\langle \Psi^{(k)}(b) x, x \right\rangle = \sum_{i,j} \langle \Psi(b_{ij}) x_j, x_i \rangle = \sum_{i,j} \mu_{x_j,x_i}(b_{ij})
\]
\[
= \sum_{i,j} \tilde{\mu}_{x_j,x_i}(b_{ij}) = \sum_{i,j} \mu(b_{ij})(x_j, x_i)
\]
\[
= \mu^{(k)}(b)(x,x) \geq 0
\]
for \( b = b/1_{D^k} \in (M_k(\mathbb{J}_M) / 1_{D^k})_\alpha \subseteq (M_k(\mathbb{J}_M) / 1_{D^k})_{M^k,\alpha} \) (see Remark 6.1).

The following assertion describes the quantum scalar measures.

**Proposition 7.1.** Assume that \( \Delta = K = \mathbb{C} \) and that \( \Psi : \mathbb{J}_M \to \mathbb{C} \) is a unital linear functional. Then \( \Psi \) determines a quantum \( \mathbb{C} \)-valued measure on \( \mathbb{J}_M \) with support in \( H_\alpha \) if and only if \( \Psi \) extends up to a matrix \( \alpha \)-positive functional \( \tilde{\Psi} : \mathbb{J}_M / M \to \mathbb{C} \) such that \( \tilde{\Psi}(1_H/m) > 0 \) for all \( m \in M_0 \), where \( M_0 \subseteq M \) is a cofinal subset. In particular,
\[
\|\tilde{\Psi}_m\|_{m,\alpha}^{ch} = \tilde{\Psi}(1_H/m) \quad \text{for all} \ m \in M_0.
\]

**Proof.** First, assume that \( \Psi \) determines a quantum \( \mathbb{C} \)-measure \( \mu : \mathbb{J}_M / M \to SF(\mathbb{C}) \) on \( \mathbb{J}_M \) with support in \( H_\alpha \). Using Lemma 7.3 and Definition 7.3, we conclude that each \( \mu_x : \mathbb{J}_M \to \mathbb{C}, \mu_x(T) = |x|^2 \Psi(T), x \in \mathbb{C} \), has a matrix \( \alpha \)-positive extension \( \tilde{\mu}_x : \mathbb{J}_M / M \to \mathbb{C} \). In particular, \( \Psi = \mu_1 \) (1 is the unit in \( \mathbb{C} \)) extends up to a matrix \( \alpha \)-positive mapping \( \tilde{\mu}_1 \). It remains to set \( \tilde{\Psi} = \tilde{\mu}_1 \). Note that \( \tilde{\Psi}(1_H/m) = \tilde{\mu}_1(1_H/m) = \mu(1_H/m) > 0 \) for all \( m \in M_0 \).

Now assume that \( \tilde{\Psi} \) extends up to a matrix \( \alpha \)-positive functional \( \tilde{\Psi} : \mathbb{J}_M / M \to \mathbb{C} \) such that \( \tilde{\Psi}(1_H/m) > 0 \) for all \( m \in M_0 \). So, all extensions \( \tilde{\Psi}^{(k)} : M_k(\mathbb{J}_M / M) \to M_k \) are \( M_k^+ \)-fractionally \( \alpha \)-positive. Then all functionals \( \mu_{x,y} : \mathbb{J}_M \to \mathbb{C}, \mu_{x,y}(T) = x\tilde{\Psi}(T)y, x,y \in \mathbb{C}, \) have linear extensions \( \tilde{\mu}_{x,y} : \mathbb{J}_M / M \to \mathbb{C}, \tilde{\mu}_{x,y}(b) = x\tilde{\Psi}(b)y \).

Evidently, the mapping \( \mathbb{C} \times \mathbb{C} \to \mathbb{C}, (x,y) \to \tilde{\mu}_{x,y}(b) \) is a sesquilinear form for each \( b \in \mathbb{J}_M / M \), and we have a well defined linear mapping
\[
\mu : \mathbb{J}_M / M \to SF(\mathbb{C}), \quad \mu(b)(x,y) = \tilde{\mu}_{x,y}(b).
\]
Note that \( \mu(1_H/m)(x,x) = \tilde{\mu}_x(1_H/m) = |x|^2 \tilde{\Psi}(1_H/m) > 0 \) if \( x \in \mathbb{C} \setminus \{0\} \). It remains to prove that \( \mu \) is a quantum \( \Delta \)-measure with support in \( H_\alpha \); that is, \( \mu_x^{[k]}(b) \geq 0 \) (see Definition 7.2) whenever \( x = [x_i] \in \mathbb{C}^k \) and \( b \in (M_k(\mathbb{J}_M) / M_0^k)_{\alpha} \).

Note that \( \tilde{\mu}_{x,y}^{(k)}(b) = x\tilde{\Psi}^{(k)}(b)y \) for all \( x,y \in \mathbb{C} \). It follows that
\[
\mu_x^{[k]}(b) = \begin{bmatrix}
x_1 \tilde{\Psi}^{(k)}(b) \mathfrak{T}_1 & \cdots & x_k \tilde{\Psi}^{(k)}(b) \mathfrak{T}_1 \\
\vdots & \ddots & \vdots \\
x_1 \tilde{\Psi}^{(k)}(b) \mathfrak{T}_k & \cdots & x_k \tilde{\Psi}^{(k)}(b) \mathfrak{T}_k
\end{bmatrix}
\]
\[
= \begin{bmatrix}
\mathfrak{T}_1 I_k & \vdots & \mathfrak{T}_k I_k \\
\tilde{\Psi}^{(k)}(b) [x_1 I_k & \cdots & x_k I_k].
\end{bmatrix}
\]
By assumption, \( \tilde{\Psi} \) is matrix \( \alpha \)-positive, therefore \( \tilde{\Psi}^{(k)}(b) \geq 0 \) in \( M_k \). It follows that \( \mu_x^{[k]}(b) \geq 0 \) in \( M_{k^2} \). Thus \( \mu \) is a quantum \( \Delta \)-measure.
Finally, note that \( \|\tilde{\Psi}_m\|_{\alpha} = \sup \left\{ \left| \tilde{\Psi} (T/m) \right| : T \in \mathfrak{J}_M, \|T\|_\alpha \leq 1 \right\} = \tilde{\Psi} (1_H/m) \) thanks to Proposition 6.1. Using Lemma 6.4 and [13, Lemma 5.2] (see also [12, 2.2.3]), we derive that \( \|\tilde{\Psi}_m\|_{\alpha,cb} = \|\tilde{\Psi}_m\|_{\alpha} = \tilde{\Psi} (1_H/m) \) for all \( m \in M_0 \). □

Thus unital matrix positive functionals \( \mu : \mathfrak{J}_M/M \to \mathbb{C} \) determine quantum scalar measures on the C*-algebra \( \mathfrak{J}_M \).

The following lemma is very similar to one in [2, Lemma 2.4] proved for the commutative case. For convenience, we present all details.

**Lemma 7.5.** Let \( \psi : \mathfrak{J}_M/M \to SF (\Delta) \) be an inner-product mapping, which determines a family \( \Delta_m, m \in M_0, \) of Hilbert space completions of \( \Delta \). If \( \psi_m \) is \( M_0 \)-fractionally \( \alpha \)-positive, then

\[
\psi (T/m) (x,y) = \langle \Psi_m (T) x, y \rangle_m, \quad T \in \mathfrak{J}_M, \quad x,y \in \Delta,
\]

for the uniquely determined unital \( \alpha \)-positive linear mapping \( \Psi_m : \mathfrak{J}_M \to \mathcal{B} (\Delta_m) \), \( m \in M_0 \). In this case, \( \psi_m \) is matrix \( \alpha \)-contractive iff \( \Psi_m \) is as well. Further, \( \psi_m \) is matrix \( \alpha \)-positive iff \( \Psi_m \) is \( m \)-fractionally matrix \( \alpha \)-positive on \( \mathfrak{J}_M \). Finally, if \( n \leq m \) for some \( n,m \in M_0 \), then there is a unique \( \alpha \)-positive mapping \( \Psi_{m,n} : \mathfrak{J}_M \to \mathcal{B} (\Delta_n) \) such that

\[
\langle \Psi_{m,n} (T) x, y \rangle_n = \psi (T/n) (x, y) = \langle \Psi_m (T n^{-1} m) x, y \rangle_m
\]

for all \( x,y \in \Delta \). In this case, \( \Psi_{m,n} \) is matrix \( \alpha \)-contractive iff \( \psi_n \) is as well. Moreover, \( \Psi_{m,n} \) is \( n \)-fractionally matrix \( \alpha \)-positive iff \( \psi_n \) is matrix \( \alpha \)-positive.

**Proof.** Take \( T \in \mathfrak{J}_M \) such that \( T \geq 1_H/m - T/m \geq 0 \) in \( \mathfrak{J}_M/M \) for \( \|T\|_\alpha 1_H/m - T/m \geq 0 \) in \( \mathfrak{J}_M/M \). Then \( \|T\|_\alpha 1_H/m - T/m \geq 0 \) in \( \mathfrak{J}_M/M \). Hence \( \|T\|_\alpha \psi_m (1_H/m) (x,x) - \psi_m (T/m) (x,x) \geq 0 \); that is, \( \psi_m (T/m) (x,x) \leq \|T\|_\alpha (x,x) m \) for all \( x \in \Delta \). Note that \( \psi_m (T/m) (x,y), x,y \in \Delta \), is a positive semi-definite form on \( \Delta \). Using the Cauchy-Schwarz inequality [17, 6.1.5], we infer that

\[
|\psi_m (T/m) (x,y)| \leq \|T\|_\alpha \|x\|_m \|y\|_m
\]

for all \( x,y \in \Delta \). Using the density of \( \Delta \) in \( \Delta_m \), we conclude that the latter inequality holds for all \( x,y \in \Delta_m \). Whence \( \psi_m (T/m) (x,y) = \langle \Psi_m (T/m) H_a, x,y \rangle_m \) for a positive operator \( \Psi_m (T/m) H_a \in \mathcal{B} (\Delta_m) \) (see for instance [17, 6.5.3]). Moreover, \( \Psi_m (T/m) H_a + S H_a = \Psi_m (T H_a) + \Psi_m (S) H_a \) and \( \Psi_m (r T H_a) = r \Psi_m (T H_a) \) for all \( \alpha \)-positive \( T, S \) and a positive \( r \in \mathbb{R} \). Let us remark that each element of the C*-algebra \( \mathfrak{J}_\alpha = \pi_\alpha (\mathfrak{J}_M) \) is a linear combination of four positive operators from \( \mathfrak{J}_\alpha \). Therefore \( \psi_m (T/m) (x,y) = \langle \Psi_m (T/m) H_a, x,y \rangle_m \) for a positive linear mapping \( \Psi_m : \mathfrak{J}_\alpha \to \mathcal{B} (\Delta_m) \). It remains to set \( \Psi_m = \Psi_m \pi_\alpha \). Note also that \( \langle \psi_m (1_H) x, y \rangle_m = \psi_m (1_H/m) (x,y) = \langle x,y \rangle_m \); that is, \( \psi_m (1_H) = 1_{\Delta_m} \). Hence \( \Psi_m : \mathfrak{J}_M \to \mathcal{B} (\Delta_m) \) is a unital \( \alpha \)-positive mapping.

As we have indicated above (see [6,2]), \( \mathfrak{M}_k (\mathfrak{J}_M/m) \subset C^*_\mathfrak{J}_\alpha (H^k) / (m \cdot 1_{H^k}) \), \( k \in \mathbb{N} \). Moreover, \( \psi_m^{(k)} (T/m \cdot 1_{H^k}) (x,y) = \sum_{i=1}^{m} \psi_m (T_{ij}/m) (x,y) \) for all \( T = [T_{ij}] \in \mathfrak{M}_k (\mathfrak{J}_M), x = [x], y = [y] \in \Delta^k \). It follows that

\[
\psi_m^{(k)} (T/m \cdot 1_{H^k}) (x,y) = \sum_{i,j=1}^{m} \langle \Psi_m (T_{ij}) x_j, y_i \rangle_m = \langle \Psi_m^{(k)} (T) x, y \rangle_m.
\]
where $\Psi_m^{(k)} : M_k(\mathcal{J}_M) \to \mathcal{B}(\Delta_m^k)$ is the canonical extension of $\Psi_m$. Further,

$$\left\| \psi_m^{(k)}(T / (m \cdot 1_{H^k})) \right\|^{(k)}_m = \sup \left\{ \left\| \psi_m^{(k)}(T / (m \cdot 1_{H^k}))(x, y) \right\|_m : \|x\|_m^{(k)} \leq 1, \|y\|_m^{(k)} \leq 1 \right\}$$

$$= \sup \left\{ \left\langle \psi_m^{(k)}(T) x, y \right\rangle_m^{(k)} : x, y \in \Delta_m^k, \|x\|_m^{(k)} \leq 1, \|y\|_m^{(k)} \leq 1 \right\}$$

$$= \left\| \psi_m^{(k)}(T) \right\|_{\mathcal{B}(\Delta_m^k)}.$$ 

It follows that

$$\left\| \psi_m^{(k)} \right\|^{(k)}_{m,\alpha} = \sup \left\{ \left\| \psi_m^{(k)}(T / (m \cdot 1_{H^k})) \right\|^{(k)}_m : \|T\|_{H^k} \leq 1 \right\} = \left\| \psi_m^{(k)} \right\|^{(k)}_{\alpha}.$$ 

In particular, $\|\psi_m\|^{cb}_{m,\alpha} = \sup \left\{ \left\| \psi_m \right\|^{(k)}_{m,\alpha} : k \in \mathbb{N} \right\} = \sup \left\{ \left\| \psi_m \right\|^{(k)}_{m,\alpha} : k \in \mathbb{N} \right\} = \|\psi_m\|^{cb}_{\alpha}. \text{ Therefore, } \psi_m \text{ is matrix } \alpha\text{-contractive iff } \Psi_m \text{ is as well.}$

Now take an $M_k^k$-fractionally $\alpha$-positive element $b$ in $M_k(\mathcal{J}_M) / (m \cdot 1_{H^k})$; that is,

$$b \in (M_k(\mathcal{J}_M) / (m \cdot 1_{H^k}))^+_{M_k^k,\alpha}.$$ 

Then $b = \sum_{i=1}^t T_i / (n_i \cdot 1_{H^k})$ for some $n_i \in M_0$, $n_i \leq m$, and $T_i \geq \alpha$ 0 in $C^*_\mathcal{E}k(H^k)$, $1 \leq i \leq t$. It follows that

$$\psi_m^{(k)}(b)(x, x) = \sum_{i=1}^t \psi_m^{(k)}(T_i / (n_i \cdot 1_{H^k}))(x, x)$$

$$= \sum_{i=1}^t \psi_m^{(k)}(T_i (n_i^{-1} m \cdot 1_{H^k}) / (m \cdot 1_{H^k}))(x, x)$$

$$= \sum_{i=1}^t \left\langle \psi_m^{(k)}(T_i (n_i^{-1} m \cdot 1_{H^k}))(x, x) \right\rangle_m^{(k)}$$

$$= \left\langle \psi_m^{(k)} \left( \sum_{i=1}^t T_i (n_i^{-1} m \cdot 1_{H^k}) \right) x, x \right\rangle_m^{(k)}$$

for all $k \in \mathbb{N}$. Using the density of $\Delta$ in $\Delta_m$, we derive that $\psi_m^{(k)}$ is $m\text{-fractionally } \alpha\text{-positive (see Subsection 7.2) if } \psi_m^{(k)} \text{ is } M_k^k \text{-fractionally } \alpha\text{-positive (that is, with respect to the cone } (M_k(\mathcal{J}_M) / (m \cdot 1_{H^k}))^+_{M_k^k,\alpha}. \text{ Whence } \Psi_m \text{ is } m\text{-fractionally matrix } \alpha\text{-positive.}$

Now let $n \leq m$ for some $n \in M_0$. Then $\mathcal{J}_M / n \subseteq \mathcal{J}_M / m$ (see Lemma 5.2). Moreover, $(\mathcal{J}_M / n)^+_{M_0,\alpha} \subseteq (\mathcal{J}_M / m)^+_{M_0,\alpha}$ thanks to Lemma 6.6. Therefore if $\psi$ is positive with respect to the cone $(\mathcal{J}_M / m)^+_{M_0,\alpha}$, then it is positive with respect to the cone $(\mathcal{J}_M / n)^+_{M_0,\alpha}$ too. Therefore $\psi(T/n)(x, y) = \left\langle \psi_m(T) x, y \right\rangle_n$, $x, y \in \Delta$, for the uniquely determined $\alpha$-positive linear mapping $\psi_{m,n} : \mathcal{J}_M \to \mathcal{B}(\Delta_n)$. It follows that

$$\left\langle \psi_{m,n}(T) x, y \right\rangle_n = \psi(Tn^{-1}m/m)(x, y) = \left\langle \psi_m(Tn^{-1}m) x, y \right\rangle_m.$$
for all \( x, y \in \Delta \). In particular,
\[
\left\langle \Psi^{(k)}_{m,n}(T) x, y \right\rangle_n^{(k)} = \psi^{(k)}_{m,n}(T / (n \cdot 1_{H^*})) (x, y)
\]
\[
= \psi^{(k)}_{m,n}(T (n^{-1} m \cdot 1_{H^*}) / (m \cdot 1_{H^*})) (x, y)
\]
\[
= \left\langle \Psi^{(k)}_{m}(T (n^{-1} m \cdot 1_{H^*})) x, y \right\rangle_m^{(k)}
\]
for all \( T \in M_k(\mathbb{M}_M) \), \( x, y \in \Delta^k \), \( k \in \mathbb{N} \). Thus \( \psi_n \) is matrix \( \alpha \)-contractive iff \( \Psi_{m,n} \) is as well. By analogy, \( \Psi_{m,n} \) is \( n \)-fractionally matrix \( \alpha \)-positive iff \( \psi_n \) is matrix \( \alpha \)-positive. \( \square \)

**Remark 7.1.** Let \( \psi : \mathbb{M}_M / M \to SF(\Delta) \) be an inner-product mapping which is \( M_0 \)-fractionally \( \alpha \)-positive. Put \( \psi_{m,x} : \mathbb{M}_M / m \to \mathbb{C} \), \( \psi_{m,x}(T / m) = \psi_{m}(T / m)(x, x) \), which is a linear functional. Using Corollary 7.1, we infer that
\[
\psi_{m,x}(1_H / m) = \psi(1_H / m)(x, x) = \sup \left\{ \| \psi(T / m)(x, x) \| : T \in \mathbb{M}_M, \| T \|_\alpha \leq 1 \right\}
\]
\[
= \sup \left\{ \| \psi_{m,x}(b) \| : b \in \mathbb{M}_M, \| b \|_{m,\alpha} \leq 1 \right\}
\]
\[
= \psi_{m,x} \|_{m,\alpha}
\]
for all \( m \in M_0 \), \( x \in \Delta \). If \( F_M = \sum_{m \in M} F_m \) is a fractional space in \( \mathbb{M}_M / M \) and \( \phi : F_M \to SF(\Delta) \) is a unital linear mapping, then we shall use the notation \( \phi_{m,x} = \psi(T / m)(x, x) \), \( x \in \Delta, m \in M_0 \).

Let \( \psi : \mathbb{M}_M / M \to SF(\Delta) \) be an inner-product mapping which is matrix \( \alpha \)-positive. By its very definition, all restrictions \( \psi_m \), \( m \in M_0 \), are matrix \( \alpha \)-positive for a certain cofinal subset \( M_0 \subseteq M \). By Lemma 7.2,
\[
\psi(T / m)(x, y) = \langle \Psi_m(T) x, y \rangle_m, \quad x, y \in \Delta,
\]
for the uniquely determined unital \( m \)-fractionally matrix \( \alpha \)-positive mappings \( \Psi_m : \mathbb{M}_M \to B(\Delta_m) \), \( m \in M_0 \). If \( K = \Delta_{1_H} \), \( (m = 1_H \in M_0) \) and \( \Psi = \Psi_{1_H} \), then \( \Psi : \mathbb{M}_M \to B(K) \) is a unital matrix \( \alpha \)-positive mapping (see Subsection 7.2).

**Proposition 7.2.** If \( \psi : \mathbb{M}_M / M \to SF(\Delta) \) is a quantum \( \Delta \)-measure on the \( C^* \)-algebra \( \mathbb{M}_M \) with support in \( H_a \), then the mapping \( \Psi = \Psi_{1_H} : \mathbb{M}_M \to B(K) \) determines a quantum \( B(K) \)-valued measure on \( \mathbb{M}_M \) with support in \( H_a \) such that \( \psi \) is a sesquilinear extension of \( \Psi \).

**Proof.** By Theorem 7.1 \( \psi : \mathbb{M}_M / M \to SF(\Delta) \) is a matrix \( \alpha \)-positive inner-product mapping. We have to prove that \( \psi \) is a sesquilinear extension of \( \Psi \) (see Definition 7.3). We set \( \mu_{x,y}(T) = \langle \Psi(T) x, y \rangle \) for \( T \in \mathbb{M}_M \) and \( x, y \in \Delta \). One may extend \( \mu_{x,y} \) to the rational functions from \( \mathbb{M}_M / M \) in the following way. Take \( T/m \in \mathbb{M}_M / m \). Put
\[
\bar{\mu}_{x,y}(T/m) = \langle \Psi_m(T) x, y \rangle_m = \psi(T/m)(x, y).
\]
If \( m = 1_H \), then \( \bar{\mu}_{x,y}(T / 1_H) = \langle \Psi_{1_H}(T) x, y \rangle = \langle \Psi(T) x, y \rangle = \mu_{x,y}(T) \); that is, \( \bar{\mu}_{x,y} \) extends \( \mu_{x,y} \). If \( n \geq m, m, n \in M_0 \), then \( \bar{\mu}_{x,y}(T/n) = \psi(T/n)(x, y) = \psi(T n^{-1} m / (m \cdot 1_{H^*})) (x, y) = \mu_{x,y}(T n^{-1} m / m) \). Moreover,
\[
\bar{\mu}_{x,y}(T m / m) = \psi(T m / m)(x, y) = \psi(T n / m)(x, y) = \bar{\mu}_{x,y}(T m / n),
\]
whence \( \bar{\mu}_{x,y}(T m / m) = \bar{\mu}_{x,y}(T / 1_H) = \mu_{x,y}(T) \). Thus all \( \bar{\mu}_{x,y} \) are well defined extensions of \( \mu_{x,y} \), respectively. Obviously, the sesquilinear form \( \Delta \times \Delta \to \mathbb{C} \),
(x, y) → \tilde{\mu}_{x,y}(b) is just \psi(b) for each b ∈ ℳ/M. Consequently, \psi : ℳ/M → SF(Δ) is a sesquilinear extension of Ψ.

7.5. The admissible inner product mapping. Let \mathcal{F}_M = \sum_{m∈M} \mathcal{F}_m be a fractional space in ℳ/M and let \phi : \mathcal{F}_M → SF(Δ) be an inner-product mapping. So, we have a family Δ_m, m ∈ M_0, of Hilbert space completions of Δ (see Definition 7.1). The following definition plays a crucial role.

Definition 7.4. We say that \phi : \mathcal{F}_M → SF(Δ) is an α-admissible inner product mapping if \phi_m(T/m)(x, y) = \langle ψ_m(T)x, y⟩_m for some m-fractionally matrix α-positive mapping Ψ_m : ℳ → B(Δ_m) for each m ∈ M_0.

If \mu : ℳ/M → SF(Δ) is a quantum Δ-measure on ℳ with support in H_α, then μ is a matrix α-positive inner product mapping by Theorem 7.1. In particular, each \mu_m is matrix α-positive. Using Lemma 7.5 we derive that \mu_m(T/m)(x, y) = \langle ψ_m(T)x, y⟩_m for some m-fractionally matrix α-positive mapping Ψ_m : ℳ → B(Δ_m), thereby \mu is α-admissible.

Lemma 7.6. Let \mathcal{F}_M = \sum_{m∈M} \mathcal{F}_m be a fractional space in ℳ/M and let \phi : \mathcal{F}_M → SF(Δ) be a matrix α-contractive inner-product mapping. There are matrix α-positive and matrix α-contractive mappings Ψ_m : ℳ → B(Δ_m) such that \phi_m(T/m)(x, y) = \langle ψ_m(T)x, y⟩_m for all T/m ∈ \mathcal{F}_m, m ∈ M_0, where M_0 is a unital cofinal subset in M.

Proof. Since \phi is an inner-product mapping, we have a unital cofinal subset M_0 ⊆ M. Fix m ∈ M_0. If T/m ∈ \mathcal{F}_m, then |\phi_m(T/m)(x, y)| ≤ \|\phi_m(T/m)\|_m \|x\|_m \|y\|_m ≤ \|\phi_m\|_{\text{tr}} \|x\|_m \|y\|_m ≤ \|T\|_α \|x\|_m \|y\|_m. Using the density of Δ in Δ_m, infer that φ_m(T/m) is a bounded form on Δ_m. There exists a unique operator \Phi_m(T/H_α) ∈ B(Δ_m) such that

\phi_m(T/m)(x, y) = \langle \Phi_m(T/H_α)x, y⟩_m = \phi(1_T/m)(\Phi_m(T/H_α)x, y)

for all x, y ∈ Δ. Thus we have a unital linear mapping \Phi_m : \mathcal{F}(m) → B(Δ_m), \Phi_m(T) = \Phi_m(T/H_α), where \mathcal{F}(m) = \{T ∈ ℳ : T/m ∈ \mathcal{F}_m\} is a subspace in ℳ. With \|\phi_m\|_{\text{tr}} ≤ 1 in mind, we infer that Φ_m is a matrix α-contraction. Indeed, Φ_m(T/m(1_T/m)) \langle x, y⟩ = \langle Φ_m(T)x, y⟩_m for all T = [T]_j ∈ C_k(H^k), T_j/m ∈ \mathcal{F}_m, x = [x_i], y = [y_i] ∈ Δ^k. In particular, \|Φ_m(T/m(1_T/m))\|_m = \|Φ_m(T)\|_{B(Δ^k)} . It follows that

\|Φ_m\|_{\text{tr}} = \sup \left\{ \|Φ_m(T)\|_{B(Δ^k)} : T ∈ M_k \left(\mathcal{F}(m)\right), \|T\|_{H_k} ≤ 1 \right\}

= \sup \left\{ \|Φ_m(T/m(1_T/m))\|_m : T/m(1_T/m) ∈ M_k(\mathcal{F}_m), \|T\|_α ≤ 1 \right\}

= \|Φ_m\|_{\text{tr}} .

In particular, \|Φ_m\|_{\text{tr}} = \sup \left\{ \|Φ_m\|_m(k) : k ∈ N \right\} = \|φ_m\|_{\text{tr}} ≤ 1. Therefore, Φ_m is a matrix α-contraction. It follows that it can be extended up to a matrix α-contractive mapping Ψ_m : ℳ → B(Δ_m) thanks to the Hahn-Banach theorem 26.
Theorem 2.3.1] (see also [9]). Since \( J_M \) is a normed quantum system (or operator system) on \( H \) and \( \Psi_m \) is unital, it follows that \( \Psi_m \) is matrix \( \alpha \)-positive too [12 5.1.2], [9].

**Lemma 7.7.** If \( \phi : F_M \to SF(\Delta) \) is an \( \alpha \)-admissible inner product mapping, then \( \phi \) is matrix \( \alpha \)-contractive.

**Proof.** By Definition 7.4 there is an \( m \)-fractionally matrix \( \alpha \)-positive mapping \( \Psi_m : J_M \to B(\Delta_m) \) such that \( \phi_m(T/m)_{(x,y)} = \langle \Psi_m(T)x,y \rangle_m \). Evidently, \( m \)-fractionally matrix \( \alpha \)-positivity involves matrix \( \alpha \)-positivity. Being a unital mapping, each \( \Psi_m \) is matrix \( \alpha \)-contractive [9, 12, 5.1.2]. As in the proof of Lemma 7.6 we have \( \|\phi_m^{(k)}(T/(m \cdot 1_{H^k}))\|^{(k)}_m = \|\Psi_m^{(k)}(T)\|_{B(\Delta^k)} \); that is,

\[
\|\phi_m^{(k)}\|^{(k)}_{m,\alpha} = \sup \left\{ \|\phi_m^{(k)}(T/(m \cdot 1_{H^k}))\|^{(k)}_m : T/(m \cdot 1_{H^k}) \in \mathbb{M}_k(F_M), \|T\|^{(k)}_\alpha \leq 1 \right\} 
\]

\[
\leq \|\Psi_m^{(k)}\|^{(k)}_{\alpha}.
\]

The assumption \( T/(m \cdot 1_{H^k}) \in \mathbb{M}_k(F_M) \) just restricts the set of those \( T \) in the latter inequality. In particular,

\[
\|\phi_m\|^{ch}_{m,\alpha} \leq \sup \left\{ \|\phi_m^{(k)}\|^{(k)}_{m,\alpha} : k \in \mathbb{N} \right\} \leq \sup \left\{ \|\Psi_m^{(k)}\|^{(k)}_{\alpha} : k \in \mathbb{N} \right\} = \|\Psi_m\|^{ch}_{\alpha} \leq 1.
\]

Therefore, \( \phi_m \) is a matrix \( \alpha \)-contraction for each \( m \in M_0 \). \( \square \)

Note that we cannot assert that a matrix \( \alpha \)-contractive inner-product mapping is automatically \( \alpha \)-admissible. By Lemma 7.6 each mapping \( \Psi_m : J_M \to B(\Delta_m) \) is matrix \( \alpha \)-positive and matrix \( \alpha \)-contractive. But we do not know whether \( \Psi_m \) is \( m \)-fractionally matrix \( \alpha \)-positive. That depends on the particular choice of the mapping \( \phi \) or the \( C^* \)-algebra \( J_M \) related to the denominator set \( M \). In the commutative case each matrix \( \alpha \)-contractive mapping \( \phi : F_M \to SF(\Delta) \) is admissible. All details will be presented in the next section. The following noncommutative case presents an interest to be considered too.

**Theorem 7.2.** Let \( F_M = \sum_{m \in M} F_m \) be a fractional space in \( J_M/M \) and let \( \phi : F_M \to SF(\Delta) \) be a matrix \( \alpha \)-contractive inner-product mapping. Assume that \( m/n^2 \in F_M \) and that there is a positive number \( \lambda_{n,m} \) with

\[
\lambda_{n,m} \phi(1/m) = \phi(1/n) = \frac{1}{\lambda_{n,m}} \phi(m/n^2)
\]

whenever \( n \leq m, n, m \in M_0 \). Then \( \phi \) is \( \alpha \)-admissible.

**Proof.** By Lemma 7.6 \( \phi_m(T/m)(x,y) = \langle \Psi_m(T)x,y \rangle_m \) for a matrix \( \alpha \)-positive and matrix \( \alpha \)-contractive mapping \( \Psi_m : J_M \to B(\Delta_m) \), \( m \in M_0 \). Then

\[
\langle \Psi_m(n^{-1}m)x,y \rangle_m = \phi((n^{-1}m)/m)(x,y) = \phi(1/n)(x,y) = \langle x,y \rangle_n = \lambda_{n,m} \phi(1/m)(x,y) = \lambda_{n,m} \langle x,y \rangle_m = \langle \lambda_{n,m}x,y \rangle_m
\]
for all $x,y \in \Delta$. Using the density of $\Delta$ in $\Delta_m$, we infer that $\Psi_m(n^{-1}m) = \lambda_{n,m}1_{\Delta_m}$. Further, note that
\[
(mn^{-1}) |H_\beta| = (m|H_\beta)(n|H_\beta)^{-1} = ((n|H_\beta)^{-1}(m|H_\beta))^* = ((n^{-1}m)|H_\beta)^* = (n^{-1}m)^*|H_\beta
\]
for all $\beta \in \Lambda$. Whence $(n^{-1}m)^* = mn^{-1}$. With $(n^{-1}m)^* \in \mathcal{J}_M$ in mind, we infer that
\[
\langle \Psi_m((n^{-1}m)^*(n^{-1}m))x,y \rangle_m = \phi(mn^{-2}m/m)(x,y) = \phi(m/n^2)(x,y) = \lambda_{n,m}\phi(1/n)(x,y) = \lambda_{n,m}^2\phi(1/m)(x,y) = \langle \lambda_{n,m}^2x,y \rangle_m
\]
for all $x,y \in \Delta$. Whence $\Psi_m((n^{-1}m)^*(n^{-1}m)) = \lambda_{n,m}^21_{\Delta_m} = \Psi_m(n^{-1}m)^2$. Using [12, Corollary 5.2.2] (see also [9, Corollary 5.5]), we conclude that
\[
\Psi_m(T(n^{-1}m)) = \Psi_m(T)\Psi_m(n^{-1}m)
\]
whenever $T \in \mathcal{J}_M$ and $n \leq m, n, m \in M_0$.

Now consider the matrices over $\mathcal{J}_M$. Take $T = [T_{ij}] \in \mathcal{M}_k(\mathcal{J}_M)$. Then
\[
\Psi_m^{(k)}(T(n^{-1}m \cdot 1_{H^k})) = \Psi_m^{(k)}(T_{ij}(n^{-1}m)) = \Psi_m(T_{ij}(n^{-1}m)) = \Psi_m(T_{ij})\Psi_m(n^{-1}m) = \lambda_{n,m}\Psi_m^{(k)}(T).
\]
If $T \geq_\alpha 0$ in $\mathcal{M}_k(\mathcal{J}_M)$, then $\Psi_m^{(k)}(T) \geq 0$, for $\Psi_m$ is matrix $\alpha$-positive. Hence $\Psi_m^{(k)}(T(n^{-1}m \cdot 1_{H^k})) = \lambda_{n,m}\Psi_m^{(k)}(T) \geq 0$; that is, $\Psi_m$ is $m$-fractionally matrix $\alpha$-positive. By Definition 7.4 we conclude that $\phi$ is $\alpha$-admissible. \hfill \Box

The following corollary of the just-proved assertion will be used in Section 8.

**Corollary 7.2.** Let $\mathcal{F}_M = \sum_{m \in M} \mathcal{F}_m$ be a fractional space in $\mathcal{J}_M/M$ and let $\phi : \mathcal{F}_M \to \mathbb{C}$ be a unital $\alpha$-contractive functional. Assume that $m/n^2 \in \mathcal{F}_M$ and
\[
\phi(1/n)^2 = \phi(1/m)\phi(m/n^2) \quad \text{and} \quad \phi(1/m) > 0
\]
whenever $n \leq m, n, m \in M_0$. Then $\phi$ is $\alpha$-admissible.

**Proof.** Note that $\phi : \mathcal{F}_M \to \mathbb{C}$ is automatically matrix $\alpha$-contractive. It remains to use Theorem 7.2. \hfill \Box

7.6. **Noncommutative Albrecht-Vasilescu theorem.** In this subsection we propose a noncommutative version of the extension result proved in [2, Theorem 2.5] by E. Albrecht and F.-H. Vasilescu.

Let $M$ be a unital upward filtered set of denominators, $\mathcal{F}_M = \sum_{m \in M} \mathcal{F}_m$ a fractional space in $\mathcal{J}_M/M$ and let $\phi : \mathcal{F}_M \to SF(\Delta)$ be an inner product mapping. The mapping $\phi$ extends up to a quantum $\Delta$-measure $\psi : \mathcal{J}_M/M \to SF(\Delta)$ with support in $H_\alpha$ such that $\|\phi_{m,x}\|_{m,\alpha} = \|\phi_{m,x}\|_{m,\alpha}$, $m \in M_0, x \in \Delta$, if and only if $\phi$ is $\alpha$-admissible, where $M_0 \subseteq M$ is a unital cofinal subset. In particular, $\phi$ is a matrix $\alpha$-contraction.
Proof: First, assume that \( \phi \) has an extension up to a quantum \( \Delta \)-measure \( \psi : J_M/M \to SF(\Delta) \) with support in \( H_n \) such that \( \|\psi_{m,x}\|_{m,\alpha} = \|\phi_{m,x}\|_{m,\alpha} \) for all \( m \in M_0, x \in \Delta \). By Theorem 6.1, \( \psi : J_M/M \to SF(\Delta) \) is a matrix \( \alpha \)-positive mapping such that \( \psi(J_M/m) \subseteq SF_m(\Delta), m \in M_0 \). In particular, \( \psi \) is an \( M_0 \)-fractionally \( \alpha \)-positive mapping. As we have confirmed in Remark 7.1

\[
\|\psi_{m,x}\|_{m,\alpha} = \psi_{m,x}(1_H/m) = \psi(1_H/m) (x, x) = \phi(1_H/m) (x, x)
\]

(see also Definition 5.2). Taking \( n \), we infer that

\[
\psi(T/m)(x, y) = \langle \Psi_m(T) x, y \rangle_m, \quad x, y \in \Delta,
\]

for the uniquely determined unital \( m \)-fractionally matrix \( \alpha \)-positive mapping \( \Psi_m : J_M \to SF_m(\Delta_m) \). It follows that \( \phi \) is an \( \alpha \)-admissible (see Definition 7.4). In particular, \( \phi \) is matrix \( \alpha \)-contractive thanks to Lemma 7.7.

Now assume that \( \phi : F_M \to SF(\Delta) \) is an \( \alpha \)-admissible inner product mapping. So, there is an \( m \)-fractionally matrix \( \alpha \)-positive mapping \( \Psi_m : J_M \to SF_m(\Delta_m) \) such that \( \phi_m(T/m)(x, y) = \langle \Psi_m(T) x, y \rangle_m, T/m \in F_m, x, y \in \Delta, \) for each \( m \in M_0 \). In particular, for the fixed \( m \in M_0 \) we have a matrix \( \alpha \)-positive mapping

\[
\gamma_m : J_M/M \to SF_{\Delta_m}(\Delta_m), \quad \gamma_m(T/m)(x, y) = \langle \Psi_m(T) x, y \rangle_m
\]

(see Lemma 7.3). Take \( n \in M_0 \) with \( n \leq m \). Then \( 1_H/n \in F_n \subseteq F_m \) (see Definition 5.2) and \( 1_H/n \in (J_M/n)_{M_0,\alpha} \subseteq (J_M/m)_{M_0,\alpha} \) thanks to Lemma 6.6. Since \( \phi_n = \phi_m|F_n \), it follows that

\[
\gamma_m(1_H/n)(x, x) = \gamma_m(n^{-1}m/m)(x, x) = \langle \Psi_m(n^{-1}m) x, x \rangle_m
\]

\[
= \phi_m(n^{-1}m/m)(x, x) = \phi_n(1_H/n)(x, x) > 0
\]

for all \( x \in \Delta \setminus \{0\} \). Using the same argument as in proof of Lemma 7.3 we derive that there is a unital \( n \)-fractionally matrix \( \alpha \)-positive mapping \( \Psi_{m,n} : J_M \to SF(\Delta_n) \) such that

\[
\langle \Psi_{m,n}(T) x, y \rangle_n = \gamma_m(T/n)(x, y) = \langle \Psi_m(T^{-1}m) x, y \rangle_m
\]

for all \( T \in J_M, x, y \in \Delta \). In particular,

\[
\gamma_{m,n} : J_M/n \to SF(\Delta), \quad \gamma_{m,n}(T/n)(x, y) = \langle \Psi_{m,n}(T) x, y \rangle_n
\]

is a unital matrix \( \alpha \)-positive mapping such that

\[
\gamma_{m,n} = \gamma_m \big| J_M/n
\]

and

\[
\gamma_{m,n}(T/n)(x, y) = \langle \Psi_m(T^{-1}m) x, y \rangle_m = \phi_m(T^{-1}m/m)(x, y) = \phi_n(T/n)(x, y)
\]

whenever \( T/n \in F_n, x, y \in \Delta \); that is,

\[
\gamma_{m,n}|F_n = \phi_n.
\]

Now we use the trick proposed in [2, Theorem 2.5] (see also [19]). Fix \( m \in M_0 \) and consider the set \( K_m \) of all complex-valued functions \( a : J_M/m \times \Delta \times \Delta \to \mathbb{C} \) such that

\[
|a(T/m, x, y)| \leq \|T\|_\alpha \|x\|_m \|y\|_m
\]
for all \((T/m,x,y) \in J_M/m \times \Delta \times \Delta\). Evidently, the set \(K_m\) is a compact space with respect to the pointwise convergence topology. Therefore \(K = \prod_{m \in M_0} K_m\) is a compact topological space. Consider its subspace \(\Omega_m \subseteq K\) comprising those \(a = (a_n)_{n \in M_0} \in K\) such that for each \(n \in M_0\), \(n \leq m\), the mapping \(a_n : J_M/m \to SF(\Delta)\), \(a_n(T/m)(x,y) = a_n(T/m,x,y)\), is matrix \(\alpha\)-positive with \(a_n = a_m|J_M/m \times \Delta \times \Delta\) and \(a_n|J_M/m = \phi_n\). Then \(\Omega_m\) is closed, and therefore it is a compact space. Moreover, as we have just proved above, \(\omega = (\omega_n)_{n \in M_0} \in \Omega_m\), where \(\omega_m = \gamma_m\), \(\omega_n = \gamma_{m,n}\) if \(n \leq m\), and \(\omega_n = 0\) otherwise (see \((7,3)\) and \((7,4)\)). Further, if \(m \geq s\) for some \(m, s \in M_0\), then \(\Omega_s \subseteq \Omega_m\). Indeed, if \(a \in \Omega_s\) and \(n \leq m\), then \(n \leq s\). Therefore

\[
a_m|J_M/m \times \Delta \times \Delta = (a_s|J_M/m \times \Delta \times \Delta)|J_M/m \times \Delta \times \Delta = a_n
\]

and \(a_n|\mathcal{F}_n = \phi_n\). Whence \(a \in \Omega_m\).

Taking into account the fact that \(M_0\) is a cofinal subset of an upward filtered set, we deduce that \(\{\Omega_m : m \in M_0\}\) is a filter base in the compact space \(K\). Therefore the set \(\bigcap_{m \in M_0} \Omega_m\) being the set of all limit points of the filter associated with the indicated filter base is nonempty \([3\text{, 1.9.1}]\). Take \(b = (b_n)_{n \in M_0} \in \bigcap_{m \in M_0} \Omega_m\). Then \(b_m|J_M/m \times \Delta \times \Delta = b_n\) and \(b_n|\mathcal{F}_n = \phi_n\) whenever \(n \leq m\), \(n, m \in M_0\). We put

\[
\psi (u)(x,y) = b_m(u,x,y)
\]

if \(u \in J_M/m, x, y \in \Delta\). If \(u \in J_M/m \cap J_M/s\) for some \(n, s \in M_0\), then \(J_M/m + J_M/s \subseteq J_M/m\) for a certain \(m \in M_0\), for \(M\) is upward filtered and \(M_0\) is its cofinal subset. With \(b \in \Omega_m\) in mind, we infer that

\[
b_n(u,x,y) = b_m(u,x,y) = b_s(u,x,y)
\]

for all \(x, y \in \Delta\), and the mapping \((x,y) \to b_m(u,x,y)\) is a sesquilinear form. Thus \(\psi : J_M/M \to SF(\Delta)\) is a well defined matrix \(\alpha\)-positive mapping extending \(\phi\). Using Theorem \((7,1)\) and Lemma \((7,7)\) we derive that \(\psi(J_M/m) \subseteq SF_m(\Delta), m \in M_0\), and \(\psi\) is a matrix \(\alpha\)-contraction. Hence

\[
\|\phi_{m,x}\|_{m,\alpha} \leq \|\psi_{m,x}\|_{m,\alpha} \leq \|\psi(1_H/m)\|_m \|x\|_m^2 \leq \|x\|_m^2 = \phi(1_H/m)(x,x) = \phi_{m,x}(1_H/m) \leq \|\phi_{m,x}\|_{m,\alpha}.
\]

that is, \(\|\phi_{m,x}\|_{m,\alpha} = \|\psi_{m,x}\|_{m,\alpha}\) for all \(m \in M_0, x \in \Delta\). \(\square\)

**Remark 7.2.** As we have mentioned in the introduction, the functional scheme of the fractional space technique developed in \([2, 24]\) and \([25]\) can be considered as a particular case of the proposed above quantum construction. The space \(H_\alpha\) represents the square integrable functions with support in a compact set \(K_\alpha\). Keeping the support of a quantum \(\Delta\)-measure \(\psi : J_M/M \to SF(\Delta)\) in \(H_\alpha\), just proving Theorem \((7,3)\) effectively generalizes the relevant functional extension result proved in \([2\text{, Theorem 2.5}]\) (see Corollary \((8,1)\) below).
8. The mutually commuting denominators

In this section we investigate the fractional spaces associated with a set of mutually commuting positive denominators, and using the noncommutative Albrecht-Vasilescu theorem we solve the quantum moment problem for this case.

8.1. The $C^*$-algebra $M'_E$ related to $M$. Let $M \subseteq \mathfrak{M}_E$ be a subset. We say that $M$ is a commutative set of denominators in $\mathfrak{M}_E$ if $M$ consists of mutually commuting positive operators from $\mathfrak{M}_E$ with $1_H \in M$. We set $M'_E$ to denote the commutant of the set $M$ in the $C^*$-algebra $C^*_E(H)$; that is, $M'_E = M' \cap C^*_E(H)$, where $M'$ is the commutant of $M$ in $\mathcal{B}(H)$. Since all operators from $M$ are normal, it follows that (see for instance [20, 12.12.16]) $M'_E$ is a unital $C^*$-algebra in $C^*_E(H)$.

Proof. Taking into account that $M$ is itself commutative, we conclude that $M \subseteq M'_E$. For each $k \in \mathbb{N}$ the set $M^k = \{m \cdot 1_{H^k} : m \in M\}$ is a commutative set of denominators in $C^*_E(H^k)$. Its commutant in $C^*_E(H^k)$ is denoted by $M'_E$. If $T = [T_{ij}] \in M'_E$, then $[T_{ij}^*] = T(m \cdot 1_{H^k}) = m \cdot 1_{H^k}T = [m T_{ij}]$ for all $m \in M$. Hence

\begin{equation}
M'_E = \bigcap_{k \in \mathbb{N}} M'_k \bigcap_{k \in \mathbb{N}} M'_k
\end{equation}

for all $k$.

Lemma 8.1. Let $M$ be a commutative set of denominators in $\mathfrak{M}_E$. If $n \leq m$ for some $n, m \in M$, then $n^{-1}m \geq 0$ in the $C^*$-algebra $C^*_E(H)$. Moreover, $n^{-1}m \in M'_E$. Thus $M'_E$ is a $C^*$-algebra in $C^*_E(H)$ related to the set $M$.

Proof. Take $\alpha \in \Lambda$. Since $n$ is an $E$-bijection, it follows that $n^{-1}|H_\alpha = (n|H_\alpha)^{-1} \in \mathcal{B}(H_\alpha)$. Taking into account that $n \geq 0$ and $\sigma(n) = \bigcup_{\alpha \in \Lambda} \sigma(n|H_\alpha)$ (see Corollary 21), we deduce that $\sigma(n^{-1}|H_\alpha) = \sigma(n|H_\alpha)^{-1} \geq 0$; that is, $n^{-1}|H_\alpha \geq 0$. Moreover, $(m'H_\alpha) (n|H_\alpha) = (n|H_\alpha) (m'H_\alpha)$. Therefore $n^{-1}m |H_\alpha = (n^{-1}|H_\alpha) (m|H_\alpha) = (m|H_\alpha) (n^{-1}|H_\alpha) \geq 0$; that is, $\langle (n^{-1}m) x, x \rangle \geq 0$ for all $x \in \mathcal{D}$. Since $n^{-1}m$ is bounded and $\mathcal{D}$ is dense, we derive that $n^{-1}m \geq 0$.

Now take $k \in M$. Then

\begin{align*}
\langle (n^{-1}m) k |H_\alpha &= \langle (n^{-1}m) |H_\alpha \rangle (k|H_\alpha) = (n^{-1}|H_\alpha) (m|H_\alpha) (k|H_\alpha) \\
&= (k (n^{-1}m)) |H_\alpha
\end{align*}

for all $\alpha \in \Lambda$. Whence $n^{-1}m \in M'_E$. But $n^{-1}m \in C^*_E(H)$; therefore $n^{-1}m \in M'_E$. Hence $M'_E$ is a $C^*$-algebra related to $M$ (see the passage after Definition 5.2). \Box

8.2. The fractional space $M'_E/M$. Take $m \in M$. Consider the fractional space $C^*_E(H)/m$ and its subspace $M'_E/m = \{T/m : T \in M'_E\}$. We set

\[ M'_E/M = \sum_{m \in M} M'_E/m, \]

which is a subspace in $C^*_E(H)/M$.

Lemma 8.2. The space $M'_E/m$ is a quantum system in $C^*_E(D)$. Moreover, $M'_E/M$ is a fractional space in $C^*_E(H)/M$. 
Proof. First, note that \(1_D = m/m \in M'_\xi/m\) and \(1_H/m \in M'_\xi/m\). Further, each \(T/m\) has the unbounded dual, namely, \(T^*/m\). Indeed,

\[
\langle (T/m)x, y \rangle = \langle T (m|D)^{-1}x, y \rangle = \langle (m|D)^{-1}x, T^*y \rangle = \langle x, (m|D)^{-1}T^*y \rangle = \langle x, (T^*/m)y \rangle
\]

for all \(x, y \in D\). But \(T^*/m \in C^*_\xi(D)\). It follows that \((T/m)^* = T^*/m \in M'_\xi/m\) [9 Proposition 3.1]. Thus \(M'_\xi/m\) is a quantum system in \(C^*_\xi(D)\).

Now let \(n \leq m\) for some \(n, m \in M\). If \(T/n \in M'_\xi/n\), then \(T/n = Tn^{-1}m/m \in C^*_\xi(H)/m\). By Lemma 8.1 \(n^{-1}m \in M'_\xi\). Therefore \(Tn^{-1}m \in M'_\xi\); that is, \(T/n \in M'_\xi/m\). Thus \(M'_\xi/n \subseteq M'_\xi/m\). According to Definition 5.2 \(M'_\xi/M\) is a fractional space in \(C^*_\xi(H)/M\). \(\square\)

Remark 8.1. Let \(\Theta \subseteq C^*_\xi(D)_h\) be a unital subset of symmetric operators, and let 

\(M = \{DS : S \in \Theta\}\) with \(DS = 2 - U_S - U_S^*\) (see (3.1)). Then \(M\) is commutative if \(\Theta\) is as well. Indeed, take \(D_S, D_T \in M\) for some \(S, T, \Theta\). Note that 

\[D_S|H_\alpha = 4 \left(1 + S^2|H_\alpha\right)^{-1} \in B(H_\alpha)\]

for all \(\alpha \in \Lambda\), thanks to (3.3) (see the proof of Lemma 3.4). Therefore if \([S, T] = 0\) in \(C^*_\xi(D)\), then \([S|H_\alpha, T|H_\alpha] = 0\), which in turn implies that \([D_S|H_\alpha, D_T|H_\alpha] = 0\) for all \(\alpha \in \Lambda\). Further, note that 

\[U_S|H_\alpha = r (S|H_\alpha)\] (see Remark 3.1), where \(r (t) = (t - i)/(t + i), t \in \mathbb{R}\), is a rational function. Therefore 

\[\left[ U_S|H_\alpha, D_T|H_\alpha \right] = \left[ r (S|H_\alpha), 4 \left(1 + T^2|H_\alpha\right)^{-1} \right] = 0\]

for all \(\alpha \in \Lambda\). It follows that \([U_S, D_T] = 0\) for all \(S, T \in \Theta\). But \(U_S \in \mathcal{U}_\xi \subseteq C^*_\xi(H)\) (see Theorem 3.1), thereby \(U_S \in M' \cap C^*_\xi(H) = M'_\xi\).

Consider an \(n\)-tuple \(S = (S_1, \ldots, S_n)\) of mutually commuting operators from the set \(C^*_\xi(D)_h\). Then we have a mutually commuting \(n\)-tuple \(D_S = (D_{S_1}, \ldots, D_{S_n})\) of bounded positive operators from \(C^*_\xi(H)\) (see Remark 5.1). For an \(n\)-tuple \(\lambda = (\lambda_1, \ldots, \lambda_n) \in \mathbb{Z}_+^n\) we set \(D_{\lambda} = D_{S_1}^{\lambda_1} \cdots D_{S_n}^{\lambda_n} \in C^*_\xi(H)\). Then 

\[S = \{D_{\lambda} : \lambda \in \mathbb{Z}_+^n\}\]

is a unital commutative set of denominators in \(C^*_\xi(H)\). Note that \(D_{\lambda} \preceq D_{\mu}\) if \(\lambda \preceq \mu\) in \(\mathbb{Z}_+^n\). Indeed,

\[D_{S}^{-\lambda}D_{S}^\mu = \prod_{i=1}^{n} D_{S_i}^{-\lambda_i}D_{S_i}^\mu_i = \prod_{i=1}^{n} 4^{\mu_i - \lambda_i} \left(1 + S_i^2\right)^{\lambda_i - \mu_i} \in B(H)\]

(see Remark 5.1). In particular, \(S\) is upward filtered; that is, for a couple \(D_{\lambda}, D_{\mu}\) there corresponds \(D_{\lambda}^\gamma, D_{\mu}^\gamma\) such that \(D_{\lambda}^\gamma \leq D_{\lambda}\) and \(D_{\mu}^\gamma \leq D_{\mu}\). Just put \(\gamma = \max \{\lambda, \mu\}\) in \(\mathbb{Z}_+^n\). Thus 

\[S_{\xi} = \{T \in C^*_\xi(H) : [T, D_{S_i}] = 0, 1 \leq i \leq n\}\].
One can easily verify that
\[ S_\alpha' = \{ T \in C_\alpha'(H) : [T|\mathcal{D}, S_i^2|\mathcal{D}] = 0, 1 \leq i \leq n \} . \]
Moreover, as we have just confirmed in Remark 8.1, \( \overline{U_S} \in S_\alpha' \) for all \( i \).

**Lemma 8.3.** Let \( M \) be a commutative set of denominators in \( C_\alpha'(H) \) and let \( \alpha \in \Lambda \). Then \( (M'_\alpha/m)^+_{M,\alpha} = (M'_\alpha/m)^+_{\alpha} \). In particular,
\[ (M'_\alpha/M)^+_{\alpha} = \sum_{m \in M} (M'_\alpha/m)^+_{\alpha}, \]
and if \( M_0 \subseteq M \) is a cofinal subset, then
\[ (M'_\alpha/m)_{M_0,\alpha}^+ = (M'_\alpha/m)_{M,\alpha}^+ \quad \text{and} \quad (M'_\alpha/M)^+_{\alpha} = (M'_\alpha/M_0)^+_{\alpha}. \]

**Proof.** Evidently, \( (M'_\alpha/m)^+_{\alpha} = \{ T/m \in M'_\alpha/m : T \geq 0 \} \subseteq (M'_\alpha/m)^+_{M_0,\alpha} \) (see Remark 6.1). Take \( b = T/m \in (M'_\alpha/m)^+_{M_0,\alpha}. \) Then \( b = \sum_{i=1}^k T_i/n_i \) for some \( T_i \in M'_\alpha, \)
\( T_i \geq 0, n_i \in M, n_i \leq m, 1 \leq i \leq k \) (see Subsection 6.2). By Lemma 8.1, \( n_i^{-1}m \geq 0 \) in the \( C^*-\)algebra \( M'_\alpha \). In particular, \( n_i^{-1}m \geq 0. \) Moreover,
\[ [T_i|H_\beta, (n_i^{-1}m)|H_\beta] = [T_i|H_\beta, (n_i|H_\beta)^{-1}(m)|H_\beta] \]
\[ = [T_i|H_\beta, (n_i|H_\beta)^{-1}](m)|H_\beta] + (n_i|H_\beta)^{-1}[T_i|H_\beta, (m)|H_\beta] \]
\[ = 0 \]
for all \( \beta \in \Lambda. \) Hence \( [T_i, n_i^{-1}m] = 0 \) for all \( i. \) Therefore \( T_i (n_i^{-1}m) \geq 0 \) for all \( i, \) which in turn implies that \( S = \sum_{i=1}^k T_i (n_i^{-1}m) \geq 0. \) But \( b = S/m, \) so \( b \in (M'_\alpha/m)^+_{\alpha}. \) Consequently, \( (M'_\alpha/m)^+_{M_0,\alpha} = (M'_\alpha/m)^+_{\alpha}, \) which in turn implies that \( (M'_\alpha/M)^+_{\alpha} = \sum_{m \in M} (M'_\alpha/m)^+_{\alpha}. \)

Finally, let \( M_0 \subseteq M \) be a cofinal subset. If \( m \in M_0, \) then (see Lemma 6.6)
\[ (M'_\alpha/m)_{M_0,\alpha}^+ \subseteq (M'_\alpha/m)^+_{M_0,\alpha} \subseteq (M'_\alpha/m)^+_{M,\alpha} \subseteq (M'_\alpha/m)^+; \]
that is, \( (M'_\alpha/m)^+_{\alpha} = (M'_\alpha/m)_{M_0,\alpha}^+. \) Whence \( (M'_\alpha/M)^+_{\alpha} = (M'_\alpha/M_0)^+_{\alpha}. \square \)

As follows from Lemma 8.3, all varieties of the fractional positivity (see Remark 6.1) that occurred in the noncommutative case are unified in the commutative one.

Now consider the matrix spaces over the fractional space \( M'_\alpha/M. \) First note that \( M_k (M'_\alpha/m) = \sum_{m \in M} M_k (M'_\alpha/m) \) for all \( k. \) Using (6.2) and (8.1), infer that
\[ M_k (M'_\alpha/m) = M'_\alpha/k (m \cdot 1_{H^k}), \]
which in turn implies that
\[ M_k (M'_\alpha/M) = \sum_{m \in M} M'_\alpha/k (m \cdot 1_{H^k}) = M'_\alpha/k. \]

Due to Lemma 8.3
\[ (M'_\alpha/k (m \cdot 1_{H^k}))_{M_0,\alpha}^+ = (M'_\alpha/k (m \cdot 1_{H^k})^+_{\alpha} = (M'_\alpha/k (m \cdot 1_{H^k}))_{M_0,\alpha}^+ \]
for a cofinal subset \( M_0 \subseteq M. \) Whence
\[ (M'_\alpha/M)^+_{\alpha} = \sum_{m \in M^k} (M'_\alpha/k (m \cdot 1_{H^k}))^+_{\alpha} = (M'_\alpha/k)^+_{\alpha}. \]
As above fix an n-tuple \( S = (S_1, \ldots, S_n) \) of mutually commuting operators in \( C^*_\alpha (D) \), and consider the commutative set \( S = \{ D^2 : \lambda \in \mathbb{Z}_+ \} \) of denominators in \( C^*_\alpha (H) \). The unital *-subalgebra in \( C^*_\alpha (D) \) generated by \( S \) is denoted by \( \mathcal{P}_S \). It is a quantum *-algebra in \( C^*_\alpha (D) \) of all polynomials taken by \( S \). If \( v \in \mathbb{Z}_+^n \), then we have an unbounded operator

\[
D_{S}^{-v/2} = \prod_{i=1}^{n} D_{S_i}^{-v_i/2} = 2^{-|v|} \prod_{i=1}^{n} (1 + S_i^2)^{v_i/2} \in C^*_\alpha (D),
\]

where \( (1 + S_i^2)^{v_i/2} \) is the square root of a positive operator. For the fixed \( \lambda \in \mathbb{Z}^+_n \) we consider the following subspace:

\[
\mathcal{P}_{S,\lambda} = \text{span} \left\{ S^v = S_1^{v_1} \cdots S_n^{v_n} : D_{S}^{-v/2} D_{S}^{\lambda} \right\} \subseteq \mathcal{P}_S.
\]

Note that if \( v \leq 2\lambda \), then each \( (1 + S_i^2)^{v_i/2-\lambda_i} \) is bounded. Therefore \( D_{S}^{-v/2} D_{S}^{\lambda} \) is bounded and therefore \( S^v \in \mathcal{P}_{S,\lambda} \). Thus \( \{ S^v : v \leq 2\lambda \} \subseteq \mathcal{P}_{S,\lambda} \). It follows that \( \mathcal{P}_S = \sum_{\lambda} \mathcal{P}_{S,\lambda} \).

**Lemma 8.4.** The quantum *-algebra \( \mathcal{P}_S = \sum_{\lambda} \mathcal{P}_{S,\lambda} \) is a fractional subspace in \( S^*_\alpha /S \). Namely, \( 1_H/D_S^\lambda \in \mathcal{P}_{S,\lambda} \subseteq S^*_\alpha /D_S^\lambda \) and \( \mathcal{P}_{S,\lambda} \subseteq \mathcal{P}_{S,\mu} \) whenever \( D_S^\lambda \leq D_S^\mu \).

**Proof.** First note that being a quantum *-algebra, \( \mathcal{P}_S \) is a fractional space thanks to Corollary 5.1. Let us prove that \( \mathcal{P}_S = \sum_{\lambda} \mathcal{P}_{S,\lambda} \) is the fractional space expansion (see Definition 5.2). Note that

\[
1_H/D_S^\lambda = D_S^{-\lambda} = 4^{-|\lambda|} \prod_{i=1}^{n} (1 + S_i^2)^{-\lambda_i} = 4^{-|\lambda|} \sum_{0 \leq q \leq \lambda} \binom{\lambda}{q} S^{2(\lambda-q)}
\]

\[
\in \text{span} \{ S^v : v \leq 2\lambda \} \subseteq \mathcal{P}_{S,\lambda};
\]

that is, \( 1_H/D_S^\lambda \in \mathcal{P}_{S,\lambda} \).

Now take \( S^v \in \mathcal{P}_{S,\lambda} \). Then \( S^v D_S^\lambda \) is bounded. Indeed, first prove that

\[
2^{|v|} D_{S}^{-v/2} \succeq_{\alpha} S^v \succeq_{\alpha} -2^{|v|} D_{S}^{-v/2}
\]

for all \( \alpha \in \Lambda \). Note that the \( C^* \)-algebra \( A_{\alpha} \) in \( B (H_{\alpha}) \) generated by the mutually commuting operators \( S|H_{\alpha} = (S_1|H_{\alpha}, \ldots, S_n|H_{\alpha}) \) is a commutative \( C^* \)-algebra which is identified to within a \( * \)-isomorphism, with the algebra of all complex continuous functions \( C (\sigma (S|H_{\alpha})) \) on the character space \( \sigma (S|H_{\alpha}) \) of \( A_{\alpha} \). Let \( t = (t_1, \ldots, t_n) \) be the real variables running in the spectrum \( \sigma (S|H_{\alpha}) \). Since \( \sigma (S|H_{\alpha}) \subseteq \prod_{i=1}^{n} \sigma (S_i|H_{\alpha}) \), it follows that \( t_i \in \sigma (S_i|H_{\alpha}) \), \( 1 \leq i \leq n \). Moreover,

\[
S^v |H_{\alpha} = \prod_{i=1}^{n} \prod_{i=1}^{n} t_i^{v_i} \text{ and } 2^{|v|} D_{S}^{-v/2} = \prod_{i=1}^{n} (1 + t_i^2)^{v_i/2} \text{ in } C (\sigma (S|H_{\alpha})).
\]

With \( \left| \prod_{i=1}^{n} t_i^{v_i} \right| \leq \prod_{i=1}^{n} (1 + t_i^2)^{v_i/2} \) in mind, we derive the inequality (8.2). Further, since \( D_S^\lambda \geq 0 \) and
Due to Lemma 8.3. It follows that \( S^\omega D_S^{v/2} |H_\alpha \) and \( S^\nu |H_\alpha \), we also deduce that \( 2^{|\nu|} D_S^{-v/2} D_S^\lambda \geq \alpha \) \( S^\nu D_S^\lambda \geq \alpha \). In particular,
\[
\| S^\nu D_S^\lambda |H_\alpha \| \leq 2^{|\nu|} \left\| D_S^{-v/2} D_S^\lambda \right\| \leq 2^{|\nu|} \left\| D_S^{-v/2} D_S^\lambda \right\|
\]
for all \( \alpha \in \Lambda \). But \( D_S^{-v/2} D_S^\lambda \) is bounded, for \( S^\nu \in \mathcal{P}_{S,\alpha} \). Consequently, \( S^\nu D_S^\lambda \) is bounded.

In particular, \( S^\nu = S^{\nu} D_S^\lambda / D_S^\lambda \in S^\nu / D_S^\lambda \). Thus \( \mathcal{P}_{S,\alpha} \subseteq S^\nu / D_S^\lambda \) is a unitary subspace.

Finally, \( \mathcal{P}_{S,\alpha} \subseteq \mathcal{P}_{S,\mu} \) whenever \( D_S^\lambda \leq D_S^\mu \). Indeed, take \( v \in \mathbb{Z}_+^n \) with \( S^\nu \in \mathcal{P}_{S,\lambda} \). Then \( D_S^{-v/2} D_S^\lambda \) and \( D_S^{-v/2} D_S^\mu \) are bounded operators and
\[
D_S^{-v/2} D_S^\mu = \left( D_S^{-v/2} D_S^\lambda \right) D_S^{-v/2} D_S^\mu
\]
turns out to be a bounded operator. By its very definition, \( S^\nu \in \mathcal{P}_{S,\mu} \).

\[ \square \]

\textbf{Proposition 8.1.} Let \( M \subseteq \mathcal{M}_\Delta \) be a commutative set of denominators, \( \mathcal{F}_M = \sum_{m \in M} \mathcal{F}_m \subseteq M'_\Delta / M \) a fractional space, and let \( \phi : \mathcal{F}_M \to SF(\Delta) \) be an inner-product mapping. Then \( \phi \) is \( \alpha \)-admissible if and only if it is matrix \( \alpha \)-contractive.

\textbf{Proof.} By Lemma \[ 7.6 \] each \( \alpha \)-admissible inner product mapping is matrix \( \alpha \)-contractive.

Now assume that \( \phi : \mathcal{F}_M \to SF(\Delta) \) is a matrix \( \alpha \)-contractive inner-product mapping. By Lemma \[ 7.6 \] there are matrix \( \alpha \)-positive and matrix \( \alpha \)-contractive mappings \( \Psi_m : M'_\Delta \to B(\Delta) \) such that \( \phi_m (T/m) (x,y) = \langle \Psi_m (T) x, y \rangle_m \) for all \( T/m \in M'_\Delta / m \), \( m \in M \), where \( M_0 \subseteq M \) is a unital cofinal subset. If \( n \geq m \) for some \( n, m \in M \), then \( n^{-1} m \geq 0 \) in the \( C^* \)-algebra \( M'_\Delta \) by virtue of Lemma \[ 8.3 \] According to Lemma \[ 8.3 \] it follows that \( T(n^{-1} m) \geq 0 \). Since \( M_k (M'_\Delta / M) = M'_k / M^k \) and \( (n^{-1} m) \cdot 1_{M_k} \geq 0 \), we derive that \( T ((n^{-1} m) \cdot 1_{M_k}) \geq 0 \) whenever \( T \in M'_k \), \( T \geq 0 \). By assumption each \( \Psi_m : M'_\Delta \to B(\Delta) \) is matrix \( \alpha \)-positive, therefore \( \Psi_m (T(n^{-1} m) \cdot 1_{M_k}) \geq 0 \). Thus \( \Psi_m \) is \( m \)-fractionally matrix \( \alpha \)-positive (see Subsection \[ 7.2 \]). Therefore \( \phi \) is \( \alpha \)-admissible (see Definition \[ 7.4 \]). \[ \square \]

\textbf{8.3. The quantum moment problem.} Let us return to the quantum moment problem mentioned in the introduction. Fix an \( n \)-tuple \( S = (S_1, \ldots, S_n) \) of mutually commuting symmetric operators in \( \mathcal{C}_\ell (D) \) and consider the commutative set \( S = \{ D_S^\lambda : \lambda \in \mathbb{Z}_+^n \} \) of denominators in \( \mathcal{C}_\ell (H) \). According to Lemma \[ 8.4 \], the polynomial \(*\)-algebra \( \mathcal{P}_S \) generated by \( S \) is a fractional space in \( S^\nu / S \). Consider an inner product space \( \Delta \) whose completion is denoted by \( K \), and also a unital linear mapping \( \phi : \mathcal{P}_S \to SF(\Delta) \). We say that \( \phi \) is an \( H_\alpha \)-moment form (or local moment form) if there is a quantum \( \Delta \)-measure \( \mu : S^\nu / S \to SF(\Delta) \) with support in \( H_\alpha \) (see Definition \[ 7.2 \]) such that
\[
\phi(p(S)) (x,x) = \mu_x (p(S)) \quad \text{for all } p(S) \in \mathcal{P}_S \text{ and } x \in \Delta.
\]

In this case \( \mu \) is called a representing quantum \( \Delta \)-measure for \( \phi \). Replacing \( \mu \) by a quantum \( \Delta \)-measure with support in \( D \), we can introduce a moment form. The moment forms can also be expressed in terms of quantum \( B(K) \)-valued measures, as follows from Lemma \[ 8.5 \].

\[ \]
Lemma 8.5. A unital linear mapping $\phi : \mathcal{P}_S \to SF(\Delta)$ is an $H_\alpha$-moment form iff there is a quantum $B(K)$-valued measure $\Psi : S_\alpha^\Delta \to B(K)$ with support in $H_\alpha$ such that $\phi(p(S))(x,x) = \mu_x(p(S))$ for all $p(S) \in \mathcal{P}_S$ and $x \in \Delta$, where $\mu$ is a sesquilinear extension of $\Psi$.

Proof. It suffices to use Proposition 7.2 and Definition 7.3.

Now we prove the central result which solves the quantum moment problem.

Theorem 8.1. A unital linear mapping $\phi : \mathcal{P}_S \to SF(\Delta)$ is an $H_\alpha$-moment form if and only if $\phi$ is a matrix $\alpha$-contractive inner product mapping.

Proof. If $\phi$ is an $H_\alpha$-moment form, then there is a representing $\Delta$-measure $\mu : S_\alpha^\Delta / S \to SF(\Delta)$ with support in $H_\alpha$. By Lemma 7.4, $\mu$ is an inner product mapping, which is matrix $\alpha$-positive by virtue of Theorem 7.1. In particular, $\mu$ is $M_0$-fractionally $\alpha$-positive. Take $p(S) \in \mathcal{P}_S$. Using (7.2) and (8.3), we infer that

$$
4\mu(p(S))(x,y) = 4\mu_{x,y}(p(S)) = \mu_{x+y}(p(S)) - \mu_{x-y}(p(S))
$$

$$
+ i\mu_{x+iy}(p(S)) - i\mu_{x-iy}(p(S))
$$

$$
= \phi(p(S))(x + y, x + y) - \phi(p(S))(x - y, x - y)
$$

$$
+ i\phi(p(S))(x + iy, x + iy) - i\phi(p(S))(x - iy, x - iy)
$$

$$
= 4\phi(p(S))(x,y);
$$

that is, $\mu(p(S)) = \phi(p(S))$. Hence $\mu$ extends the mapping $\phi$. Further, by Corollary 7.1

$$
\mu(1_{H/m})(x,x) = \sup \{ \|\mu(T/m)(x,x)\| : \|T\|_\alpha \leq 1 \} = \|\mu_{m,x}\|_{m,\alpha}
$$

$\geq \|\phi_{m,x}\|_{m,\alpha} = \phi(1_{H/m})(x,x) = \mu(1_{H/m})(x,x)$

(see Remark 7.1); that is, $\|\mu_{m,x}\|_{m,\alpha} = \|\phi_{m,x}\|_{m,\alpha}$ for all $m \in S$, $x \in \Delta$. Using Theorem 7.3, we infer that $\phi$ is $\alpha$-admissible, which in turn implies that $\phi$ is matrix $\alpha$-contractive thanks to Proposition 8.1.

Now assume that $\phi$ is a matrix $\alpha$-contractive inner product mapping. By Proposition 8.1, $\phi : \mathcal{P}_S \to SF(\Delta)$ is $\alpha$-admissible. Using Theorem 7.3, we deduce that $\phi$ extends up to a quantum $\Delta$-measure $\mu : S_\alpha^\Delta / S \to SF(\Delta)$ with support in $H_\alpha$. It follows that $\mu_x(p(S)) = \mu(p(S))(x,x) = \phi(p(S))(x,x)$ for all $p(S) \in \mathcal{P}_S$. Whence $\phi$ is $H_\alpha$-moment form.

Corollary 8.1. If $\mu : S_\alpha^\Delta / S \to SF(\Delta)$ is a representing quantum $\Delta$-measure with support in $H_\alpha$ for an $H_\alpha$-moment form $\phi : \mathcal{P}_S \to SF(\Delta)$, then there exists a unique positive $B(K)$-valued measure $E$ over all Borel sets in $\mathbb{R}^n$ whose support lies in $K_\alpha$ such that

$$
\phi(p(S))(x,x) = \int_{\mathbb{R}^n} p(t) dE_{x,t}(t) \quad \text{for all } p(S) \in \mathcal{P}_S \text{ and } x \in \Delta.
$$

Conversely, each such spectral measure $E$ for an $H_\alpha$-moment form $\phi : \mathcal{P}_S \to SF(\Delta)$ can be extended up to a quantum $\Delta$-measure $\mu$ with support in $H_\alpha$.

Proof. Let $C_\alpha$ be the unital $C^*$-algebra in $C_\alpha^\Delta(H)$ generated by all unitaries $U_i$, $1 \leq i \leq n$. Obviously, $C_\alpha$ is a $C^*$-algebra in $C_\alpha^\Delta(H)$ related to $\mathcal{S}$ (see Remark 8.1). Moreover, $\mathcal{P}_S$ is a fractional subspace in $C_\alpha^\Delta / \mathcal{S}$ (see the proof of Theorem 4.8 from [25]). The algebra $C_\alpha$ is a normal subalgebra in $B(H)$ (actually in $S_\alpha^\Delta$), and all $H_\alpha$
are reducing subspaces for $\mathcal{C}_S$. Using Lemma 7.2, we derive that $\text{Spec}(\mathcal{C}_S)$ is the closure of the union $\bigcup_{\alpha \in A} \text{Spec}(\mathcal{C}_S|H_\alpha)$. Note that $\text{Spec}(\mathcal{C}_S)$ is a compact subset in $T^n$. If $\tau \in \text{Spec}(\mathcal{C}_S)$ with $\tau (\overline{T}_\alpha) = 1$ for a certain $i$, then $\tau \notin \bigcup_{\alpha \in A} \text{Spec}(\mathcal{C}_S|H_\alpha)$ by virtue of Proposition 9.1. Hence $\bigcup_{\alpha \in A} \text{Spec}(\mathcal{C}_S|H_\alpha) \subseteq (T \setminus \{1\})^n$, which means that $\{\text{Spec}(\mathcal{C}_S|H_\alpha)\}$ are identified with an upward filtered family of compact sets $\{K_\alpha\}$ in $\mathbb{R}^n$ by means of the inverse Cayley transform. Further, the quantum *-algebra $\mathcal{P}_S$ is a normal algebra of unbounded operators thanks to Proposition 5.1. Furthermore, the fractional space $\mathcal{C}_S / S$ is identified with the functional space $C(\text{Spec}(\mathcal{C}_S)) / \mathcal{M}$ of fractions [25]. It follows that $\mathcal{P}_S$ can be identified with the *-algebra $\mathcal{P}_\alpha(X)$ of all polynomial functions on a certain (unbounded) subset $X \subseteq \mathbb{R}^n$ which is the union of its compact subsets $K_\alpha$, $\alpha \in \Lambda$.

Now comparing the results [2] Theorem 3.2] and Theorem 8.1 we obtain that if $\mu : S^*_\varepsilon / S \to SF(\Delta)$ is a representing quantum $\Delta$-measure with support in $H_\alpha$ for $\phi : \mathcal{P}_S \to SF(\Delta)$, then there exists a unique positive $B(K)$-valued measure $E$ over all Borel sets in $K_\alpha$ such that $\mu_x(p(S)) = \int p(t) \, dE_{x,x}(t)$ for all $p(S) \in \mathcal{P}_S$ and $x \in \Delta$.

Finally, the extension of the spectral measure $E$ up to a quantum $\Delta$-measure $\mu$ is provided by the extension theorem, Theorem 7.3.

Remark 8.2. It worth noting the global version of this assertion. Namely, if $\mu : S^*_\varepsilon / S \to SF(\Delta)$ is a representing quantum $\Delta$-measure for a moment form $\phi : \mathcal{P}_S \to SF(\Delta)$, then there exists a unique positive $B(K)$-valued measure $E$ over all Borel sets in $\mathbb{R}^n$ such that $\phi(p(S))(x,x) = \int p(t) \, dE_{x,x}(t)$ for all $p(S) \in \mathcal{P}_S$, $x \in \Delta$.

Conversely, each such spectral measure $E$ for a moment form $\phi : \mathcal{P}_S \to SF(\Delta)$ can be extended up to a quantum $\Delta$-measure $\mu$.

8.4. The moment form $\phi : \mathcal{P}_S \to SF(\mathcal{D})$. Now we apply Theorem 8.1 to a special example, that of $\Delta = \mathcal{D}$. For brevity, we consider the “global” moment form instead of the local one. Again fix an $n$-tuple $S = (S_1, \ldots, S_n)$ of mutually commuting symmetric operators in $C^*_\varepsilon(\mathcal{D})_h$ and consider the commutative set $S = \{D^2_\lambda : \lambda \in \mathbb{Z}^n_+\}$ of denominators in $C^*_\varepsilon(H)$. By Lemma 8.4 the quantum *-algebra $\mathcal{P}_S$ is a fractional space in $S^*_\varepsilon / S$. Put $\Delta = \mathcal{D}$ and consider the following linear mapping:

$$\phi : \mathcal{P}_S \to SF(\mathcal{D}), \quad \phi(S^n)(x,y) = \langle S^n, x, y \rangle,$$

where $v \in \mathbb{Z}^n_+$.

Lemma 8.6. The linear mapping $\phi : \mathcal{P}_S \to SF(\mathcal{D})$ is a matrix contractive inner product mapping. In particular, $\phi$ is a moment form.

Proof. First note that $\phi$ is an inner product mapping (see Definition 7.1). If $x \in \mathcal{D} \setminus \{0\}$ and $\lambda \in \mathbb{Z}^n_+$, then we have

$$\phi(1/D^\lambda_S)(x,x) = \prod_{i=1}^n 4^{-\lambda_i} (1 + S^2_i)^{\lambda_i} x, x = 4^{-|\lambda|} \prod_{i=1}^n (1 + S^2_i)^{\lambda_i} x, x \geq 4^{-|\lambda|} \langle x, x \rangle > 0.$$

Further, put $\langle x, y \rangle = \langle D^{-\lambda}_S x, y \rangle$, $x, y \in \mathcal{D}$, and take $T = [T_{ij}] \in \mathbb{M}_k(S^*_\varepsilon)$ is $S^*_\varepsilon$. (see 5.1). Then $[T|H^k_\alpha(D^2_h \cdot 1_{H^k})|H^k_\alpha] = 0$ for each $\alpha$. It follows that

$$\|T^*T\| (D^{-\lambda}_S \cdot 1_{H^k}) \geq \alpha (T^*T (D^{-\lambda}_S \cdot 1_{H^k}) \geq 0.$$
Confirm that $0 \leq T^*T \leq \|T^*T\|_{1_{H^*}}$. Consequently,

$$\langle T^*T (D_S^{-\lambda} \cdot 1_{H^*}) x, x \rangle \leq \|T^*T\| \langle (D_S^{-\lambda} \cdot 1_{H^*}) x, x \rangle \quad \forall x \in D^k.$$ 

Then

$$\left( \|Tx\|_\lambda^{(k)} \right)^2 = \langle Tx, Tx \rangle_\lambda^{(k)} = \langle T^*T (D_S^{-\lambda} \cdot 1_{H^*}) x, x \rangle^{(k)}$$

$$\leq \|T^*T\| \langle (D_S^{-\lambda} \cdot 1_{H^*}) x, x \rangle = \|T\|^2 \left( \|x\|_\lambda^{(k)} \right)^2$$

for all $x \in D^{(k)}$. Hence

$$\left| \phi^{(k)} (T/ (D_S^\lambda \cdot 1_{H^*})) (x, y) \right| = \left| \langle T (D_S^{-\lambda} \cdot 1_{H^*}) x, y \rangle \right| = \left| \langle (D_S^{-\lambda} \cdot 1_{H^*}) Tx, y \rangle \right|$$

$$\leq \|Tx\|_\lambda^{(k)} \|y\|_\lambda^{(k)} \leq \|T\| \|x\|_\lambda^{(k)} \|y\|_\lambda^{(k)} ,$$

which in turn implies that $\mathcal{N}(\phi^{(k)} (T/ (D_S^\lambda \cdot 1_{H^*})))_\lambda^{(k)} \leq \|T\| = \mathcal{N}(\phi^{(k)} (T/ (D_S^\lambda \cdot 1_{H^*})))_\lambda^{(k)}$

and $\mathcal{N}(\phi^{(k)} (b))_\lambda^{(k)} = \sup \left\{ \mathcal{N}(\phi^{(k)} (b))_\lambda^{(k)} : \|b\|_\lambda^{(k)} \leq 1 \right\} \leq \|T\| = 1$ for all $\lambda$. That is, $\phi$ is a matrix contractive inner-product mapping. By Theorem 8.1, $\phi$ is a moment form. \qed

9. THE NONCOMMUTING VARIABLES

A noncommutative version of the moment form $\phi : \mathcal{P}_S \to SF(\Delta)$ from the previous section has a more complicated structure. In this final section we demonstrate how the general framework of the quantum moment problem developed in the previous sections can be used for a certain class of noncommutative tuples of symmetric operators from the algebra $C_0^* (D)$.

Let $S = (S_1, \ldots, S_n)$ be an $n$-tuple of operators in $C_0^* (D)$, and let $\mathcal{P}_S$ be a unital associative subalgebra in $C_0^* (D)$ generated by $S$. Thus $\mathcal{P}_S$ is a quantum $*$-algebra. For each tuple $J = (j_1, \ldots, j_k)$, $1 \leq j_s \leq n$, we use $S_{J,\epsilon}$ to indicate the “real” noncommutative monomial $\text{Re}((i)^{\epsilon} S_J)$ in $\mathcal{P}_S$, where $\epsilon = 0, 1$ and $S_J = S_1^{j_1} \cdots S_n^{j_k}$.

Since each element in $\mathcal{P}_S$ has unique expansion by means of its real and imaginary parts, we derive that the linear space $\mathcal{P}_S$ is generated by the monomials $S_{J,\epsilon}$, where $\epsilon = 0, 1$ and $J$ runs over all tuples in elements of the finite set $F_n = \{1, 2, \ldots, n\}$.

For the fixed tuple $J = (j_1, \ldots, j_k)$ we define its conjugate $J^*$ as $J^* = (j_k, \ldots, j_1)$. Evidently, $S_J^* = S_{J^*}$. Further, for the tuples $J' = (j_1, \ldots, j_k)$ and $K = (k_1, \ldots, k_s)$ we put $J \cup K = (j_1, \ldots, j_k, k_1, \ldots, k_s)$. Evidently, $(J \cup K)^* = K^* \cup J^*$. Note that

$$S_{J,K}^2 = \text{Re}((-i)^{\epsilon} S_J S_K) = 4^{-1} \left((-i)^{\epsilon} S_J + i^{\epsilon} S_K^* \right)^2$$

$$= 4^{-1} \left((-i)^{\epsilon} S_J^2 + S_J S_K^* + S_K S_J^* + S_K^* S_J \right)$$

$$= 4^{-1} \left((-1)^{\epsilon} S_{J\cup J} + (-1)^{\epsilon} S_{J^* \cup J^*} + S_{J\cup J^*} + S_{J^* \cup J} \right)$$

$$= 4^{-1} \left((-1)^{\epsilon} \left(S_{J\cup J} + S_{J^* \cup J} + S_{J \cup J^*} + S_{J^* \cup J^*} \right) \right)$$

$$= 4^{-1} \left((-1)^{\epsilon} 2 \text{Re}(S_{J\cup J}) + 2 \text{Re}(S_{J^* \cup J}) \right) = 2^{-1} \left((-1)^{\epsilon} S_{J\cup J,0} + S_{J^* \cup J,0} \right).$$

Thus in the noncommutative case a simple algebraic operation over the monomials $S_{J,\epsilon}$ would change the relevant tuples $J$ significantly. So, it is not possible (except in some special cases) to obtain a similar decomposition for the algebra $\mathcal{P}_S$ as in the commutative case proposed in Lemma 8.3. Nonetheless, some decomposition exists in the general case.
Consider the real subspace $P_S$ in $P_S$ generated by these monomials. Thus each element $a \in P_S$ is a “real” linear combination $a = \sum_{j \in I} c_j P_j$, $r_{j \in I} \in \mathbb{R}$. In particular, $P_S \subseteq C^*_p(D)_h$.

Let us introduce the set $M = \{D_a : a \in P_S\}$ of positive denominators in $C^*_p(H)$, where

$$D_a = 2 - \overline{U}_a - \overline{U}^*_a.$$ 

Since $D_a | H_a = 4 (1 + a^2 | H_a)^{-1}$ (see (2.23)), it follows that $(1 + a^2)^{-1} \in C^*_p(H)$ for each $a \in P_S$.

**Definition 9.1.** We say that $S = (S_1, \ldots, S_n)$ is an admissible $n$-tuple of operators in $C^*_p(D)_h$ if for each couple $a, b \in P_S$ there is $c \in P_S$ such that the operators $a^2 (1 + c^2)^{-1}$ and $b^2 (1 + c^2)^{-1}$ are bounded. If $S$ is an $n$-tuple of mutually commuting operators in $C^*_p(D)_h$, then it is admissible. Indeed, in this case $S_{j,k} = S_j$, and $P_S$ is just the real linear space generated by the monomials $S_j$. Since $a, b \in P_S$ are commuting operators in $C^*_p(D)_h$, it suffices to set $c = a^2 + b^2$. As an example of a noncommutative case, one may consider an $n$-tuple $S$ for which all monomials $S_{j,k}$ of length at least $k$ are commuting. This type of example can be constructed in some formal way, taking an appropriate quotient of the relevant free algebra. In order to satisfy the conditions of Definition 8.1 in this case, it makes sense to consider polynomials $a = p(S), b = q(S) \in P_S$ without free terms. Then $a^{2k}$ and $b^{2k}$ are commuting for a certain $k$. It follows that $a^{2k} (1 + c^2)^{-1}$ and $b^{2k} (1 + c^2)^{-1}$ are bounded whenever $c = a^{2k+1} + b^{2k+1}$. But $a^{2k} (1 + a^{2k})^{-1}$ and $b^{2k} (1 + b^{2k})^{-1}$ are bounded too. Consequently, $a^2 (1 + c^2)^{-1}$ and $b^2 (1 + c^2)^{-1}$ are bounded.

**Lemma 9.1.** Let $S = (S_1, \ldots, S_n)$ be an $n$-tuple of operators in $C^*_p(D)_h$. Then $S$ is admissible iff the set $M = \{D_a : a \in P_S\}$ of denominators is upward filtered. Moreover, the subset $M_k = \{D_a : a \in P_S^{(k)}\} \subseteq M$ is a unital cofinal subset, where $P^{(k)}_S = \{a^{2k} : a \in P_S\}, k \in \mathbb{N}$.

**Proof.** By its very definition, $D_a \preceq D_c$ means that the operator $D_a^{-1} D_c$ is bounded. But $D_a^{-1} D_c = (1 + a^2) (1 + c^2)^{-1}$, thanks to (3.3). Thereby, the operator $D_a^{-1} D_c$ is bounded iff $a^2 (1 + c^2)^{-1}$ is as well. In particular, for each couple $a, b \in P_S$ there corresponds $c \in P_S$ such that $D_a \preceq D_c$ and $D_b \preceq D_c$.

Further, as we have shown above, $a^2 (1 + a^{2k+1})^{-1}$ is bounded for each $a \in P_S$. In particular, $D_a \preceq D_b$, where $b = a^{2k} \in P^{(k)}_S$. Consequently, $M_k \subseteq M$ is a cofinal subset.

We write $a \preceq b$ for some $a, b \in P_S$, if $D_a \preceq D_a$; that is, $D_a^{-1} D_b$ has the bounded linear extension denoted by $D_{ab}$. Thus $a \preceq b$ iff the operator $a^2 (1 + b^2)^{-1}$ is bounded thanks to Lemma 9.1.

Now we put $P_a = P_S \cap (C^*_p(H)/D_a)$. Then $1_H/D_a = D_a^{-1} = 4^{-1} (1 + a^2) \in P_a$. Using Corollary 5.1 we deduce that $P_S = \sum_{a \in P_a} P_a$ is a fractional space.
Now take \( n = D\alpha, m = D\alpha \), such that \( n \leq m \). Then \( 1/n = D^{-1} = 4^{-1} (1_\mathcal{D} + a^2) \), \( 1/m = D^{-1} = 4^{-1} (1_\mathcal{D} + b^2) \), and \( m/n^2 = 4^{-1} (1_\mathcal{D} + b^2)^{-1} (1_\mathcal{D} + a^2)^2 \). We set

\[
R_{ab} = (1_\mathcal{D} + b^2)^{-1} (1_\mathcal{D} + a^2)^2 \in C_\mathcal{E}^* (\mathcal{D})
\]

whenever \( a \leq b \). Let us introduce the \( * \)-linear subspace \( \mathcal{R}_S \) in \( C_\mathcal{E}^* (\mathcal{D}) \) generated by all \( a \) and \( R_{ab} \). Obviously, \( \mathcal{P}_S \subseteq \mathcal{R}_S \). If \( \mathcal{R}_a = \mathcal{R}_S \cap (C_\mathcal{E}^* (\mathcal{H})/D_a) \), then \( 1_\mathcal{H}/D_a \in \mathcal{P}_a \subseteq \mathcal{R}_a \) and \( \mathcal{R}_a \subseteq \mathcal{R}_b \) whenever \( a \leq b \). Indeed, the latter relation between polynomials implies that \( D_a \leq D_b \) (see Lemma 9.1). Then \( C_\mathcal{E}^* (\mathcal{H})/D_a \subseteq C_\mathcal{E}^* (\mathcal{H})/D_b \) (see Lemma 5.1), which in turn implies that \( \mathcal{R}_a \subseteq \mathcal{R}_b \).

Thus \( \mathcal{R}_S = \sum_{a \in \mathcal{P}_S} \mathcal{R}_a \) is a fractional space in \( C_\mathcal{E}^* (\mathcal{D}) \) (see Definition 5.2). Furthermore, \( R_{ab} = 4m/n^2 = 4 (mn^{-1})/n = 4 (n^{-1}m)^*/n \in \mathcal{R}_S \cap (C_\mathcal{E}^* (\mathcal{H})/D_a) = \mathcal{R}_a \).

Each unital \( \alpha \)-contractive linear functional \( \phi : \mathcal{R}_S \rightarrow \mathbb{C} \) is uniquely determined by the numbers \( \gamma_a = \phi (a) \) and \( \gamma_{ab} = \phi (R_{ab}) \) with \( a \leq b \). As in the previous section \( \phi : \mathcal{R}_S \rightarrow \mathbb{C} \) is said to be an \( H_\alpha \)-moment form if there is a quantum \( \mathbb{C} \)-measure \( \mu : C_\mathcal{E}^* (\mathcal{H})/M \rightarrow \mathbb{C} \) with support in \( H_\alpha \) (see Subsection 7.3) such that

\[
\mu (a) = \gamma_a \quad \text{and} \quad \mu (R_{ab}) = \gamma_{ab}, \quad a \leq b.
\]

In this case \( \mu \) is called a representing (scalar) measure for \( \phi \).

**Theorem 9.1.** If \( \phi : \mathcal{R}_S \rightarrow \mathbb{C} \) is a unital \( \alpha \)-contractive functional such that

\[
\phi \left( (1_\mathcal{D} + b^2)^{-1} (1_\mathcal{D} + a^2)^2 \right) = \frac{(1 + \phi (a^2))^2}{1 + \phi (b^2)}
\]

for all \( a, b, a \leq b \), then \( \phi \) is an \( H_\alpha \)-moment form.

**Proof.** Since \( \mathcal{R}_S \) is a quantum system in \( C_\mathcal{E}^* (\mathcal{D}) \), it follows that \( \phi \) is matrix \( \alpha \)-positive. In particular, \( \phi (a^2) \geq 0 \). Thereby \( \phi (1_\mathcal{H}/D_a) > 0 \) for all \( a \in \mathcal{P}_S \). Hence \( \phi \) is an inner product mapping. By assumption

\[
\phi (1/D_a)^2 = \phi (1/D_b) \phi (D_b/D_a^2)
\]

whenever \( D_a \leq D_b \). Using Corollary 7.2 we infer that \( \phi \) is \( \alpha \)-admissible. By Theorem 7.3 the mapping \( \phi \) extends up to a quantum scalar measure \( \mu : C_\mathcal{E}^* (\mathcal{H})/M \rightarrow \mathbb{C} \) with support in \( H_\alpha \). Whence \( \phi \) is an \( H_\alpha \)-moment form. \( \square \)

**Remark 9.1.** One may restrict the assumptions demanded in Theorem 9.1 using the cofinal subset \( M_k \subseteq M \) proposed in Lemma 9.1.
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