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Abstract. It is known that complex constant mean curvature (CMC for short) immersions in $\mathbb{C}^3$ are natural complexifications of CMC-immersions in $\mathbb{R}^3$. In this paper, conversely we consider real form surfaces of a complex CMC-immersion, which are defined from real forms of the twisted $\mathfrak{sl}(2, \mathbb{C})$ loop algebra $\Lambda \mathfrak{sl}(2, \mathbb{C})_{\sigma}$, and classify all such surfaces according to the classification of real forms of $\Lambda \mathfrak{sl}(2, \mathbb{C})_{\sigma}$. There are seven classes of surfaces, which are called integrable surfaces, and all integrable surfaces will be characterized by the (Lorentz) harmonicities of their Gauss maps into the symmetric spaces $S^2$, $H^2$, $S_1^1$, or the 4-symmetric space $SL(2, \mathbb{C})/U(1)$. We also give a unification to all integrable surfaces via the generalized Weierstrass type representation.

1. Introduction

The goal of this paper is to give a unified theory for integrable surfaces using the real forms of complex extended framings of complex CMC-immersions and the generalized Weierstrass type representation for complex CMC-immersions.

It is classically known that CMC surfaces with nonzero mean curvature (or equivalently constant positive Gaussian curvature (CPC for short) surfaces as parallel surfaces) and constant negative Gaussian curvature (CNC for short) surfaces in $\mathbb{R}^3$ are characterized by the transformations of real (or complex) tangential line congruences between surfaces with special properties, which are commonly called "(Bianchi) Bäcklund transformations". In modern terminology, such classes of surfaces are characterized by the (Lorentz) harmonicities of their Gauss maps, and they are equivalent to the existence of families of flat connections on $\mathcal{M} \times SO(3)$, where $\mathcal{M}$ is $\mathbb{C}$ for CMC-immersions or $\mathbb{R}^{1,1}$ for CNC-immersions; see [11] and [19]. Spacelike or timelike constant positive or negative Gaussian curvature surfaces in $\mathbb{R}^{1,2}$ are less known, however, they are also characterized by the (Lorentz) harmonicities of their Gauss maps, or equivalently, the existence of families of flat connections on $\mathcal{M} \times SO(2,1)$, where $\mathcal{M}$ is $\mathbb{C}$ for spacelike CNC-immersions (or equivalently spacelike CMC-immersions) and timelike CNC-immersions, or $\mathbb{R}^{1,1}$ for spacelike CPC-immersions and timelike CPC-immersions (or equivalently timelike CMC-immersions); see [8] and [20].

On the one hand, to classify all CMC-cylinders in $\mathbb{R}^3$, in [9] we gave a natural complexification of the extended framing, a moving frame with spectral parameter and an element in the $SU(2)$ loop group, of a CMC-immersion, which is called the
complex extended framing. Moreover in [10], we introduced holomorphic immersions in $\mathbb{C}^3$ associated with the complex extended framings and a natural definition of the complex mean curvature for a holomorphic immersion. Then a holomorphic immersion with complex constant mean curvature $H \in \mathbb{C}$ is naturally called the complex CMC-immersion. Similar to the real case, a holomorphic immersion with complex constant Gauss curvature $K \in \mathbb{C}^*$ (CGC for short) is obtained as the parallel immersion of a complex CMC-immersion with nonzero complex constant mean curvature $H \in \mathbb{C}^*$.

In this paper, we shall interpret those complex CGC-immersions (or equivalently CMC-immersions by the parallel immersions) as complexifications for the surfaces discussed above. These real surfaces are then obtained by the real form surfaces of a complex CGC-immersion, which are defined from the real forms of the Maurer-Cartan form of the complex extended framing of a complex CMC-immersion. It is known that the twice central extensions of a loop algebra $\mathfrak{sl}_2$ are classified by the real forms of the Maurer-Cartan form of the complex extended framing of a complex CMC-immersion. It is known that the twice central extensions of a loop algebra $\mathfrak{asl}(2, \mathbb{C})_\sigma$ is a twisted affine Kac-Moody Lie algebra of $A_1^{(1)}$ type. The classification of the real forms of affine Kac-Moody Lie algebras was given in [3] and [4]. It follows that the classification of real forms of $\mathfrak{asl}(2, \mathbb{C})_\sigma$ is also given. In particular, the real forms of $\mathfrak{asl}(2, \mathbb{C})_\sigma$ consist of seven classes: three classes are called the almost split and the other four classes are called the almost compact, according to the types of the semi-linear involutions of the real forms. Thus there are seven classes of surfaces, which are called integrable surfaces, according to the classification of the real forms of $\mathfrak{asl}(2, \mathbb{C})_\sigma$. Spacelike or timelike CMC or CGC surfaces in $\mathbb{R}^3$ or $\mathbb{R}^{1,2}$ form the six classes of integrable surfaces, and CMC surfaces with mean curvature $|H| < 1$ in $H^3$ form the last class of integrable surfaces (Theorem 3.3 and Corollary 3.4). Moreover, all integrable surfaces are characterized by (Lorentz) harmonics of their Gauss maps, which are maps into symmetric spaces $S^2$, $H^2$, $S^{1,1}$ and the 4-symmetric space $SL(2, \mathbb{C})/U(1)$, respectively (Theorem 3.6).

The generalized Weierstrass type representation for complex CMC-immersions is a procedure to construct complex CMC-immersions in $\mathbb{C}^3$ (see Section 4.1 for more details): 1. Define pairs of holomorphic potentials, which are pairs of holomorphic 1-forms $\tilde{\eta} = (\eta, \tau)$ with $\eta = \sum_{j \geq -1} \eta_j \lambda^j$ and $\tau = \sum_{j \leq 1} \tau_j \lambda^j$. Here $\lambda$ is the complex parameter, the so-called “spectral parameter”, $\eta_j$ and $\tau_j$ are diagonal (resp. off-diagonal) holomorphic 1-forms depending only on one complex variable if $j$ is even (resp. $j$ is odd). 2. Solve the pair of ODEs $d(C, L) = (C, L)\tilde{\eta}$ with some initial condition $(C(z_0), L(w_0))$, and perform the generalized Iwasawa decomposition (Theorem 4.2) for $(C, L)$, giving $(C, L) = (F \cdot I) (V_+ , V_-)$. It is known that $F \cdot I$ is the complex extended framing of some complex CMC-immersion (Theorem 4.4), where $I$ is some $\lambda$-independent diagonal matrix. 3. Form a complex CMC-immersion by the Sym formula $\Psi$ via the complex extended framing $F \cdot I$ (Theorem 2.6).

Since each class of integrable surfaces is defined by a real form of $\mathfrak{asl}(2, \mathbb{C})_\sigma$, there exists a unique semi-linear involution $\rho$ corresponding to each class of integrable surfaces. Then these semi-linear involutions naturally define the pairs of semi-linear involutions on pairs of holomorphic potentials $\tilde{\eta} = (\eta, \tau)$. It follows that the generalized Weierstrass type representation for each class of integrable surfaces can be formulated by the above construction with a pair of holomorphic potentials which is invariant under a pair of semi-linear involutions (Theorem 4.2). In this way we give a unified theory for all integrable surfaces.
More precisely, in Section 2 we give a brief review of the basic results for complex CMC and CGC-immersions. In Section 2.1 holomorphic null immersions and the basic facts for holomorphic null immersions are considered. In Section 2.2 the basic facts and results for complex CMC-immersions are given. Analogously to the complex CMC-immersions, the definition and the basic facts for complex CGC-immersions are given (Theorem 2.6). In Section 2.3 the classification of real forms of $\text{Aut}(2, \mathbb{C})_\sigma$ is given (Theorem 2.10 and Theorem 2.11).

In Section 3 we give a classification of integrable surfaces. In Section 3.1 it is shown that all integrable surfaces are obtained from real forms of $\text{Aut}(2, \mathbb{C})_\sigma$ (Theorem 3.3). In Section 3.2 the Gauss maps of integrable surfaces are characterized using the Gauss map of a complex CMC-immersion and the real forms of the complex extended framing (Theorem 3.6).

In Section 4, we give a construction of all integrable surfaces via the generalized Weierstrass type representation. In Section 4.1, the pairs of semi-linear involutions, which are determined from classes of integrable surfaces, are considered. Then a construction of all integrable surfaces is discussed via the pairs of holomorphic potentials which are invariant under the pairs of semi-linear involutions (Theorem 4.2).

In Appendix A, we give the basic results for affine Kac-Moody Lie algebras and the loop algebras. In Section A.1, Kac-Moody Lie algebras are considered. In Section A.2, loop groups and a realization of affine Kac-Moody Lie algebras via the twice central extensions of loop algebras are discussed (Theorem A.1). In Section A.3, double loop groups are defined and the Iwasawa decomposition theorem for the double loop groups are given (Theorem A.2).

2. Preliminaries

In this preliminary section, we give a brief review of the basic results for holomorphic null immersions, complex CMC-immersions and complex CGC-immersions. We also give a brief review of the basic facts about loop algebras and their real forms.

Throughout this paper, $\mathbb{C}^3$ is identified with $\mathfrak{sl}(2, \mathbb{C})$ as follows:

\begin{equation}
(a, b, c)^t \in \mathbb{C}^3 \leftrightarrow \frac{ia}{2} \sigma_1 - \frac{ib}{2} \sigma_2 - \frac{ic}{2} \sigma_3 \in \mathfrak{sl}(2, \mathbb{C}) \ ,
\end{equation}

where $\sigma_j (j = 1, 2, 3)$ are Pauli matrices as follows:

\begin{equation}
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \quad \text{and} \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} .
\end{equation}

2.1. Holomorphic null immersions in $\mathbb{C}^3$. In this subsection, we show the basic results for holomorphic immersions $\psi$ from $\mathcal{D}^2 \subset \mathbb{C}^2$ into $\mathbb{C}^3$. We give natural definitions of complex mean curvature (Definition 1) and complex Gauss curvature (Definition 2) for a holomorphic immersion analogous to the mean curvature and the Gauss curvature of a surface in $\mathbb{R}^3$. We refer to [10] for more details.

Let $\mathcal{M}$ be a simply connected 2-dimensional Stein manifold, and let $\psi : \mathcal{M} \rightarrow \mathfrak{sl}(2, \mathbb{C})$ be a holomorphic immersion, i.e., the complex rank of $d\psi$ is two. We consider the following bilinear form on $\mathfrak{sl}(2, \mathbb{C}) \cong \mathbb{C}^3$:

\begin{equation}
\langle a, b \rangle = -2\text{Tr} \ ab ,
\end{equation}
where \( a, b \in \mathfrak{sl}(2, \mathbb{C}) \). We note that the bilinear form \((2.1.1)\) is a \( \mathbb{C} \)-bilinear form on \( \mathbb{C}^3 \) by the identification \((2.0.1)\). Then it is known that, for a neighborhood \( \tilde{\mathcal{M}}_p \subset \mathcal{M} \) around each point \( p \in \mathcal{M} \), the bilinear form \((2.1.1)\) induces a holomorphic Riemannian metric on \( \tilde{\mathcal{M}}_p \), i.e., a holomorphic covariant symmetric 2-tensor \( g \), see \[18\] and \[10\]. From \[10\], it is also known that there exist special coordinates \( (z, w) \in \mathcal{D}^2 \subset \mathbb{C}^2 \) such that a holomorphic Riemannian metric \( g \) can be written as follows:

\[
(2.1.2) \\
g = e^{u(z,w)} dz dw,
\]

where \( u(z,w) : \mathcal{D}^2 \to \mathbb{C} \) is some holomorphic function. The special coordinates defined above are called null coordinates. From now on, we always assume a holomorphic immersion \( \Psi : \mathcal{M} \to \mathfrak{sl}(2, \mathbb{C}) \) has null coordinates. A holomorphic immersion with null coordinates is also called the holomorphic null immersion.

Remark 2.1. The assumption “Stein” is used for the existence of the form of a holomorphic Riemannian metric \( g = e^{u(z,w)} dz dw \) defined in \((2.1.2)\) and the existence of a well-defined pair of holomorphic potentials on \( \mathcal{M} \) for the generalized Weierstrass type representation in Section \[4\]; see \[10\] for more details.

We now define a vector \( N \in \mathfrak{sl}(2, \mathbb{C}) \) as follows:

\[
(2.1.3) \\
N := \frac{1}{2} i e^{-u} [\Psi_w, \Psi_z],
\]

where the subscripts \( z \) and \( w \) denote the partial derivatives with respect to \( z \) and \( w \), respectively. It is easy to verify that \( \langle \Psi_z, N \rangle = \langle \Psi_w, N \rangle = 0 \) and the \( \langle N, N \rangle = 1 \). Thus \( N \) is a transversal vector to \( d\Psi \). Therefore it is natural to call \( N \) the complex Gauss map of \( \Psi \).

From \[10\], we quote the following theorem:

**Theorem 2.2 \([10]\).** Let \( \Psi : \mathcal{M} \to \mathbb{C}^3(\cong \mathfrak{sl}(2, \mathbb{C})) \) be a holomorphic null immersion. Then there exists a \( SL(2, \mathbb{C}) \) matrix \( F \) such that the following equations hold:

\[
(2.1.4) \\
F_z = FU, \\
F_w = FV,
\]

where

\[
U = \begin{pmatrix} u_z - \frac{1}{2} Re^{-u/2} \\ Q e^{-u/2} - \frac{1}{2} H e^{u/2} \end{pmatrix},
\]

\[
V = \begin{pmatrix} -\frac{1}{2} u_w \\ -\frac{1}{2} H e^{u/2} \end{pmatrix},
\]

with \( Q := \langle \Psi_{zz}, N \rangle, R := \langle \Psi_{ww}, N \rangle \) and \( H := 2 e^{-u} \langle \Psi_{zw}, N \rangle \).

We call \( F : \mathcal{M} \to SL(2, \mathbb{C}) \) the moving frame of \( \Psi \). Then the compatibility condition for the equations in \((2.1.4)\) is

\[
(2.1.6) \\
U_w - V_z + [V,U] = 0.
\]

A direct computation shows that the equation \((2.1.6)\) can be rephrased as follows:

\[
(2.1.7) \\
u_{zw} - 2RQe^{-u} + \frac{1}{2} H^2 e^u = 0, \\
Q_w - \frac{1}{2} H z e^u = 0, \\
R_z - \frac{1}{2} H_w e^u = 0.
\]
The first equation in (2.1.7) will be called the complex Gauss equation, and the second and third equations in (2.1.7) will be called the complex Codazzi equations.

From the discussion above we know that all holomorphic null immersions $\Psi : \mathcal{M} \to \mathbb{C}^3$ satisfy the complex Gauss-Codazzi equations (2.1.7). We note that, setting $\alpha = F^{-1}dF = Ud\bar{z} + Vdw$, the equations in (2.1.7) are equivalent to

$$d\alpha + \frac{1}{2}[\alpha \wedge \alpha] = 0.$$ 

Using the functions $u, Q, R$ and $H$ defined in (2.1.2) and (2.1.5), respectively, the symmetric quadratic form $II := -\langle d\Psi, dN \rangle$ can be represented as follows:

$$II := -\langle d\Psi, dN \rangle = Qd\bar{z}^2 + e^uHdzdw + Rdw^2.$$

The symmetric quadratic form $II$ is called the second fundamental form for a holomorphic null immersion $\Psi$. Then the complex mean curvature and the complex Gauss curvature for a holomorphic null immersion $\Psi$ are defined as follows.

Definition 1. Let $\Psi : \mathcal{M} \to \mathbb{C}^3$ be a holomorphic null immersion. Then the function $H = 2e^{-u}\langle \Psi\bar{z}, N \rangle$ will be called the complex mean curvature of $\Psi$.

Remark 2.3. From the forms of the holomorphic metric $g$ defined in (2.1.2) and the second fundamental form $II$ defined in (2.1.8), the equality $H = \frac{1}{2}\text{Tr}(\bar{I}^{-1} \cdot \bar{II})$ holds, where $\bar{I}$ (resp. $\bar{II}$) is the coefficient matrix of $g$ (resp. $II$).

Definition 2. We retain the notation in Remark 2.3. Then the function $K = \det(\bar{I}^{-1} \cdot \bar{II}) = H^2 - 4e^{-2u}QR$ will be called the complex Gauss curvature of $\Psi$.

2.2. Complex CMC- and CGC-immersions in $\mathbb{C}^3$. In this subsection, we give characterizations of complex constant mean curvature immersions via loop groups (see Appendix A.2 for the definitions of loop groups). There is a useful formula representing complex CMC-immersions, which is a generalization of the Sym formula for CMC-immersions in $\mathbb{R}^3$; see also [9]. There is also a formula for complex CGC-immersions given by the parallel holomorphic immersions of complex CMC-immersions with $H \in \mathbb{C}^\ast$.

The notions of a complex CMC-immersion and a CGC-immersion are defined analogous to the notions of a CMC-immersion and a CGC-immersion in $\mathbb{R}^3$; see also [10].

Definition 3. Let $\Psi : \mathcal{M} \to \mathbb{C}^3$ be a holomorphic null immersion, and let $H$ (resp. $K$) be its complex mean curvature (resp. Gauss curvature). Then $\Psi$ is called a complex constant mean curvature (CMC for short) immersion (resp. a complex constant Gauss curvature (CGC for short) immersion) if $H$ (resp. $K$) is a complex constant.

Remark 2.4. Since we are interested in complexifications of CMC (resp. CGC) surfaces with nonzero mean curvature $H \in \mathbb{R}^\ast$ (resp. Gauss curvature $K \in \mathbb{R}^\ast$), from now on, we always assume that the complex mean curvature $H$ (resp. the complex Gauss curvature $K$) is a nonzero constant.

From [10], we quote the following characterizations of a complex CMC-immersion:

Lemma 2.5. Let $\mathcal{M}$ be a connected 2-dimensional Stein manifold, and let $\Psi : \mathcal{M} \to \mathbb{C}^3(\cong \mathfrak{sl}(2, \mathbb{C}))$ be a holomorphic null immersion. Further, let $Q, R, H$ and
$N$ be the complex functions defined in (2.1.3) and the Gauss map defined in (2.1.3), respectively. Then the following statements are equivalent:

1. $H$ is a nonzero constant.
2. $Q$ depends only on $z$ and $R$ depends only on $w$.
3. $N_{zw} = \rho N$, for some holomorphic function $\rho : \mathcal{M} \to \mathbb{C}$.
4. There exists $\tilde{F}(z, w, \lambda) \in \Lambda SL(2, \mathbb{C})_\sigma$ such that

$$\tilde{F}(z, w, \lambda)^{-1}d\tilde{F}(z, w, \lambda) = \tilde{U}dz + \tilde{V}dw,$$

where

$$\begin{align*}
\tilde{U} &= \begin{pmatrix}
\frac{1}{2}u_z & -\frac{1}{2}\lambda^{-1}He^{-u/2} \\
\lambda^{-1}Qe^{-u/2} & -\frac{1}{2}u_z
\end{pmatrix}, \\
\tilde{V} &= \begin{pmatrix}
-\frac{1}{2}u_w & -\lambda Re^{-u/2} \\
\frac{1}{4}He^{-u/2} & \frac{1}{4}u_w
\end{pmatrix},
\end{align*}$$

and $\tilde{F}(z, w, \lambda = 1) = F(z, w)$ is the moving frame of $\Psi$ in (2.1.4).

The $\tilde{F}(z, w, \lambda)$ defined in (2.1.4) of Lemma 2.3 is called the complex extended framing of a complex CMC-immersion $\Psi$. From now on, for simplicity, the symbol $F(z, w, \lambda)$ (resp. $U(z, w, \lambda)$ or $V(z, w, \lambda)$) is used instead of $\tilde{F}(z, w, \lambda)$ (resp. $\tilde{U}(z, w, \lambda)$ or $\tilde{V}(z, w, \lambda)$).

There is an immersion formula for a complex CMC-immersion using the complex extended framing $F(z, w, \lambda)$ for a complex CMC-immersion $\Psi$, the so-called “Sym formula”; see [10]. We show a similar immersion formula for a complex CGC-immersion using the same complex extended framing $F(z, w, \lambda)$ of a complex CMC-immersion $\Psi$.

**Theorem 2.6.** Let $F(z, w, \lambda)$ be the complex extended framing of some complex CMC-immersion defined as in Lemma 2.5 and let $H$ be its nonzero complex constant mean curvature. We set

$$(2.2.1) \quad \begin{align*}
\Psi &= -\frac{1}{2H} \left( i\lambda \partial_\lambda F(z, w, \lambda) \cdot F(z, w, \lambda)^{-1} + \frac{i}{2} F(z, w, \lambda) \sigma_3 F(z, w, \lambda)^{-1} \right), \\
\Phi &= -\frac{1}{2H} \left( i\lambda \partial_\lambda F(z, w, \lambda) \cdot F(z, w, \lambda)^{-1} \right),
\end{align*}$$

where $\sigma_3$ has been defined in (2.0.2). Then $\Psi$ (resp. $\Phi$) is, for every $\lambda \in \mathbb{C}^*$, a complex constant mean curvature immersion (resp. complex constant Gaussian curvature immersion, possibly degenerate) in $\mathbb{C}^3$ with complex mean curvature $H \in \mathbb{C}^*$ (resp. complex Gauss curvature $K = 4H^2 \in \mathbb{C}^*$), and the Gauss map of $\Psi$ (resp. $\Phi$) can be described by $\frac{i}{2} F(z, w, \lambda) \sigma_3 F(z, w, \lambda)^{-1}$.

**Proof.** The proof for complex CMC-immersions follows from [10]. We show that the second formula $\Phi$ in (2.2.1) defines a complex CGC-immersion. Let $\Phi$ be a map in the second formula in (2.2.1). Let $N = \frac{i}{2} F(z, w, \lambda) \sigma_3 F(z, w, \lambda)^{-1}$ be the complex Gauss map for $\Psi$. Since $(N, N) = 1$ and the relation $\Phi = \Psi + \frac{1}{2H} N$ holds for the formulas in (2.2.1), $N$ is also the Gauss map for $\Phi$, i.e., $\langle \Phi, N \rangle = 0$. We also denote the Gauss map for $\Phi$ by $N$.  
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We then compute the holomorphic metric $g$ and the second fundamental form $II$ for the holomorphic map $\Phi$. Using the bilinear form in (2.1.1), we have
\[
\begin{align*}
\langle \Phi_z, \Phi_z \rangle &= \frac{\lambda^2}{2H^2} \text{Tr}(U_\lambda^2), \\
\langle \Phi_w, \Phi_w \rangle &= \frac{\lambda^2}{2H^2} \text{Tr}(V_\lambda^2),
\end{align*}
\]
where $U$ and $V$ are defined in Lemma 2.5 and the subscript $z$ (resp. $w$ or $\lambda$) denotes the partial derivative with respect to $z$ (resp. $w$ or $\lambda$). Since the trace of a matrix is invariant under the map $\text{Ad}(F)$, and using the form of $U$ in Lemma 2.5, we have
\[
\langle \Phi_z, \Phi_z \rangle = \frac{\lambda^2}{2H^2} \text{Tr}(U_\lambda^2) = -\frac{1}{2H^2} \lambda^{-2} HQ,
\]
\[
\langle \Phi_w, \Phi_w \rangle = \frac{\lambda^2}{2H^2} \text{Tr}(V_\lambda^2) = -\frac{1}{2H^2} \lambda^2 HR.
\]
Again using the invariance of trace of a matrix under the map $\text{Ad}(F)$ and the forms of $U$ and $V$ in Lemma 2.5, we have
\[
\langle \Phi_z, \Phi_w \rangle = -2\text{Tr} \left( -\frac{i\lambda}{2H} \text{Ad}(F)U_\lambda \times -\frac{i\lambda}{2H} \text{Ad}(F)V_\lambda \right)
= \frac{1}{2H^2} \left( \frac{1}{4} H^2 e^u + Q \text{Re}^{-u} \right).
\]
Therefore, we have the following first fundamental form for the holomorphic map $\Phi$:
\[
(2.2.2) \quad g = (dz, \ dw) \begin{pmatrix}
-\frac{1}{2H^2} \lambda^{-2} HQ & \frac{1}{2H^2} \left( \frac{1}{4} H^2 e^u + Q \text{Re}^{-u} \right) \\
\frac{1}{2H^2} \left( \frac{1}{2} H^2 e^u + Q \text{Re}^{-u} \right) & -\frac{1}{2H^2} \lambda^2 HR
\end{pmatrix} \begin{pmatrix}
dz \\
dw
\end{pmatrix}.
\]
Let $I$ denote the coefficient matrix for $g$ in (2.2.2). Then it is easy to verify that $\det I = -(\frac{1}{4} H^2 e^u - Q \text{Re}^{-u})^2 / (4H^4)$. Thus the holomorphic map $\Phi$ actually defines a holomorphic immersion under the condition $e^{2u} \neq 4H^{-2} QR$.

Next, the second fundamental form $II$ for $\Phi$ is computed as follows. Again using the invariance of the trace of a matrix under the map $\text{Ad}(F)$, $\langle \Phi_z, N_z \rangle$ is computed as follows:
\[
\langle \Phi_z, N_z \rangle = -2\text{Tr} \left( -\frac{i\lambda}{2H} \text{Ad}(F)U_\lambda \times \frac{i}{2} \text{Ad}(F)[U, \sigma_3] \right)
= -\frac{1}{2H} \text{Tr}(U_\lambda \cdot [U, \sigma_3]).
\]
From the form of $U$ in Lemma 2.5, we have $\langle \Phi_z, N_z \rangle = 0$. A similar argument holds for $\langle \Phi_w, N_w \rangle$, where $U$ is replaced by $V$. Thus we have $\langle \Phi_w, N_w \rangle = 0$. Again using the invariance of the trace of a matrix under the map $\text{Ad}(F)$ and the form of $U$ in Lemma 2.5, we obtain
\[
\langle \Phi_z, N_w \rangle = -2\text{Tr} \left( -\frac{i\lambda}{2H} \text{Ad}(F)U_\lambda \times \frac{i}{2} \text{Ad}(F)[V, \sigma_3] \right)
= -\frac{1}{2H} \left( \frac{1}{2} H^2 e^u - 2Q \text{Re}^{-u} \right).
\]
Since $N$ is the Gauss map of $\Phi$, i.e., $\langle \Phi_z, N \rangle = \langle \Phi_w, N \rangle = 0$ and $\langle N, N \rangle = 1$, we obtain $\langle \Phi_z, N \rangle = -\langle \Phi_w, N \rangle = \langle \Phi_w, N \rangle$.

Finally, the second fundamental form $II$ for $\Phi$ has the following form:

$$(2.2.3)$$

$$II = (dz, dw) \begin{pmatrix}
0 & \frac{1}{2H} \left( \frac{1}{2} H^2 e^u - 2Q Re^{-u} \right) \\
\frac{1}{2H} \left( \frac{1}{2} H^2 e^u - 2Q Re^{-u} \right) & 0
\end{pmatrix} (dz, dw).$$

Let us denote the coefficient matrix of $II$ by $\tilde{II}$. Then, using (2.2.2) and (2.2.3), the complex Gauss curvature $K$ for $\Phi$ is computed as

$$K = \det (\tilde{I} - \frac{1}{1 \cdot \tilde{II}}) = 4H^2 \in \mathbb{C}^*.$$ 

This completes the proof. \( \Box \)

Since the Gauss maps of a complex CMC-immersion $\Psi$ and the corresponding complex CGC-immersion $\Phi$ are the same, which is $N = i^2 F(z,w,\lambda)\sigma_3 F(z,w,\lambda)^{-1}$, we have the following corollary:

**Corollary 2.7.** Let $\Psi$ be a complex CMC-immersion, and let $H$ (resp. $u$, $Q$ and $R$) be its nonzero constant mean curvature (resp. the functions defined in (2.1.2) and Theorem 2.2). Moreover, let us assume $e^{2u} \neq 4H^{-2}QR$. Then there exists the parallel complex CGC-immersion with Gauss curvature $K = 4H^2 \in \mathbb{C}^*$.

2.3. **Real forms of $\mathfrak{sl}(2,\mathbb{C})_{\sigma}$.** In this subsection, we give the classification of real forms for the twisted $\mathfrak{sl}(2,\mathbb{C})$ loop algebra $\mathfrak{sl}(2,\mathbb{C})_{\sigma}$; see Appendix A for the notation and the definitions of loop algebras.

First we recall the basic facts about real forms for complex Kac-Moody Lie algebras. Let $\mathfrak{g}$ be a Kac-Moody Lie algebra over $\mathbb{C}$. Then a Lie subalgebra $\mathfrak{g}_R \subset \mathfrak{g}$ over $\mathbb{R}$ will be called the real form of $\mathfrak{g}$ if there is an isomorphism between $\mathfrak{g}$ and the complexification $\mathfrak{g}_R \otimes \mathbb{C}$. We note that all real forms of $\mathfrak{g}$ correspond to semi-linear involutions of $\mathfrak{g}$ (see, for example, [1]), i.e., each real form is defined by an automorphism $\rho$ of $\mathfrak{g}$ such that

$$(2.3.1)$$

$$\begin{cases}
\rho^2 = \text{id}, \\
\rho(\ell x) = \bar{\ell} \rho(x) \text{ for } \ell \in \mathbb{C}.
\end{cases}$$

Let $\mathfrak{h}$ denote the standard Cartan subalgebra of $\mathfrak{g}$, which is a maximal $\text{ad}(\mathfrak{g})$-diagonalizable subalgebra of $\mathfrak{g}$. Let $\Delta$ be the corresponding root system, and let $\mathfrak{g}_\alpha$ denote the root space corresponding to $\alpha$ in $\Delta$. Then the root space decomposition for $\mathfrak{g}$ is as follows:

$$\mathfrak{g} = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta} \mathfrak{g}_\alpha.$$ 

It is known that $\Delta$ can be decomposed as $\Delta = \Delta^+ \cup \Delta^-$, where $\Delta^+$ (resp. $\Delta^-$) is the set of positive (resp. negative) roots.

Then a subalgebra of $\mathfrak{g}$ is said to be a Borel subalgebra if it is a maximal completely solvable subalgebra. And the standard positive (resp. negative) Borel subalgebra $\mathfrak{b}^+$ (resp. $\mathfrak{b}^-$) of $\mathfrak{g}$ is defined as follows:

$$\mathfrak{b}^\pm = \mathfrak{h} \oplus \bigoplus_{\beta \in \Delta^\pm} \mathfrak{g}_\beta.$$
If a linear or semi-linear automorphism $\rho$ for $g$ transforms a Borel subalgebra into a Borel subalgebra of the same (resp. opposite) sign, then $\rho$ is said to be the *first kind* (resp. *second kind*).

We now give definitions of the almost split real forms and the almost compact real forms of $g$.

**Definition 4.** Let $g$ be a Kac-Moody Lie algebra over $\mathbb{C}$, and let $g_\mathbb{R}$ be a real form of $g$. Moreover, let $\rho$ be the semi-linear involution corresponding to $g_\mathbb{R}$. Then the real form $g_\mathbb{R}$ is called almost split (resp. almost compact) if the corresponding semi-linear involution $\rho$ is of the first kind (resp. second kind).

It is clear that the real subalgebra of $g$ generated by $\{h, e_j, f_j : j = 1, 2, \ldots, n\}$ (the Cartan subalgebra and the Chevalley generators of the Kac-Moody Lie algebra $g$, see Appendix A.1) is an almost split real form, which is called the *standard split form*. The corresponding semi-linear involution of the first kind $\sigma'_n$ is called the *standard normal semi-involution* of $g$. The map $e_j \mapsto -f_j, f_j \mapsto -e_j$, and $h \mapsto -h$, $h \in h$ for $\{h, e_j, f_j : j = 1, 2, \ldots, n\}$ can be extended to an involution $\omega$ of $g$. The $\omega$ is called the *Cartan involution* of $g$. It is known that the standard normal semi-involution and the Cartan involution commute.

**Definition 5.** Let $\omega$ and $\sigma'_n$ be the Cartan involution and the standard normal semi-involution, respectively, and let $\omega'$ be $\omega' = \sigma'_n \omega = \omega \sigma'_n$. Then $\omega'$ is called the standard Cartan semi-involution, and the corresponding almost compact real form is called the standard compact form. Moreover, a conjugation of $\omega'$ is called a Cartan semi-involution.

We quote the following theorem about the real forms of Kac-Moody Lie algebras [3], [4].

**Theorem 2.8** (Theorem 4.4 in [3], Proposition 2.9 in [4]). Let us consider the following:

1. The semi-linear involutions $\rho$ of $g$ of the second kind (resp. the first kind).
2. The involutions $\theta$ of $g$ of the first kind (resp. the second kind).
3. The relation $\rho \approx \theta$ if and only if
   - $\omega' = \theta \rho = \rho \theta$ is a Cartan semi-involution,
   - $\theta$ and $\rho$ stabilize the same Cartan subalgebra $h$,
   - $h$ is contained in a minimal $\rho$-stable positive parabolic subalgebra.

Then the relation induces a bijection between the conjugacy classes under $\text{Aut}(g)$ of semi-linear involutions of the second kind (resp. the first kind) and conjugacy classes of involutions of the first kind (resp. the second kind).

We also quote the following theorem about the classification of the involutions of the affine Kac-Moody Lie algebra of $A^{(1)}_1$ type [17].

**Theorem 2.9** (Theorem 3 in [17]). All involutions on the affine Kac-Moody Lie algebra of type $A^{(1)}_1$ are given as follows:

(a) $e_1 \mapsto -e_1$, $f_1 \mapsto -f_1$, $e_2 \mapsto -e_2$, $f_2 \mapsto -f_2$,

(a') $e_1 \mapsto e_2$, $f_1 \mapsto f_2$, $e_2 \mapsto e_1$, $f_2 \mapsto f_1$,

(b) $e_1 \mapsto e_1$, $f_1 \mapsto f_1$, $e_2 \mapsto -\frac{1}{2}[f_2, f_1], f_2 \mapsto -\frac{1}{2}[e_2, e_1, e_1]$,
(b') $e_1 \mapsto -e_1$, $f_1 \mapsto -f_1$, $e_2 \mapsto \frac{1}{2}[[f_2, f_1], f_1]$, $f_2 \mapsto \frac{1}{2}[[e_2, e_1], e_1]$.

(b'') $e_1 \mapsto f_2$, $f_1 \mapsto e_2$, $e_2 \mapsto f_1$, $f_2 \mapsto e_1$.

(c) $e_1 \mapsto e_1$, $f_1 \mapsto f_1$, $e_2 \mapsto -e_2$, $f_2 \mapsto -f_2$.

where $e_j, f_j$ for $j \in \{1, 2\}$ are the Chevalley generators of the affine Kac-Moody Lie algebra of $A^{(1)}_1$ type. Moreover, the cases (a), (a') and (c) (resp. (b), (b') and (b'')) are involutions of the first kind (resp. the second kind).

It is well known that the twice central extensions of the untwisted $\mathfrak{sl}(2, \mathbb{C})$ loop algebra $\mathfrak{asl}(2, \mathbb{C})$ is an affine Kac-Moody Lie algebra of $A^{(1)}_1$ type (see Theorem 2.1). It is also known that the twisted $\mathfrak{sl}(2, \mathbb{C})$ loop algebra $\mathfrak{asl}(2, \mathbb{C})_{\sigma}$ and the untwisted $\mathfrak{sl}(2, \mathbb{C})$ loop algebra $\mathfrak{asl}(2, \mathbb{C})$ are isomorphic by the following map from $\mathfrak{asl}(2, \mathbb{C})$ to $\mathfrak{asl}(2, \mathbb{C})_{\sigma}$; see also [10]:

\begin{equation}
\mathfrak{g}(\lambda) \in \mathfrak{asl}(2, \mathbb{C}) \mapsto \text{Ad} \left( \frac{\sqrt{\lambda}}{0} 0 \begin{pmatrix} \sqrt{\lambda} & 0 \\ 0 & \sqrt{-\lambda} \end{pmatrix} \right) g(\lambda^2) \in \mathfrak{asl}(2, \mathbb{C})_{\sigma}.
\end{equation}

Therefore we have the following classification of all real forms for $\mathfrak{asl}(2, \mathbb{C})_{\sigma}$.

**Theorem 2.10.** Let $\epsilon_j$ for $j \in \{1, 2, 3, 4\}$ be the following involutions on $\mathfrak{asl}(2, \mathbb{C})_{\sigma}$:

\begin{equation}
\begin{align*}
\epsilon_1 : g(\lambda) \mapsto g(-1/\lambda), \\
\epsilon_2 : g(\lambda) \mapsto g(-1/\lambda), \\
\epsilon_3 : g(\lambda) \mapsto -g(1/\lambda), \\
\epsilon_4 : g(\lambda) \mapsto -\text{Ad} \left( \begin{pmatrix} 1/\sqrt{\lambda} & 0 \\ 0 & \sqrt{1/\lambda} \end{pmatrix} \right) g(1/\lambda),
\end{align*}
\end{equation}

where $g(\lambda) \in \mathfrak{asl}(2, \mathbb{C})_{\sigma}$. Then, the almost compact real forms of $\mathfrak{asl}(2, \mathbb{C})_{\sigma}$ are the following real Lie subalgebras of $\mathfrak{asl}(2, \mathbb{C})_{\sigma}$:

\begin{equation}
\mathfrak{asl}(2, \mathbb{C})_{\sigma}^{(\epsilon_j)} = \{ g(\lambda) \in \mathfrak{asl}(2, \mathbb{C})_{\sigma} \mid \epsilon_j \circ g(\lambda) = g(\lambda) \} \text{ for } j \in \{1, 2, 3, 4\}.
\end{equation}

**Theorem 2.11.** Let $\sigma_j$ for $j \in \{1, 2, 3\}$ be the following involutions on $\mathfrak{asl}(2, \mathbb{C})_{\sigma}$:

\begin{equation}
\begin{align*}
\sigma_1 : g(\lambda) \mapsto -g(-\lambda), \\
\sigma_2 : g(\lambda) \mapsto g(-\lambda), \\
\sigma_3 : g(\lambda) \mapsto -\text{Ad} \left( \begin{pmatrix} \lambda & 0 \\ 0 & \lambda \end{pmatrix} \right) g(\lambda),
\end{align*}
\end{equation}

where $g(\lambda) \in \mathfrak{asl}(2, \mathbb{C})_{\sigma}$. Then, the almost split real forms of $\mathfrak{asl}(2, \mathbb{C})_{\sigma}$ are the following real Lie subalgebras of $\mathfrak{asl}(2, \mathbb{C})_{\sigma}$:

\begin{equation}
\mathfrak{asl}(2, \mathbb{C})_{\sigma}^{(\sigma_j)} = \{ g(\lambda) \in \mathfrak{asl}(2, \mathbb{C})_{\sigma} \mid \sigma_j \circ g(\lambda) = g(\lambda) \} \text{ for } j \in \{1, 2, 3\}.
\end{equation}

**Proof.** Since all linear involutions of the first kind and the second kind for the affine Kac-Moody Lie algebra of $A^{(1)}_1$ type are classified in Theorem 2.9 and using Theorem 2.10 all semi-linear involutions $\rho$ of the first kind (resp. the second kind) can be represented as follows:

$$\rho = \omega' \theta,$$

where $\omega'$ is the Cartan semi-involution and $\theta$ is the linear involution of the second kind (resp. the first kind). Noting that the identity map is also the trivial involution of the first kind, we have the four classes of semi-linear involutions of the second kind and the three classes of semi-linear involutions of the first kind. Since the affine Kac-Moody Lie algebra of $A^{(1)}_1$ type can be realized by the twice central extensions of the loop algebra $\mathfrak{asl}(2, \mathbb{C})$ (see Theorem 2.1), the real forms of the loop algebra $\mathfrak{asl}(2, \mathbb{C})$ are derived. Finally, using the isomorphism (2.3.2), the real forms of $\mathfrak{asl}(2, \mathbb{C})$ are transformed into the real forms of $\mathfrak{asl}(2, \mathbb{C})_{\sigma}$, which are obtained in (2.3.3) and (2.3.5) by a direct calculation. This completes the proof. \qed
Remark 2.12. The identification (2.3.2) implies, in the untwisted setting, the involution \( s_3 \) can be rephrased as follows:

\[
(2.3.7) \quad s_3 : g(\lambda) \mapsto -g(\overline{\lambda})^t \quad \text{for} \quad g(\lambda) \in \mathfrak{asl}(2, \mathbb{C}).
\]

From now on we use the involution (2.3.7) instead of the original involution \( s_3 \) in (2.3.5).

3. Real forms of complex CGC-immersions

In this section, we show one of the main theorems in this paper (Theorem 3.3), which is the classification of “integrable surfaces” obtained from all the real forms of the twisted \( \mathfrak{asl}(2, \mathbb{C}) \) loop algebra \( \mathfrak{asl}(2, \mathbb{C})_\sigma \).

3.1. Integrable surfaces as real forms of complex CGC-immersions. Let \( F(z, w, \lambda) \in \Lambda SL(2, \mathbb{C})_\sigma \) be the complex extended framing of some complex CGC-immersion \( \Phi \), and let \( \alpha(z, w, \lambda) = F(z, w, \lambda)^{-1}dF(z, w, \lambda) \) be the Maurer-Cartan form of \( F(z, w, \lambda) \). From the forms of \( U \) and \( V \) defined as in Lemma 2.5, we set \( \alpha_i \ (i \in \{-1, 0, 1\}) \) as follows:

\[
(3.1.1) \quad \alpha(z, w, \lambda) = F^{-1}dF = Ud\lambda + Vdw = \lambda^{-1}\alpha_{-1} + \alpha_0 + \lambda\alpha_1,
\]

where

\[
\alpha_{-1} = \begin{pmatrix} 0 & -\frac{1}{2}He^{u/2}dz \\ Re^{u/2}dz & 0 \end{pmatrix},
\]

\[
\alpha_0 = \begin{pmatrix} \frac{1}{4}u_zdz - \frac{1}{4}uwdw & 0 \\ 0 & -\frac{1}{4}u_zdz + \frac{1}{4}uwdw \end{pmatrix},
\]

\[
\alpha_1 = \begin{pmatrix} 0 & -Re^{-u/2}dw \\ \frac{1}{2}He^{u/2}dw & 0 \end{pmatrix}.
\]

We denote the space of \( \Lambda \mathfrak{sl}(2, \mathbb{C})_\sigma \) valued 1-forms by \( \Omega(\Lambda \mathfrak{asl}(2, \mathbb{C})_\sigma) \). Similar to the involutions in Theorem 2.10 (resp. Theorem 2.11), we define the involutions \( \check{\alpha}_j \) (resp. \( \check{s}_j \)) for \( g(\lambda) \in \Omega(\Lambda \mathfrak{asl}(2, \mathbb{C})_\sigma) \) as follows:

\[
(3.1.3) \quad \begin{cases} \check{\alpha}_1 : g(\lambda) \mapsto -g(-1/\lambda)^t, \\ \check{\alpha}_2 : g(\lambda) \mapsto g(-1/\lambda), \\ \check{\alpha}_3 : g(\lambda) \mapsto -g(1/\lambda)^t, \\ \check{\alpha}_4 : g(\lambda) \mapsto -Ad\left(\begin{pmatrix} 1/\sqrt{t} & 0 \\ 0 & \sqrt{t} \end{pmatrix}\right)g(i/\lambda)^t, \end{cases}
\]

\[
(3.1.4) \quad \begin{cases} \check{s}_1 : g(\lambda) \mapsto -g(-\lambda)^t, \\ \check{s}_2 : g(\lambda) \mapsto g(-\lambda), \\ \check{s}_3 : g(\lambda) \mapsto -g(\lambda)^t, \end{cases}
\]

Then the real forms of \( \Omega(\Lambda \mathfrak{asl}(2, \mathbb{C})_\sigma^{(c,j)}) \) are defined as follows:

\[
(3.1.4) \quad \Omega(\Lambda \mathfrak{asl}(2, \mathbb{C})_\sigma^{(c,j)}) = \{ g \in \Omega(\Lambda \mathfrak{asl}(2, \mathbb{C})_\sigma) \mid \check{\alpha}_j \circ g(\lambda) = g(\lambda) \},
\]

\[
\Omega(\Lambda \mathfrak{asl}(2, \mathbb{C})_\sigma^{(s,j)}) = \{ g \in \Omega(\Lambda \mathfrak{asl}(2, \mathbb{C})_\sigma) \mid \check{s}_j \circ g(\lambda) = g(\lambda) \}.
\]

From now on, for simplicity, we use the symbols \( \varepsilon_j \) and \( s_j \) instead of \( \check{\alpha}_j \) and \( \check{s}_j \), respectively. We now consider the following conditions on \( \alpha(z, w, \lambda) \):

- **Almost compact cases** \((C, j) \): \( \alpha(z, w, \lambda) \) is an element in the real form \( \Omega(\Lambda \mathfrak{asl}(2, \mathbb{C})_\sigma^{(c,j)}) \).
• Almost split cases \((S, j)\): \(\alpha(z, w, \lambda)\) is an element in the real form \(\Omega(\mathfrak{asl}(2, \mathbb{C})_\sigma^{(s,j)})\).

A straightforward computation shows that the conditions above, which are the almost compact cases \((C, j)\) and the almost split cases \((S, j)\), are equivalent to the following equations for \(\alpha_i\ (i \in \{-1, 0, 1\})\):

\[
\begin{cases}
\alpha_0 = -\overline{\alpha_0} \text{ and } \alpha_{\pm 1} = \overline{\alpha_{\mp 1}} & \text{for the } (C, 1) \text{ or } (S, 1) \text{ case}, \\
\alpha_0 = \overline{\alpha_0} \text{ and } \alpha_{\pm 1} = -\overline{\alpha_{\mp 1}} & \text{for the } (C, 2) \text{ or } (S, 2) \text{ case}, \\
\alpha_0 = -\overline{\alpha_0} \text{ and } \alpha_{\pm 1} = \overline{\alpha_{\mp 1}} & \text{for the } (C, 3) \text{ or } (S, 3) \text{ case}, \\
\alpha_0 = -\overline{\alpha_0} \text{ and } \alpha_{-1} = i \text{Ad } \begin{pmatrix} 1/\sqrt{2} & 0 \\ 0 & \sqrt{1/2} \end{pmatrix} & \text{for the } (C, 4) \text{ case},
\end{cases}
\]

where \(j = -1\) (resp. \(j = 1\)) if \(\alpha\) satisfies one of the conditions for almost compact cases (resp. almost split cases). From the symmetry between \(\alpha_1\) and \(\alpha_{-1}\) for the almost compact cases and the symmetries on each of \(\alpha_1\) and \(\alpha_{-1}\) for the almost split cases, we obtain

\[
\begin{cases}
w = \overline{w} & \text{for the almost compact cases } (C, j), \\
z = \overline{z} \text{ and } w = \overline{w} & \text{for the almost split cases } (S, j).
\end{cases}
\]

Moreover, the following choices, which are unique up to constants, of \(u, Q, R\) and \(H\) for \(\alpha(z, w, \lambda)\) in \((3.1.2)\) give solutions for \((3.1.5)\):

\[
\begin{cases}
u \in \mathbb{R}, R = -\overline{Q}, H \in i\mathbb{R}^* & \text{for the } (C, 1) \text{ case}, \\
u \in i\mathbb{R}, R = Q = -\frac{1}{2}H, H \in \mathbb{C}^* & \text{for the } (C, 2) \text{ case}, \\
u \in \mathbb{R}, R = \overline{Q}, H \in \mathbb{R}^* & \text{for the } (C, 3) \text{ case}, \\
u \in i\mathbb{R}, Q = R = -\frac{1}{2}H, H \in \mathbb{C}^* & \text{for the } (S, 1) \text{ case}, \\
u \in \mathbb{R}, Q, R, H \in i\mathbb{R}^* & \text{for the } (S, 2) \text{ case}, \\
u \in i\mathbb{R}, Q = R = \frac{1}{2}H, H \in \mathbb{C}^* & \text{for the } (S, 3) \text{ case}.
\end{cases}
\]

We denote loop groups whose loop algebras are \(\mathfrak{asl}(2, \mathbb{C})_\sigma^{(\epsilon,j)}\) and \(\mathfrak{asl}(2, \mathbb{C})_\sigma^{(s,j)}\) by

\[
\text{ASL}(2, \mathbb{C})_\sigma^{(\epsilon,j)} \text{ for } j \in \{1, 2, 3, 4\} \text{ and ASL}(2, \mathbb{C})_\sigma^{(s,j)} \text{ for } j \in \{1, 2, 3\}.
\]

If the Maurer-Cartan form \(\alpha = F^{-1}dF\) is in \(\Omega(\mathfrak{asl}(2, \mathbb{C})_\sigma^{(\epsilon,j)})\) (resp. \(\Omega(\mathfrak{asl}(2, \mathbb{C})_\sigma^{(s,j)})\) for \(j \in \{1, 2, 3, 4\}\) (resp. \(\Omega(\mathfrak{asl}(2, \mathbb{C})_\sigma^{(s,j)})\) for \(j \in \{1, 2, 3\}\)), the corresponding complex extended framing \(F\) is in \(\text{ASL}(2, \mathbb{C})_\sigma^{(\epsilon,j)}\) (resp. \(\text{ASL}(2, \mathbb{C})_\sigma^{(s,j)}\)) under the initial condition \(F(z_s, w_s, \lambda) = \text{id}\) with \((z_s, w_s) = (z_s, \overline{z_s}) \in \mathbb{D}^2\) (resp. \((z_s, w_s) = (\overline{z_s}, w_s) \in \mathbb{D}^2\)).

We denote the complex extended framed \(F\) which is a loop in \(\text{ASL}(2, \mathbb{C})_\sigma^{(\epsilon,j)}\) (resp. \(\text{ASL}(2, \mathbb{C})_\sigma^{(s,j)}\)) by \(F^{(\epsilon,j)}\) (resp. \(F^{(s,j)}\)).
We now set the following formulas $\Phi^{(\varepsilon,j)}$ for $j \in \{1, 2, 3, 4\}$ (resp. $\Phi^{(s,j)}$ for $j \in \{1, 2, 3\}$) analogous to the second formula in (2.2.1):

\begin{equation}
\Phi^{(\varepsilon,j)} = -\frac{1}{2|H|} \left( i\lambda \partial_{\lambda} F^{(\varepsilon,j)}(z, \bar{z}, \lambda) \cdot F^{(\varepsilon,j)}(z, \bar{z}, \lambda)^{-1} \right)_{\lambda \in S^1}, \text{ for } j \in \{1, 2, 3\},
\end{equation}

\begin{equation}
\Phi^{(\varepsilon,4)} = \frac{1}{2} \left( F^{(\varepsilon,4)}(z, \bar{z}, \lambda) \left( e^{s/2} 0 0 e^{-s/2} \right) (F^{(\varepsilon,4)}(z, \bar{z}, \lambda))^* \right)_{\lambda \in S^1},
\end{equation}

\begin{equation}
\Phi^{(s,j)} = -\frac{1}{2|H|} \left( \lambda \partial_{\lambda} F^{(s,j)}(x, y, \lambda) \cdot F^{(s,j)}(x, y, \lambda)^{-1} \right)_{\lambda \in \mathbb{R}^*}, \text{ for } j \in \{1, 2, 3\},
\end{equation}

where $\lambda = \exp(it) \in S^1$ or $\lambda = \exp(g/2 + it) \in S^r$ for (3.1.9) or (3.1.10) (resp. $\lambda = \pm \exp(t \in \mathbb{R}^*$ for (3.1.11)) with $t, q \in \mathbb{R}$, and where $\ast$ denotes $X^\ast = X^t$ for $X \in M_{2 \times 2}(\mathbb{C})$. We note that $w = \bar{z}$ (resp. $z = \bar{z} = x \in \mathbb{R}$ and $w = \bar{w} = y \in \mathbb{R}$) for $\Phi^{(\varepsilon,j)}$ (resp. $\Phi^{(s,j)}$), from (3.1.6). Then, for each $\lambda \in S^1$ or $\lambda \in S^r$ (resp. $\lambda \in \mathbb{R}^*$), the formula $\Phi^{(\varepsilon,j)}$ (resp. $\Phi^{(s,j)}$) defines a map into one of the following spaces:

\[
\begin{cases}
\text{su}(1, 1) \cong \mathbb{R}^{1,2} & \text{for the (C, 1) and (S, 1) cases,} \\
\text{sl}_2(2, \mathbb{R}) \cong \mathbb{R}^{1,2} & \text{for the (C, 2) and (S, 2) cases,} \\
\text{su}(2) \cong \mathbb{R}^3 & \text{for the (C, 3) and (S, 3) cases,} \\
SL(2, \mathbb{C})/SU(2) \cong H^3 & \text{for the (C, 4) case},
\end{cases}
\]

where $\text{sl}_2(2, \mathbb{R}) = \{ g \in \text{sl}(2, \mathbb{C}) \mid g = \left( \begin{array}{cc} a & b \\ c & -a \end{array} \right), a, b \in \mathbb{R}, \quad c \in i\mathbb{R} \}$, which is isomorphic to $\text{sl}(2, \mathbb{R})$. Here $\mathbb{R}^{1,2}$ and $\mathbb{R}^3$ can be identified with $\text{su}(1, 1)$, $\text{sl}_2(2, \mathbb{R})$ and $\text{su}(2)$ analogous to the identification (2.0.1). The Minkowski 4-space $\mathbb{R}^{3,1}$ can be identified with $\text{Herm}(2) := \{ X \in M_{2 \times 2}(\mathbb{C}) \mid X^t = X \}$ via the map

\[
(x_1, x_2, x_3, x_0) \mapsto \frac{1}{2} \left( \begin{array}{cccc} x_0 + x_3 & x_1 + ix_2 \\ x_1 - ix_2 & x_0 - x_3 \end{array} \right),
\]

then $H^3 \subset \mathbb{R}^{3,1}$ can be identified with $\text{Herm}(2)$ with the determinant $1/4$. Then the inner product for $\text{su}(1, 1) \cong \mathbb{R}^{1,2}$ (resp. $\text{sl}_2(2, \mathbb{R}) \cong \mathbb{R}^{1,2}$ or $\text{su}(2) \cong \mathbb{R}^3$) can be defined by $\langle a, b \rangle = -2\text{Tr} (ab)$ for $a, b \in \text{su}(1, 1)$ (resp. $a, b \in \text{sl}_2(2, \mathbb{R})$ or $a, b \in \text{su}(2)$). The inner product for $\text{Herm}(2) \cong \mathbb{R}^{3,1}$ can be defined by $\langle a, b \rangle = -2\text{Tr} (a\sigma_2 b^\ast \sigma_2)$ for $a, b \in \text{Herm}(2)$, where $\sigma_2$ is defined in (2.0.2). From now on, we always assume that the spectral parameter $\lambda$ is in $S^1$ or $S^r$ for the almost compact cases and $\lambda$ is in $\mathbb{R}^*$ for the almost split cases, respectively.

Remark 3.1. For the (C, 4) case, the complex Gauss equation in (2.1.7) can be reduced to the elliptic cosh-Gordon type equation by the choices of functions in (3.1.7). It is known that the Gauss equation for CMC surfaces with mean curvature $|H| < 1$ in $H^3$ is the elliptic cosh-Gordon type equation; see [2]. Therefore it is natural to use the Sym formula defined in (3.1.10) for the (C, 4) case.

We denote the metrics for $\Phi^{(\varepsilon,j)}$ by $g^{(\varepsilon,j)}$ (resp. $\Phi^{(s,j)}$ by $g^{(s,j)}$), and also denote the coefficient matrices for the metrics $g^{(\varepsilon,j)}$ by $\tilde{I}^{(\varepsilon,j)}$ for $j \in \{1, 2, 3, 4\}$ (resp. $g^{(s,j)}$ by $\tilde{I}^{(s,j)}$ for $j \in \{1, 2, 3\}$).
Since $\lambda \in S^1$ or $S^r$ for the almost compact cases and $\lambda \in \mathbb{R}^*$ for the almost split cases, $\overline{I}^{(c,j)}$ and $\overline{I}^{(s,j)}$ are given as follows:

\[
\begin{align*}
\overline{I}^{(c,j)} &= \frac{1}{2|H|^2} \begin{pmatrix} a + b + c & i(b - c) \\ i(b - c) & a - b - c \end{pmatrix} \\
&= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \quad \text{for } j \in \{1, 2, 3\}, \\
\end{align*}
\]

\[
\overline{I}^{(s,j)} = \frac{1}{2|H|^2} \begin{pmatrix} -b + \frac{1}{2}a & -c \\ -\frac{1}{2}a & -c \end{pmatrix} \quad \text{for } j \in \{1, 2, 3\},
\]

where $a = H^2e^u/2 + 2QRe^{-u}$, $b = -\lambda^{-2}HQ$, $c = -\lambda^2HR$ and $u, Q, R$ and $H$ are solutions defined in (3.1.7). Therefore it is easy to verify that the determinants of $\overline{I}^{(c,j)}$ and $\overline{I}^{(s,j)}$ are as follows:

\[
\begin{align*}
\det \overline{I}^{(c,j)} &= \frac{1}{|H|^4} \left( \frac{1}{4} H^2 e^u - QRe^{-u} \right)^2 \quad \text{for } j \in \{1, 2, 3\}, \\
\det \overline{I}^{(s,j)} &= \frac{1}{4H^4} \left( \frac{1}{4} H^2 e^u - QRe^{-u} \right)^2 \quad \text{for } j \in \{1, 2, 3\}.
\end{align*}
\]

From (3.1.13) one can verify that $\overline{I}^{(c,j)}$ and $\overline{I}^{(s,j)}$ actually define immersions if and only if $e^u \neq 4H^{-2}QR$ for $j \in \{1, 2, 3\}$, and for the $(C, 4)$ case, $\overline{I}^{(c,j)}$ always defines an immersion. From (3.1.7), the immersions $\overline{I}^{(c,j)}$ for $j \in \{1, 3\}$ and $\overline{I}^{(s,j)}$ for $j \in \{1, 3\}$ are timelike, and the immersions $\overline{I}^{(c,2)}$ and $\overline{I}^{(s,2)}$ are timelike.

**Remark 3.2.** Since we consider the Minkowski space $\mathbb{R}^{1,2}$ as the three-dimensional vector space $\{(x_1, x_2, x_3) \mid x_j \in \mathbb{R}\}$ endowed with the metric $g = dx_1^2 - dx_2^2 - dx_3^2$, the spacelike, timelike and lightlike vectors are $\langle a, a \rangle < 0$, $\langle b, b \rangle > 0$ and $\langle c, c \rangle = 0$ for $a, b, c \in \mathbb{R}^{1,2}$, respectively.

Let $N^{(c,j)}$ and $N^{(s,j)}$ be the following maps:

\[
\begin{align*}
N^{(c,j)} := \frac{1}{2} \text{Ad}(F^{(c,j)}) \sigma_3, \quad &\text{for } j \in \{1, 2, 3\}, \\
N^{(c,4)} := \frac{1}{2} A^{(c,4)} \left( \begin{smallmatrix} e^{u/2} & 0 \\ 0 & e^{-u/2} \end{smallmatrix} \right) (F^{(c,4)})^*, \\
N^{(s,j)} := \frac{1}{2} \text{Ad}(F^{(s,j)}) \sigma_3, \quad &\text{for } j \in \{1, 2, 3\},
\end{align*}
\]

where $\ell$ is $i$ (resp. 1) for $j \in \{1, 3\}$ (resp. $j = 2$). It is clear that $N^{(c,j)}$ and $N^{(s,j)}$ are the Gauss maps of the immersions $\Phi^{(c,j)}$ and $\Phi^{(s,j)}$, respectively. The second fundamental forms $\Pi^{(c,j)}$ and $\Pi^{(s,j)}$ for the immersions $\Phi^{(c,j)}$ and $\Phi^{(s,j)}$ are defined by (see [21, page 107])

\[
\begin{align*}
\Pi^{(c,j)} &= -\langle d\Phi^{(c,j)}, dN^{(c,j)} \rangle \quad \text{for } j \in \{1, 2, 3, 4\}, \\
\Pi^{(s,j)} &= -\langle d\Phi^{(s,j)}, dN^{(s,j)} \rangle \quad \text{for } j \in \{1, 2, 3\}.
\end{align*}
\]

We denote the coefficient matrices of $\Pi^{(c,j)}$ by $\overline{\Pi}^{(c,j)}$ (resp. $\Pi^{(s,j)}$ by $\overline{\Pi}^{(s,j)}$). A straightforward computation (see also the proof of Theorem 2.6) shows that the
Theorem 3.3. The above discussion is summarized in the following theorem:

$$
\tilde{H}^{(\epsilon,j)} \text{ for } j \in \{1, 2, 3, 4\} \text{ and } \tilde{H}^{(s,j)} \text{ for } j \in \{1, 2, 3\} \text{ are as follows:}
\
\begin{align}
\tilde{H}^{(\epsilon,j)} &= -\frac{2\ell}{|H|} \left( \frac{1}{4} H^2 e^u - QRe^{-u} \right) \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \text{ for } j \in \{1, 2, 3\}, \\
\tilde{H}^{(\epsilon,4)} &= \begin{pmatrix} 0 + 2Re \epsilon & -2Im \epsilon \\ -2Im \epsilon & 0 - 2Re \epsilon \end{pmatrix}, \\
\tilde{H}^{(s,j)} &= -\frac{\ell}{|H|} \left( \frac{1}{4} H^2 e^u - QRe^{-u} \right) \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \text{ for } j \in \{1, 2, 3\},
\end{align}
$$

(3.1.15)

where $\vartheta = H^2 e^u \cosh(q) \sinh(q)$ and $\epsilon = HQ\cosh(q)e^{-2it}$.

We recall that the Gauss curvatures $K^{(\epsilon,j)}$ and $K^{(s,j)}$ (resp. the mean curvature $H^{(\epsilon,j)}$) of the immersions $\tilde{\Phi}^{(\epsilon,j)}$ and $\tilde{\Phi}^{(s,j)}$ for $j \in \{1, 2, 3\}$ (resp. $\Phi^{(\epsilon,4)}$) are defined as follows (see also [22, page 157, (93)]):

$$
\begin{align}
K^{(\epsilon,j)} &:= \pm \det \left( \tilde{I}^{(\epsilon,j)} - 1 \tilde{H}^{(\epsilon,j)} \right) \text{ and } K^{(s,j)} := \pm \det \left( \tilde{I}^{(s,j)} - 1 \tilde{H}^{(s,j)} \right) \\
H^{(\epsilon,4)} &:= \frac{1}{2} \text{Tr} \left( \tilde{I}^{(\epsilon,4)} - 1 \tilde{H}^{(\epsilon,4)} \right),
\end{align}
$$

where the plus sign (resp. the minus sign) has been chosen if the surface is in $\mathbb{R}^3$ or timelike in $\mathbb{R}^{1,2}$, i.e., $\Phi^{(\epsilon,j)}$ and $\Phi^{(s,j)}$ for $j \in \{2, 3\}$ (resp. spacelike in $\mathbb{R}^{1,2}$, i.e., $\Phi^{(\epsilon,1)}$ and $\Phi^{(s,1)}$); see [22]. Combining (3.1.13) with (3.1.15), we finally obtain

$$
\begin{align}
K^{(s,1)} &= K^{(s,2)} = K^{(s,3)} = 4|H|^2 > 0, \\
K^{(\epsilon,1)} &= K^{(\epsilon,2)} = K^{(\epsilon,3)} = -4|H|^2 < 0, \\
H^{(\epsilon,4)} &= \tanh(-q).
\end{align}
$$

The above discussion is summarized in the following theorem:

**Theorem 3.3.** Let $F(z, w, \lambda)$ be the complex extended framing of some complex CGC-immersion $\Phi$. Then the following statements hold:

(C, 1) If $F^{-1}dF$ is in $\Omega(\mathfrak{sl}(2, \mathbb{C})^{(s,1)})$, then for each $\lambda \in S^1$ the Sym formula in (3.1.9) defines a spacelike constant negative Gaussian curvature surface in $\mathbb{R}^{1,2}$.

(C, 2) If $F^{-1}dF$ is in $\Omega(\mathfrak{sl}(2, \mathbb{C})^{(s,2)})$, then for each $\lambda \in S^1$ the Sym formula in (3.1.9) defines a timelike constant negative Gaussian curvature surface in $\mathbb{R}^{1,2}$.

(C, 3) If $F^{-1}dF$ is in $\Omega(\mathfrak{sl}(2, \mathbb{C})^{(s,3)})$, then for each $\lambda \in S^1$ the Sym formula in (3.1.9) defines a constant positive Gaussian curvature surface in $\mathbb{R}^3$.

(C, 4) If $F^{-1}dF$ is in $\Omega(\mathfrak{sl}(2, \mathbb{C})^{(s,4)})$, then for each $\lambda \in S^r$ the Sym formula in (3.1.10) defines a constant mean curvature surface with mean curvature $|H^{(\epsilon,4)}| < 1$ in $\mathbb{H}^3$.

(S, 1) If $F^{-1}dF$ is in $\Omega(\mathfrak{sl}(2, \mathbb{C})^{(s,1)})$, then for each $\lambda \in \mathbb{R}^*$ the Sym formula in (3.1.9) defines a spacelike constant positive Gaussian curvature surface in $\mathbb{R}^{1,2}$.

(S, 2) If $F^{-1}dF$ is in $\Omega(\mathfrak{sl}(2, \mathbb{C})^{(s,2)})$, then for each $\lambda \in \mathbb{R}^*$ the Sym formula in (3.1.11) defines a timelike constant positive Gaussian curvature surface in $\mathbb{R}^{1,2}$. 


If $F^{-1}dF$ is in $\Omega(\text{ASl}(2,\mathbb{C})_{\sigma}(s,3))$, then for each $\lambda \in \mathbb{R}^*$ the Sym formula in (3.1.11) defines a constant negative Gaussian curvature surface in $\mathbb{R}^3$.

**Definition 6.** Let $F^{(s,j)}(z,\bar{z},\lambda)$ for $j \in \{1, 2, 3, 4\}$ (resp. $F^{(s,j)}(x, y, \lambda)$ for $j \in \{1, 2, 3\}$) be the complex extended framings, which are elements in $\text{ASl}(2,\mathbb{C})_{\sigma}(c,j)$ (resp. $\text{ASl}(2,\mathbb{C})_{\sigma}(s,j)$). Then $F^{(c,j)}(z, w, \lambda)$ (resp. $F^{(s,j)}(x, y, \lambda)$) is called the extended framing for the immersion $\phi^{(c,j)}$ (resp. $\phi^{(s,j)}$).

It is known that for three classes of surfaces in the above seven classes, there exist parallel constant mean curvature surfaces in $\mathbb{R}^3$ or $\mathbb{R}^{1,2}$; see also [13] and [14].

**Corollary 3.4.** We retain assumptions in Theorem 3.3 Then we have the following:

(C, 1M) For the (C, 1) case in Theorem 3.3 there exists a parallel spacelike constant mean curvature surface with mean curvature $H^{(c,1)} = |H| > 0$ in $\mathbb{R}^{1,2}$.

(C, 3M) For the (C, 3) case in Theorem 3.3 there exists a parallel constant mean curvature surface with mean curvature $H^{(c,3)} = |H| > 0$ in $\mathbb{R}^3$.

(S, 2M) For the (S, 2) case in Theorem 3.3 there exists a parallel timelike constant mean curvature surface with mean curvature $H^{(s,2)} = |H| > 0$ in $\mathbb{R}^{1,2}$.

**Proof.** Let $\phi^{(c,1)}$, $\phi^{(c,3)}$ and $\phi^{(s,2)}$ be a spacelike constant negative Gaussian curvature surface in $\mathbb{R}^{1,2}$, a constant positive Gaussian curvature surface in $\mathbb{R}^3$ and a timelike constant positive Gaussian curvature surface in $\mathbb{R}^{1,2}$, as defined in Theorem 3.3 respectively. Let $N^{(c,1)}$, $N^{(c,3)}$ and $N^{(s,2)}$ be the Gauss maps for $\phi^{(c,1)}$, $\phi^{(c,3)}$ and $\phi^{(s,2)}$ defined in (3.1.11), respectively. Then the parallel surfaces for $\phi^{(c,1)}$, $\phi^{(c,3)}$ and $\phi^{(s,2)}$ are defined by

$$
\begin{align*}
\psi^{(c,j)} &:= \phi^{(c,j)} + \frac{1}{2|H|} N^{(c,j)} \quad \text{for } j \in \{1, 3\}, \\
\psi^{(s,2)} &:= \phi^{(s,2)} + \frac{1}{2|H|} N^{(s,2)}.
\end{align*}
$$

Then the first fundamental forms and the second fundamental forms for these immersions can be computed explicitly, and we can easily show that these immersions $\psi^{(c,1)}$, $\psi^{(c,3)}$ and $\psi^{(s,2)}$ define a spacelike constant mean curvature surface with mean curvature $H^{(c,1)} = |H|$ in $\mathbb{R}^{1,2}$, a constant mean curvature surface with mean curvature $H^{(c,3)} = |H|$ in $\mathbb{R}^3$ and a timelike constant mean curvature surface with mean curvature $H^{(s,2)} = |H|$ in $\mathbb{R}^{1,2}$, respectively. This completes the proof. $\square$

**Definition 7.** The surfaces defined in Theorem 3.3 and Corollary 3.4 are called the integrable surfaces.

**Remark 3.5.** For the three classes of surfaces in Theorem 3.3 which are spacelike constant positive Gaussian curvature surfaces in $\mathbb{R}^{1,2}$, constant negative Gaussian curvature surfaces in $\mathbb{R}^3$ and timelike constant negative Gaussian curvature surfaces in $\mathbb{R}^{1,2}$, there never exist parallel constant mean curvature surfaces.

3.2. **Gauss maps of integrable surfaces.** In this subsection, we consider the Gauss maps of integrable surfaces defined in the previous section.

From [10], it is known that the complex Gauss map $N$ of a complex CMC-immersion $\Psi$ with null coordinates ($N$ is also the complex Gauss map of the parallel complex CGC-immersion) satisfies the following equation:

$$
N_{z\bar{w}} = \rho N,
$$

(3.2.1)
where \((z,w) \in \mathbb{D}^2 \subset \mathbb{C}^2\) and the function \(\rho : \mathbb{D}^2 \to \mathbb{C}\) is defined by \(\rho \cdot i\sigma_3 = [\alpha_{-1}, [\alpha_1, i\sigma_3]]\) with \(\alpha_j\) as defined in (3.1.2).

From Theorem 2.6 we note that the complex Gauss map \(N\) is represented by \(N = \frac{1}{2}\text{Ad}(F)\sigma_3\), where \(F\) is the complex extended framing of the complex CMC-immersion \(\Psi\). Let \(F^{(s,j)}\) (resp. \(F^{(s,j)}\)) be the extended framing of \(\Phi^{(s,j)}\) for \(j \in \{1,2,3,4\}\) (resp. \(\Phi^{(s,j)}\)) for \(j \in \{1,2,3\}\). Using (3.1.14), we can easily verify that \(N^{(s,j)}\) and \(N^{(s,j)}\) are maps into the following spaces:

\[
\begin{aligned}
H^2 &= SU(1,1)/U(1) \quad &\text{for } j &= 1, \\
S_1^1 &= SL_1(2,\mathbb{R})/K \quad &\text{for } j &= 2, \\
S^2 &= SU(2)/U(1) \quad &\text{for } j &= 3, \\
SL(2,\mathbb{C})/U(1) &\quad &\text{for } j &= 4,
\end{aligned}
\]

where \(K = \{\text{diag}[a, a^{-1}] | a \in \mathbb{R}^*\}\), which is isomorphic to \(\mathbb{R}^*\), and \(SL_1(2,\mathbb{R}) = \{g \in SL(2,\mathbb{C}) | g = \left( \begin{smallmatrix} a & 0 \\ 0 & a \end{smallmatrix} \right), a, d \in \mathbb{R}, b, c \in i\mathbb{R}\}\), which is isomorphic to \(SL(2,\mathbb{R})\). It is known that the space \(SL(2,\mathbb{C})/U(1)\) is a 4-symmetric space via the fourth order automorphism

\[X \mapsto \text{Ad} \left( \begin{array}{cc} 1/\sqrt{i} & 0 \\ 0 & \sqrt{i} \end{array} \right) \left( \bar{X}^t \right)^{-1} \quad \text{for } X \in SL(2,\mathbb{C}). \]

The choices of coordinates in (3.1.6), the functions in (3.1.7) and the relation \(\rho i\sigma_3 = [\alpha_{-1}[\alpha_1, i\sigma_3]]\) imply

\[
\begin{aligned}
(3.2.2) \quad N^{(s,j)}_{zz} &= \rho^{(s,j)}N^{(s,j)} \quad \text{and} \quad N^{(s,j)}_{xy} = \rho^{(s,j)}N^{(s,j)},
\end{aligned}
\]

where \(\rho^{(s,j)} : \mathbb{D} \subset \mathbb{C} \to \mathbb{R}\) and \(\rho^{(s,j)} : \mathbb{D} \subset \mathbb{R}^2 \to \mathbb{R}\).

It is well known that the equations in (3.2.2) for \(j \in \{1,2,3\}\) are equivalent to the harmonicities (resp. Lorentz harmonicities) of Gauss maps \(N^{(s,j)}\) (resp. \(N^{(s,j)}\)) with respect to the second fundamental forms defined in the first equations of (3.1.15) (resp. third equations of (3.1.15)); see Theorem 13 in [20]. We then have the following theorem:

**Theorem 3.6.** Let \(\Phi^{(s,j)}\) for \(j \in \{1,2,3,4\}\) and \(\Phi^{(s,j)}\) for \(j \in \{1,2,3\}\) be the integrable surfaces defined in Theorem 3.3 respectively. Moreover, let \(N^{(s,j)}\) and \(N^{(s,j)}\) be their Gauss maps, respectively. Then the Gauss maps \(N^{(s,j)}\) and \(N^{(s,j)}\) are characterized as follows:

(C.S.1) The Gauss map \(N^{(s,1)}\) (resp. \(N^{(s,1)}\)) is an harmonic (resp. Lorentz harmonic) map into \(H^2\).

(C.S.2) The Gauss map \(N^{(s,2)}\) (resp. \(N^{(s,2)}\)) is an harmonic (resp. Lorentz harmonic) map into \(S_1^1\).

(C.S.3) The Gauss map \(N^{(s,3)}\) (resp. \(N^{(s,3)}\)) is an harmonic (resp. Lorentz harmonic) map into \(S^2\).

(C.4) The Gauss map \(N^{(s,4)}\) is an harmonic map into \(SL(2,\mathbb{C})/U(1)\).

**Proof.** Let us show the (C.4) case. We recall that a map from a Riemann surface into a \(k\)-symmetric space \(N = G/K\) is harmonic (see, for example, [3] page 242) if

\[
\begin{aligned}
[\alpha_m \wedge \alpha_n]_m &= 0, \\
d\alpha_{\lambda} + \frac{1}{2}[\alpha_{\lambda} \wedge \alpha_{\lambda}] &= 0,
\end{aligned}
\]
Table 1. Integrable surfaces defined by the real forms of $\mathfrak{as}(2,\mathbb{C})_\sigma$

<table>
<thead>
<tr>
<th>Surfaces class</th>
<th>Gauss curvature</th>
<th>Gauss curvature</th>
<th>Parallel CMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surfaces in $\mathbb{R}^3$</td>
<td>$K^{(s,3)} = -4</td>
<td>H</td>
<td>^2$</td>
</tr>
<tr>
<td>Spacelike surfaces in $\mathbb{R}^{1,2}$</td>
<td>$K^{(s,1)} = 4</td>
<td>H</td>
<td>^2$</td>
</tr>
<tr>
<td>Timelike surfaces in $\mathbb{R}^{1,2}$</td>
<td>$K^{(c,2)} = -4</td>
<td>H</td>
<td>^2$</td>
</tr>
<tr>
<td>Surfaces in $H^3$</td>
<td></td>
<td></td>
<td>$H^{(c,4)} = \tanh(-q)$</td>
</tr>
</tbody>
</table>

where $\alpha_\lambda = \lambda^{-1}\alpha_m + \alpha_t + \lambda\alpha''_m$, $\mathfrak{g} = \mathfrak{t} \oplus \mathfrak{m}$ is the reductive decomposition and $'$ (resp. $''$) denotes the $(1,0)$-part (resp. $(0,1)$-part). Since the map $N^{(c,4)}$ has the lift $F^{(c,4)} : \mathfrak{d} \rightarrow \Lambda SL(2,\mathbb{C})_{\sigma}^{(c,3)}$ which is defined from the complex extended framing $F$ with the conditions in (3.1.7), the Maurer-Cartan form $\alpha_\lambda = F^{(c,4)-1}d(F^{(c,4)}$ has the form $\alpha_\lambda = \lambda^{-1}\alpha_{-1} + \alpha_0 + \lambda\alpha_1$ and satisfies the Maurer-Cartan equation $d\alpha_\lambda = \frac{1}{2} [\alpha_\lambda \wedge \alpha_\lambda] = 0$ (see (3.1.7) and Lemma 2.5). The conditions in (3.1.7) imply $\alpha_0 = \alpha_t$, $\alpha_{-1} = \alpha'_m$ and $\alpha_1 = \alpha''_m$, where $\mathfrak{sl}(2,\mathbb{C}) = \mathfrak{t} \oplus \mathfrak{m}$ is the reductive decomposition associated to $SL(2,\mathbb{C})/U(1)$. Moreover, since $\alpha_{-1}$ and $\alpha_1$ have off-diagonal forms, it follows that $[\alpha'_m \wedge \alpha''_m]_{\mathfrak{m}} = 0$. Therefore, $N^{(c,4)}$ is an harmonic map into the 4-symmetric space $SL(2,\mathbb{C})/U(1)$. For other cases, since the target spaces are symmetric spaces, the condition $[\alpha'_m \wedge \alpha''_m]_{\mathfrak{m}} = 0$ is vacuous. Thus the Maurer-Cartan equation $d\alpha_\lambda = \frac{1}{2} [\alpha_\lambda \wedge \alpha_\lambda] = 0$ with $\alpha_\lambda = \lambda^{-1}\alpha_{-1} + \alpha_0 + \lambda\alpha_1$ is equivalent to the map being harmonic or Lorentz harmonic. This completes the proof.

Remark 3.7. In fact, in the $(C,4)$ case, the harmonic map $N^{(c,4)}$ into the 4-symmetric space $SL(2,\mathbb{C})/U(1)$ is known as the so-called Legendre harmonic map $L_4$. We will discuss this topic in a separate publication [7].

4. The generalized Weierstrass type representation for integrable surfaces

The generalized Weierstrass type representation for complex CMC-immersions (or equivalently CGC-immersions as the parallel immersions) is the procedure of a construction of complex CMC-immersions from a pair of holomorphic potentials; see [10]. In the previous section, we classified all integrable surfaces according to the classification of real forms of $\mathfrak{as}(2,\mathbb{C})_\sigma$. In this section, we show how all integrable surfaces are obtained from the pairs of holomorphic potentials in the generalized Weierstrass type representation.

4.1. Integrable surfaces via the generalized Weierstrass type representation. The generalized Weierstrass type representation for complex CMC-immersions (or, equivalently, CGC-immersions as the parallel immersions) is divided into the following 4 steps; see also [10] for more details:

**Step 1:** Let $\tilde{\eta} = (\eta(z,\lambda), \tau(w,\lambda))$ be a pair of holomorphic potentials of the following forms:

$$
\tilde{\eta} = (\eta(z,\lambda), \tau(w,\lambda)) = \left( \sum_{k=-1}^{\infty} \eta_k(z)\lambda^k, \sum_{m=-\infty}^{1} \tau_m(w)\lambda^m \right),
$$
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where \((z, w) \in \mathfrak{D}^2\) and where \(\mathfrak{D}^2\) is some holomorphically convex domain in \(\mathbb{C}^2\), \(\lambda \in \mathbb{C}^*, |\lambda| = r (0 < r < 1)\), and \(\eta_k\) and \(\tau_m\) are \(\mathfrak{sl}(2, \mathbb{C})\)-valued holomorphic differential 1-forms. Moreover, \(\eta_k(z)\) and \(\tau_m(w)\) are diagonal (resp. off-diagonal) matrices if \(k\) is even (resp. odd). We also assume that the upper right entry of \(\eta_{-1}(z)\) and the lower left entry \(\tau_1(w)\) do not vanish for all \((z, w) \in \mathfrak{D}^2\).

**Step 2:** Let \(C\) and \(L\) denote the solutions to the following linear ordinary differential equations

\[
(4.1.2) \quad dC = C\eta \quad \text{and} \quad dL = L\tau \quad \text{with} \quad C(z, \lambda) = L(w, \lambda) = \text{id},
\]

where \((z, w) \in \mathfrak{D}^2\) is a fixed base point.

**Step 3:** We factor the pair of matrices \((C, L)\) via the generalized Iwasawa decomposition of Theorem 4.2 as follows:

\[
(4.1.3) \quad (C, L) = (F, F)(\text{id}, W)(V_+, V_-),
\]

where \(V_\pm \in \Lambda^\pm \mathfrak{sl}(2, \mathbb{C})_\sigma\).

**Theorem 4.1 (\cite{1}).** Let \(F\) be a \(\Lambda \mathfrak{sl}(2, \mathbb{C})_\sigma\)-loop defined by the generalized Iwasawa decomposition in (4.1.3). Then there exists a \(\lambda\)-independent diagonal matrix \(l(z, w) \in \mathfrak{sl}(2, \mathbb{C})\) such that \(F \cdot l\) is a complex extended framing of some complex CMC-immersion (or, equivalently, the complex CGC-immersion as the parallel immersion).

**Step 4:** The Sym formula defined in (4.1.4) via \(F(z, w, \lambda)l(z, w)\) represents a complex CMC-immersion and a complex CGC-immersion in \(\mathfrak{sl}(2, \mathbb{C}) \cong \mathbb{C}^3\).

Let \(t_j\) for \(j \in \{1, 2, 3, 4\}\) and \(s_j\) for \(j \in \{1, 2, 3\}\) be the involutions defined in (4.1.4), respectively. Then we define the following pairs of involutions on \(\tilde{\eta} = (\eta, \tau) \in \Omega(\Lambda \mathfrak{sl}(2, \mathbb{C})_\sigma) \times \Omega(\Lambda \mathfrak{sl}(2, \mathbb{C})_\sigma)\):

\[
(4.1.4) \quad t_j : (\eta, \tau) \mapsto (\eta, \tau, t_j\eta) \quad \text{and} \quad d_j : (\eta, \tau) \mapsto (s_j\eta, s_j\tau).
\]

We now prove the following theorem.

**Theorem 4.2.** Let \(\tilde{\eta} = (\eta(z, \lambda), \tau(w, \lambda))\) be a pair of holomorphic potentials defined as in (4.1.1), and let \(t_j\) for \(j \in \{1, 2, 3, 4\}\) and \(d_j\) for \(j \in \{1, 2, 3\}\) be the pairs of involutions defined in (4.1.4), respectively. Then the following statements hold:

\((C, 1)\) If \(t_1(\tilde{\eta}) = \tilde{\eta}\), then the resulting immersions given by the generalized Weierstrass type representation are spacelike constant negative Gaussian curvature surfaces in \(\mathbb{R}^{1,2}\).

\((C, 2)\) If \(t_2(\tilde{\eta}) = \tilde{\eta}\), then the resulting immersions given by the generalized Weierstrass type representation are timelike constant negative Gaussian curvature surfaces in \(\mathbb{R}^{1,2}\).

\((C, 3)\) If \(t_3(\tilde{\eta}) = \tilde{\eta}\), then the resulting immersions given by the generalized Weierstrass type representation are constant positive Gaussian curvature surfaces in \(\mathbb{R}^3\).

\((C, 4)\) If \(t_4(\tilde{\eta}) = \tilde{\eta}\), then the resulting immersions given by the generalized Weierstrass type representation are constant mean curvature surfaces with mean curvature \(|H^{(c, 4)}| < 1\) in \(H^3\).

\((S, 1)\) If \(d_1(\tilde{\eta}) = \tilde{\eta}\), then the resulting immersions given by the generalized Weierstrass type representation are spacelike constant positive Gaussian curvature surfaces in \(\mathbb{R}^{1,2}\).
Since the pairs of holomorphic potentials are invariant under the involutions $\tau_j$ or $\partial_j$, the coordinates $(z, w) \in D^2$ satisfy the following relations:

\[
\begin{align*}
    w &= \bar{z} \quad \text{if} \quad \tau_j(\bar{\eta}) = \bar{\eta}, \\
    z &= \bar{z} \quad \text{and} \quad w = \bar{w} \quad \text{if} \quad \partial_j(\bar{\eta}) = \bar{\eta}.
\end{align*}
\]

Let $(C, L)$ be the pair of solutions of the differential equations in (4.1.2) with the initial conditions $C(z_\ast) = L(w_\ast) = \text{id}$, where $(z_\ast, w_\ast) \in D^2$ satisfies one of the conditions in (4.1.3). Let $R_j$ for $j \in \{1, 2, 3, 4\}$ (resp. $D_j$ for $j \in \{1, 2, 3\}$) be the following pair of involutions on $\text{ASL}(2, \mathbb{C})_\sigma \times \text{ASL}(2, \mathbb{C})_\sigma$:

\[
R_j(C, L) := (C_j(L), C_j(C)) \quad \text{and} \quad D_j(C, L) := (S_j(C), S_j(L)),
\]

where $C_j$ (resp. $S_j$) are the involutions on $\text{ASL}(2, \mathbb{C})_\sigma$ corresponding to the involutions $\sigma_j$ (resp. $\eta_j$) as in Theorem 2.10 (resp. Theorem 2.11), e.g.,

\[
C_1 : C(\lambda) \to C(-1/\lambda)^{-1} \quad \text{and} \quad S_1 : C(\lambda) \to C(-\lambda)^{-1} \quad \text{for} \quad C(\lambda) \in \text{ASL}(2, \mathbb{C})_\sigma.
\]

Noting the conditions in (4.1.5), the involutions $\tau_j$ for $j \in \{1, 2, 3, 4\}$ and $\partial_j$ for $j \in \{1, 2, 3\}$ in (4.1.3) define symmetries on the pair of solutions $(C, L)$ as follows:

\[
\begin{align*}
    R_j(C(z, \lambda), L(\bar{z}, \lambda)) &= (C(z, \lambda), L(\bar{z}, \lambda)) \quad \text{if} \quad \tau_j(\bar{\eta}) = \bar{\eta} \quad \text{for} \quad j \in \{1, 2, 3, 4\}, \\
    D_j(C(x, \lambda), L(y, \lambda)) &= (C(x, \lambda), L(y, \lambda)) \quad \text{if} \quad \partial_j(\bar{\eta}) = \bar{\eta} \quad \text{for} \quad j \in \{1, 2, 3\},
\end{align*}
\]

where $x = z = \bar{z} \in \mathbb{R}$ and $y = w = \bar{w} \in \mathbb{R}$. Applying the generalized Iwasawa decomposition of Theorem A.2 for $(C, L) \in \text{ASL}(2, \mathbb{C})_\sigma \times \text{ASL}(2, \mathbb{C})_\sigma$, we have

\[
(C, L) = (F, F)(\text{id}, W)(V_+, V_-),
\]

where $V_\pm \in \text{ASL}(2, \mathbb{C})_\sigma$. If $(z, w) \in D^2$ is sufficiently close to $(z_\ast, w_\ast) \in D^2$, then the middle term $W$ of the generalized Iwasawa decomposition is the identity.

Since the left component $F$ of the generalized Iwasawa decomposition in (4.1.8) can be rephrased as $F = CV_+^{-1} = LV_-^{-1}$, we have

\[
C^{-1}L = V_+^{-1}V_-.
\]

From the symmetries on $(C, L)$ in (4.1.7), $V_-$ and $V_+$ have the following relations:

\[
\begin{align*}
    &C_j(V_\pm(z, \bar{z}, \lambda)) = k^{(e,j)}(z, \bar{z})^{-1}V_\pm(z, \bar{z}, \lambda) \quad \text{if} \quad \tau_j(\bar{\eta}) = \bar{\eta} \quad \text{for} \quad j \in \{1, 2, 3, 4\}, \\
    &S_j(V_\pm(x, y, \lambda)) = k^{(s,j)}(x, y)^{-1}V_\pm(x, y, \lambda) \quad \text{if} \quad \partial_j(\bar{\eta}) = \bar{\eta} \quad \text{for} \quad j \in \{1, 2, 3\}.
\end{align*}
\]

where $k^{(e,j)}(z, \bar{z})$ and $k^{(s,j)}(x, y)$ are $\lambda$-independent diagonal matrices satisfying the symmetries $C_j(k^{(e,j)}(z, \bar{z})) = k^{(e,j)}(z, \bar{z})^{-1}$ and $S_j(k^{(s,j)}(x, y)) = k^{(s,j)}(x, y)^{-1}$, respectively. From the discussion above, $F$ has the symmetry as follows:

\[
\begin{align*}
    &C_j(F(z, \bar{z}, \lambda)) = F(z, \bar{z}, \lambda)k^{(e,j)}(z, \bar{z}) \quad \text{if} \quad \tau_j(\bar{\eta}) = \bar{\eta} \quad \text{for} \quad j \in \{1, 2, 3, 4\}, \\
    &S_j(F(x, y, \lambda)) = F(x, y, \lambda)k^{(s,j)}(x, y) \quad \text{if} \quad \partial_j(\bar{\eta}) = \bar{\eta} \quad \text{for} \quad j \in \{1, 2, 3\}.
\end{align*}
\]
Let $F^{(c,j)}$ (resp. $F^{(s,j)}$) denote the left components $F$ of the generalized Iwasawa decomposition in (4.1.3), which have the symmetries in (4.1.9) by $C_j$ (resp. $S_j$). Let $\tilde{k}^{(c,j)}(z,\bar{z})$ and $\tilde{k}^{(s,j)}(x,y)$ be the $\lambda$-independent diagonal matrices such that $\tilde{k}^{(c,j)}(z,\bar{z})^2 = k^{(c,j)}(z,\bar{z})$ and $\tilde{k}^{(s,j)}(x,y)^2 = k^{(s,j)}(x,y)$, respectively. Setting $\tilde{F}^{(c,j)}(z,\bar{z},\lambda) = F^{(c,j)}(z,\bar{z},\lambda)\tilde{k}^{(c,j)}(z,\bar{z})$ and $\tilde{F}^{(s,j)}(x,y,\lambda) = F^{(s,j)}(x,y,\lambda)\tilde{k}^{(s,j)}(x,y)$, we have

$$
\begin{align*}
C_j(\tilde{F}^{(c,j)}(z,\bar{z},\lambda)) = \tilde{F}^{(c,j)}(z,\bar{z},\lambda) & \quad \text{if} \quad r_j(\bar{\eta}) = \bar{\eta} \quad \text{for} \quad j \in \{1, 2, 3, 4\}, \\
S_j(\tilde{F}^{(s,j)}(x,y,\lambda)) = \tilde{F}^{(s,j)}(x,y,\lambda) & \quad \text{if} \quad d_j(\bar{\eta}) = \bar{\eta} \quad \text{for} \quad j \in \{1, 2, 3\}.
\end{align*}
$$

Moreover, a straightforward calculation shows that $a^{(c,j)} := \tilde{F}^{(c,j)}d\tilde{F}^{(c,j)}$ and $a^{(s,j)} := \tilde{F}^{(s,j)}d\tilde{F}^{(s,j)}$ have the forms in (3.1.11) with the properties in (3.1.7), i.e., $\tilde{F}^{(c,j)} \in ASL(2,\mathbb{C})^{(c,j)}$ and $\tilde{F}^{(s,j)} \in ASL(2,\mathbb{C})^{(s,j)}$ are the extended framings.

From the argument in Theorem 3.3, the sym formulas $\tilde{\Phi}^{(c,j)}$ for $j \in \{1, 2, 3\}$ in (3.1.9) via $\tilde{F}^{(c,j)}$, $\Phi^{(c,4)}$ in (3.1.10) via $\tilde{F}^{(c,4)}$ and $\Phi^{(s,j)}$ for $j \in \{1, 2, 3\}$ in (3.1.11) via $\tilde{F}^{(s,j)}$ define immersions which have the properties as desired. This completes the proof.

**Remark 4.3.** From the forms of pairs of involutions $\iota_j$ for $j \in \{1, 2, 3, 4\}$ defined in (4.1.4), the pairs of holomorphic potentials $\bar{\eta}$ for $(C, j)$ cases in Theorem 4.2 are generated by a single potential, i.e., $\bar{\eta} = (\eta, \tau) = (\eta, \iota_j(\eta))$, where $\iota_j$ for $j \in \{1, 2, 3, 4\}$ are involutions defined in (4.1.3).

**Remark 4.4.** In the proof of Theorem 4.2 we assume our domain $\mathcal{D}^2 \subset \mathbb{C}^2$ is sufficiently small around the initial point $(z_*, w_*) \in \mathcal{D}^2$ so that the middle term $w_n$ of the generalized Iwasawa decomposition of Theorem 4.2 is in the identity component. In general, if we consider the larger domain $\bar{\mathcal{D}}^2$ such that $\mathcal{D}^2 \subset \bar{\mathcal{D}}^2$, then the middle terms $w_n$ have many components. Therefore the extended framing $F$ could have singularities on $\bar{\mathcal{D}}^2$.

**Appendix A. Basic notation and results for affine Kac-Moody Lie algebras and Lie groups**

**A.1. Kac-Moody Lie algebras.** We first recall the definition of the *generalized Cartan matrix*, which is an $n \times n$ matrix $A = (a_{ij})$ satisfying the following conditions:

1. For $i \in \{1, \ldots, n\}$, $a_{ii} = 2$.
2. For $i \neq j$, $a_{ij} \leq 0$.
3. For $i \neq j$, if $a_{ij} = 0$, then $a_{ji} = 0$.

The generalized Cartan matrix $A$ is called *symmetrizable* if $A$ can be decomposed as $A = DS$, where $D$ is a positive definite diagonal matrix and $S$ is a symmetric matrix. The generalized Cartan matrix $A = (a_{ij})$ is called *decomposable* if there exists $\sigma \in S_n$ such that $(a_{\sigma(i)\sigma(j)}) = (B_{ij} C_{ij})$, where $B$ and $C$ are square matrices. If $A$ is not decomposable, then $A$ is called *indecomposable*. The symmetrizable and indecomposable generalized Cartan matrices are classified into *finite, affine and indefinite* if $S(= D^{-1}A)$ is positive definite, positive semidefinite and indefinite, respectively; see [13] Chapter 4.

Let $A = (a_{ij})$ be the generalized Cartan matrix of rank $r$, and let $\mathfrak{h}$ be a vector space over the complex field $\mathbb{C}$ such that $\dim \mathfrak{h} = n + \text{corank}(A)$. Moreover, let $\Pi = \{\alpha_1, \ldots, \alpha_n\}$ and $\Pi = \{\check{\alpha}_1, \ldots, \check{\alpha}_n\}$ be linearly independent in $\mathfrak{h}^*$ and $\mathfrak{h}$,
respectively, such that $\alpha_i(\hat{\alpha}_i) = a_{ij}$. It follows that if $A$ is nonsingular, then $\hat{\Pi}$ (resp. $\Pi$) is a basis of $\mathfrak{h}$ (resp. $\mathfrak{h}^*$). It is well known that the $\alpha_i$ (resp. $\hat{\alpha}_i$) for $i \in \{1, 2, \ldots, n\}$ are known as the roots (resp. the coroots).

We now define the complex Kac-Moody algebra $\mathfrak{g} = \mathfrak{g}(A)$ associated to $A$: it is generated by $\{\mathfrak{h}, e_i, f_i; i = 1, 2, \ldots, n\}$ with the following relations:

\[(A.1.1) \quad [h, e_i] = \alpha_i(h)e_i, \quad [h, f_i] = -\alpha_i(h)f_i \quad (h \in \mathfrak{h}), \quad (ad_e_i)^{1-a_{ij}}(e_j) = 0, \quad (ad_f_i)^{1-a_{ij}}(f_j) = 0 \quad (i \neq j).\]

The Kac-Moody algebra $\mathfrak{g} = \mathfrak{g}(A)$ is said to be of finite, affine or indefinite type if the corresponding generalized Cartan matrix $A$ is as well. We note that $\mathfrak{h}$ is known as the Cartan subalgebra of the Kac-Moody algebra $\mathfrak{g}(A)$.

For a finite dimensional Lie algebra and its Cartan matrix, the extended Cartan matrix can be defined by adding a zero'th row and column to the Cartan matrix, corresponding to adding a new simple root $\alpha_0 := -\theta$, where $\theta$ is the maximal root for $\mathfrak{g}$ with respect to $\Pi = \{\alpha_1, \ldots, \alpha_n\}$. It is known that the extended Cartan matrix is an example of the generalized Cartan matrix of affine type [10].

A2. Loop algebras and loop groups. In this subsection, we introduce a loop group and a loop algebra, and we give a characterization of the loop algebras via affine Kac-Moody Lie algebras. Let $C_r := \{\lambda \in \mathbb{C} \mid |\lambda| = r\}$ be the circle of radius $r$ with $r \in (0, 1]$, and let $D_r := \{\lambda \in \mathbb{C} \mid |\lambda| < r\}$ be the open disk of radius $r$. Let $G$ be a Lie group and let $\mathfrak{g}$ be its Lie algebra. For any $r \in (0, 1] \subset \mathbb{R}$, we consider the twisted loop algebra and loop group:

\[(A.2.1) \quad \Lambda_r \mathfrak{g}_\sigma = \{\alpha : C_r \to \mathfrak{g} \mid \alpha \text{ is continuous and } \alpha(-\lambda) = \sigma_3 \alpha(\lambda) \sigma_3 \},
\]

\[(A.2.2) \quad \Lambda_r G_\sigma = \{g : C_r \to G \mid g \text{ is continuous and } g(-\lambda) = \sigma_3 g(\lambda) \sigma_3 \},
\]

where $\sigma_3$ is defined in (2.1).

Let $\mathcal{A}$ be the “Wiener algebra”

\[(A.2.3) \quad \mathcal{A} = \left\{ f(\lambda) = \sum_{n \in \mathbb{Z}} f_n \lambda^n : C_r \to \mathbb{C} \mid \sum_{n \in \mathbb{Z}} |f_n| < \infty \right\}.
\]

The Wiener algebra is a Banach algebra relative to the norm $\|f\| = \sum |f_n|$, and $\mathcal{A}$ consists of continuous functions. Thus the loop groups and loop algebras with coefficients in $\mathcal{A}$ are Banach Lie groups and Banach Lie algebras.

From [10], we quote the following realization of the affine Kac-Moody Lie algebras via loop algebras:

**Theorem A.1** (16). Let $\mathfrak{g}$ be a complex finite dimensional simple Lie algebra, let $A$ be its extended Cartan matrix, and let $\Lambda \mathfrak{g}$ be its loop algebra. Moreover, let $\tilde{\Lambda} \mathfrak{g} := \mathfrak{g} \oplus \mathbb{C} k \oplus \mathbb{C} c$ be the twice central extension of the loop algebra $\Lambda \mathfrak{g}$. Then $\tilde{\Lambda} \mathfrak{g}$ is the affine Kac-Moody Lie algebra associated to the generalized Cartan matrix $A$ of affine type.

A3. Double loop groups and the generalized Iwasawa decompositions. In this subsection, we give the basic notation and results for double loop groups; see [12] for more details. Let $D_r := \{\lambda \in \mathbb{C} \mid |\lambda| < r\}$ be an open disk and denote the closure of $D_r$ by $\overline{D_r} := \{\lambda \in \mathbb{C} \mid |\lambda| \leq r\}$. Also, let $A_r = \{\lambda \in \mathbb{C} \mid r < |\lambda| < 1/r\}$ be an open annulus containing $S^1$, and denote the closure of $A_r$ by $\overline{A_r}$. Furthermore, let $E_r = \{\lambda \in \mathbb{C} \mid r < |\lambda|\} \cup \{\infty\}$ be an exterior of the circle $C_r$. 

We recall the definitions of the twisted plus r-loop group and the minus r-loop group of $\Lambda SL(2, \mathbb{C})_\sigma$ as follows:

$$\Lambda^+_r SL(2, \mathbb{C})_\sigma := \left\{ W_+ \in \Lambda_r SL(2, \mathbb{C})_\sigma \mid W_+(\lambda) \text{ extends holomorphically to } D_r \text{ and } W_+(0) \in B \right\},$$

$$\Lambda^-_r SL(2, \mathbb{C})_\sigma := \left\{ W_- \in \Lambda_r SL(2, \mathbb{C})_\sigma \mid W_-(\lambda) \text{ extends holomorphically to } E_r \text{ and } W_-(\infty) \in B \right\},$$

where $B$ is a subgroup of $SL(2, \mathbb{C})$. If $B = \text{id}$ we write the subscript * instead of $B$, if $B = SL(2, \mathbb{C})$ we abbreviate $\Lambda^+_r SL(2, \mathbb{C})_\sigma$ and $\Lambda^-_r SL(2, \mathbb{C})_\sigma$ by $\Lambda^+_r SL(2, \mathbb{C})_\sigma$ and $\Lambda^-_r SL(2, \mathbb{C})_\sigma$, respectively. From now on we will use the subscript $B$ as above only if $B \cap SU(2) = \text{id}$ holds. When $r = 1$, we always omit the 1.

We set the product of two loop groups:

$$\mathcal{H} = \Lambda_r SL(2, \mathbb{C})_\sigma \times \Lambda_r SL(2, \mathbb{C})_\sigma,$$

where $0 < r < R$. Moreover, we set the subgroups of $\mathcal{H}$ as follows:

$$\mathcal{H}_+ = \Lambda^+_r SL(2, \mathbb{C})_\sigma \times \Lambda^-_r SL(2, \mathbb{C})_\sigma,$$

$$\mathcal{H}_- = \left\{ (g_1, g_2) \in \mathcal{H} \mid g_1 \text{ and } g_2 \text{ extend holomorphically to } A_r \text{ and } g_1|_{A_r} = g_2|_{A_r} \right\}.$$

We then quote Theorem 2.6 in [12].

**Theorem A.2.** $\mathcal{H}_- \times \mathcal{H}_+ \to \mathcal{H}$ is an analytic diffeomorphism. The image is open and dense in $\mathcal{H}$. More precisely,

$$\mathcal{H} = \bigcup_{n=0}^{\infty} \mathcal{H}_{-w_n} \mathcal{H}_+,$$

where $w_n = (\text{id}, \begin{pmatrix} \lambda^n & 0 \\ 0 & \lambda^{-n} \end{pmatrix})$ if $n = 2k$ and $\begin{pmatrix} \text{id}, \begin{pmatrix} 0 & \lambda^n \\ -\lambda^{-n} & 0 \end{pmatrix} \end{pmatrix}$ if $n = 2k + 1$.

The proof of the theorem above is almost verbatim the proof given in the basic decomposition paper [5]; see also [9].
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