HARMONIC DIFFERENTIALS AND INFINITE GEODESIC JOINING TWO PUNCTURES ON A RIEMANN SURFACE
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ABSTRACT. Let $M$ be a hyperbolic Riemann surface of finite volume. The harmonic dual form to an infinite geodesic joining two punctures on $M$ is obtained in two different ways. First of all, using the degeneration of hyperbolic Eisenstein series, it is made explicit in terms of these. Secondly, generalizing the construction of Kudla and Millson to the case of an infinite geodesic joining two punctures, we give an automorphic realization of this harmonic form.

INTRODUCTION

Many applications of degeneration of compact Riemann surfaces can be found in the literature: here is a nonexhaustive list dealing with, for example, the asymptotic behavior of Green’s functions ([14], [11]), theta functions and the Riemann matrix ([4]), Petersson series ([32]), Faltings invariant ([29]), eigenfunctions of the Laplacian and its eigenvalues ([10], [11], [14], [30], [31], [32], [33]), and Eisenstein series ([31], [22], [23], [24], [25]). In this paper, we answer in particular some questions in [16] (pp. 194 and 208) and in [6] (p. 562-09). In the first part we recall the definitions and results we need, and we also give the example of the principal congruence subgroup of level 2, $\Gamma(2)$ (see Proposition 1.1). In the second part we obtain the harmonic dual 1-form to an infinite geodesic joining two punctures by using the degeneration of hyperbolic Eisenstein series (see Proposition 2.3). Moreover, in the third part we answer a question that P. Gérardin asks in [6] (see Theorem 3.2): can we extend the Kudla and Millson construction to the case of $(p, q)$, with the geodesic joining the punctures $p$ and $q$ and orthogonal to the horocycles at $p$ and at $q$? In doing this we realize the representation of any cohomology class in $H^1(M, \mathbb{C})$ by a harmonic form exemplifying the ideas of Harder ([7], [5]). We hope this work can give an automorphic realization of the modular symbol of Mazur (see Remark 3.1), and can be generalized to the higher dimensional case ([17], [18]) and in the case of infinite volume hyperbolic surfaces.

1. Preliminary definitions and results

1.1. Definitions. In the following, $M$ will be a hyperbolic Riemann surface of finite volume; that is to say, $M$ has for universal covering space the upper half plane $\mathcal{H}$. The fundamental group of $M$ is identified to a Fuchsian group of the first
kind, denoted by $\Gamma$. We’ll suppose it has only two cusps on $M$, $p$ and $q$. It is easy to verify that all the results are true if there are cusps other than $p$ and $q$.

In [16], Kudla and Millson construct the harmonic 1-form dual to a simple closed geodesic on $M$. Let us recall the definition:

**Definition 1.1.** Let $\eta$ be a simple closed geodesic or an infinite geodesic joining $p$ and $q$. A 1-form $\alpha$ is dual to $\eta$ if for any closed 1-form with compact support $\omega$,

$$\int_M \omega \wedge \alpha = \int_\eta \omega.$$  

Equivalently, for any closed oriented cycle $c'$, we have

(1.1) $$\int_{c'} \alpha = \eta \cdot c'.$$

(Here $\eta \cdot c'$ denotes the intersection number of the cycles $\eta$ and $c'$).

We are interested in the 1-form dual to $(p,q)$ and which is harmonic. We begin by proving, in an elementary way, the uniqueness of the cohomology class and the existence of such a form. For this, recall the following results:

**Lemma 1.1.** Let $\alpha$ be a 1-form such that

1. $\int_M \alpha \wedge \beta = 0$ for each closed 1-form $\beta$ with compact support, or
2. for any simple closed curve $c$, $\int_c \alpha = 0$.

Then there exists a function $f$ with $\alpha = df$.

Let us also recall the theorem in [28].

**Theorem 1.1** (Theorem 3, p. 106). Let $X$ be a compact Riemann surface. Let $p$ and $q$ be two distinct points on $X$ connected by a simple, oriented curve $L$, and let $X^*$ be the region obtained by cutting along $L$. There exists a unique differential of the first kind $dF(p,q)$ which is regular in $X$ apart from simple poles at $p$ and $q$, with residues 1 and $-1$, respectively. The periods of $dF(p,q)$ on $X^*$ are all real, and for every loop which crosses $L$ exactly once from right to left, the imaginary part of the period is $2\pi$.

Then the $1/2\pi$ imaginary part of $dF(p,q)$ gives the dual form to the curve $L$.

The authors of [16] obtain the harmonic dual 1-form to a simple closed geodesic $\eta$ as the analytic continuation at $s = 1$ of the hyperbolic Eisenstein series $\hat{\eta}^s$, associated to $\eta$. This hyperbolic Eisenstein series is defined by taking the sum over the set $H(\eta)$ of all the oriented geodesics $Y$ of $H$ whose projection is $\eta$, of the 1-form:

$$\omega^s_Y = ||\omega_Y||^{s-1}\omega_Y,$$

where $\omega_Y = *P_Y^*V_Y$, $P_Y$ is the orthogonal projection on $Y$, $V_Y$ is the volume form of $Y$ and $||\omega_Y||$ denotes the pointwise norm of $\omega_Y$. The 1-form $\omega^s_Y$ is normalised so that the integral over any fiber of $P_Y$ is 1:

$$\int \frac{1}{k(s-1)} \omega^s_Y = 1, \quad k(s-1) = \frac{\Gamma(1/2)\Gamma(s/2)}{\Gamma(1/2 + s/2)}.$$
Then, for $\text{Re } s > 1$,  
\begin{equation} \tag{1.2} 
\hat{\eta}^s = \frac{1}{k(s-1)} \sum_{Y \in H(\eta)} \omega_Y \omega_s \sum_{Y \in H(\eta)} \frac{\Gamma(1/2 + s/2)}{\Gamma(1/2)\Gamma(s/2)} \sum_{\gamma \in \Gamma_1} \gamma^s (\text{ch } x_2)^s, 
\end{equation}

where $\Gamma_1$ denotes the stabilizer group in $\Gamma$ of some geodesic $Y \in H(\eta)$ and any point $P \in H$ is located by its Fermi coordinates $(x_1, x_2)$ associated to the geodesic $Y$.

Now recall the definition of the classical Eisenstein series.

The stabilizer group of a cusp $a$ is an infinite cyclic group generated by a parabolic motion, say  
\[ \Gamma_a = \{ \gamma \in \Gamma : \gamma a = a \} = \langle \gamma_a \rangle. \]

There exists $\sigma_a \in SL_2(\mathbb{R})$ such that $\sigma_a \infty = a$, $\sigma_a^{-1} \gamma_a \sigma_a = \left( \begin{smallmatrix} 1 & s \\ 0 & 1 \end{smallmatrix} \right)$. We call $\sigma_a$ a scaling matrix of the cusp $a$; it is determined up to composition with a translation from the right. The Eisenstein series for the cusp $a$ is then defined by  
\[ E_a(z, s) = \sum_{\gamma \in \Gamma_a \setminus \Gamma} y(\sigma_a^{-1} \gamma z)^s, \]

where $s$ is a complex variable, $\text{Re } s > 1$.

An Eisenstein series of weight 2 associated to a cusp $a$ is the 1-form, defined for $\text{Re } s > 1$, by  
\[ \mathcal{E}_a(s, z) = \sum_{\gamma \in \Gamma_a \setminus \Gamma} y(\sigma_a^{-1} \gamma z)^{s-1} d(\sigma_a^{-1} \gamma z) = \frac{E_a,1(s, z)}{y} dz, \]

with  
\[ E_{a,1}(s, z) = y \sum_{\gamma \in \Gamma_a \setminus \Gamma} y(\sigma_a^{-1} \gamma z)^{s-1} ((\sigma_a^{-1} \gamma)' z). \]

By definition, a standard horocyclic Eisenstein series, called for the sake of convenience a horocyclic Eisenstein series, is $\hat{\mathcal{E}}(z) = \text{Im}(\mathcal{E}_a(s, z))$.

Remark 1.1.  
(1) In the notation of [5], $E_{a,1}(s, z) \in \mathcal{F}_1$, where $\mathcal{F}_1$ is the space of all functions $f$ on $H$ with $f(\gamma z) = \left( \begin{smallmatrix} c z + d \\ c \bar{z} + d \end{smallmatrix} \right) f(z)$, $\gamma \in \Gamma$.

(2) A standard horocyclic Eisenstein series is associated to a horocycle of length 1: if $|\xi|$ is the length of the horocycle and $\hat{\xi}^s$ is the horocyclic Eisenstein series associated to $\xi$, then the 1-form $|\xi|^{-s} \hat{\xi}^s$ depends only on the cusp (for more details see [6]).

1.2. Example. Now we are ready to treat the explicit example of the geodesic $(0, i \infty)$ on $M = \Gamma(2) \setminus H$, where $\Gamma(2)$ is the principal congruence subgroup of level 2:  
\[ \Gamma(2) = \left\{ \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in SL_2(\mathbb{Z}), a = d = 1 \mod 2, b = c = 0 \mod 2 \right\}. \]

In this case we obtain (see [2])  
\[ \mathcal{E}_\infty(1, z) - \mathcal{E}_0(1, z) = \theta(0, z)^4 dz, \]
where \( \theta(0, z)^4 = \left( \sum_{n \in \mathbb{Z}} e^{i\pi n^2 z} \right)^4 = \sum_{n \in \mathbb{N}} r_4(n) e^{i\pi n z} \) and \( r_4(n) \) is the number of representations of \( n \) as a sum of 4 squares. Let \( c_\infty \) be the horocycle \( \{ y = 1 \} \) associated to the cusp \( \infty \) (\( c_\infty \) cross exactly once from right to left \( (i\infty, 0) \)). We easily verify that

\[
\int_{c_\infty} \Re(\theta(0, z)^4 \, dz) = \int_{[-1/2, 3/2]} (1 + \sum_{n \geq 1} r_4(n) e^{-n\pi y \cos n\pi x}) \, dx = 2
\]

and, with \( \sigma : z \rightarrow -1/z \) and \( c_0 = \sigma(c_\infty) \), the corresponding horocycle associated to the cusp 0:

\[
\int_{c_0} \Re(\theta(0, z)^4 \, dz) = -2.
\]

Moreover we have (with the notation of Remark 1.1) \( |c_\infty| = |c_0| = 2 \), so we have the following propositions.

**Proposition 1.1.** The 1-form \(- \Re \frac{1}{\pi} (\mathcal{E}_\infty(1, z) - \mathcal{E}_0(1, z)) = -\Re \left( \frac{1}{\pi} \theta(0, z)^4 \, dz \right)\) is the harmonic dual form to \((0, i\infty)\).

**Remark 1.2.**

1. We recall that the space of a holomorphic differential on a finite volume Riemann surface of genus \( g \) with \( k \geq 0 \) punctures, factored by the subspace of exact holomorphic differentials, is of dimension \( 2g + k - 1 \). In the case of \( \Gamma(2) \backslash \mathcal{H} \) a basis of this space is then \( \mathcal{E}_\infty(1, z) - \mathcal{E}_0(1, z) \), \( \mathcal{E}_\infty(1, z) - \mathcal{E}_1(1, z) \).

2. We note that a square integrable holomorphic differential on a Riemann surface of finite volume corresponds to a cusp form of weight 2 (that is, a holomorphic form of weight 2 for \( \Gamma \), with a vanishing zero Fourier coefficient in each of the cusps). Let \( \mathcal{S}(\Gamma) \) denote such a space for \( \Gamma \backslash \mathcal{H} \) of genus \( g \). We know that it is of dimension \( g \), and in the case of \( \Gamma = \Gamma(2) \) we again verify that \( \dim \mathcal{S}(\Gamma(2)) = 0 \).

2. The harmonic dual form and degeneration

The aim of this section is to find the harmonic dual form to an infinite geodesic joining two cusps on a Riemann surface by using the degeneration of the hyperbolic Eisenstein series. Consider a family of compact Riemann surfaces \( (S_l)_{l > 0} \) degenerating as \( l \rightarrow 0 \) to \( S_0 \), the geodesic \( c_l \) on \( S_l \) (of length \( l \)), nonhomologous to zero, being pinched to form a pair of cusps on \( S_0 \).

We note that \( p \) and \( q \) are the two cusps of \( S_0 \) arising from pinching \( c_l \): \( p \) is the limit of the right side of the \( c_l \)-collar and \( q \) is the limit of the left side of the \( c_l \)-collar. Without loss of generality we can represent \( p \) and \( q \) by \( \infty \) and 0, respectively. We denote for simplicity \( \hat{l}^s = l^s \) and the complex 1-form of type \( (1, 0) \) associated:

\[
\hat{\theta}_1(s, z) = 1/2(i\hat{l}^s(z) - s\hat{l}^s(z)).
\]

There exist homeomorphisms \( f_l \) from \( S_l \backslash c_l \) to \( S_0 \), with \( f_l \) tending to an isometry in the \( C^k \)-norm on compact subsets of \( S_l \backslash c_l \). We have the results (for the details see [3]):

**Theorem 2.1.** There exists \( \beta > 0 \) such that for \( s \in \{ \Re s > 1 - \beta \} \) the family of 1-forms \( \frac{1}{l^s} \hat{\theta}_1(s, f_l^{-1}(\cdot)) \) converges uniformly on compact subsets of \( S_0 \) to
\[ \frac{1}{2k(s-1)}[\mathcal{E}_\infty(s,.) - \mathcal{E}_0(s,.)], \] and so the family of 1-forms \[ \frac{1}{k} f_t^{-1}(s,.) \] converges uniformly on compact subsets of \( S_0 \) to \( \frac{1}{k(s-1)}[\mathcal{E}^s - \hat{\mathcal{E}}^s] \).

We deduce in particular that the family of 1-forms \( \left( \frac{1}{l} \theta_i(1, f_t^{-1}(.)) \right) \) converges uniformly on compact subsets of \( S_0 \) to \( \frac{1}{2\pi} [\mathcal{E}_\infty(1,.) - \mathcal{E}_0(1,.)] \).

As an application and using a classical result on the degeneration of the canonical period matrix, we obtain the asymptotic behavior of the periods of the holomorphic 1-form \( \theta_i(1,z) \). Suppose \( S_0 \) is of genus \( g \) and let \( \{ b_j, c_i \}_{j=2}^{g+1} \) be a geodesic canonical homology basis of the complementary of the cuspidal regions: the intersection matrix defined by the cup product has the form \( \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix} \).

We set \( \pi_l = f_t^{-1} \) and denote by \( b_i(l) \) (resp. \( c_i(l) \)) the unique geodesic in the homology class of \( \pi_l(b_i) \) (resp. \( \pi_l(c_i) \)) for \( i = 2, ..., g+1 \). We complete this family with \( b_1(l) \) and \( c_1(l) = c_1 \) in order to form a geodesic canonical homology basis on \( S_l \): \( \{ b_i(l), c_i(l) \}_{i=1}^{g+1} \).

We then have the following two propositions (see for example [5], [19], [3]):

**Proposition 2.1.** For \( A \in \{ b_i, c_i, i = 2, ..., g+1 \} \)
\[
\lim_{l \to 0} \int_{A(l)} \theta_i(1, z) = \frac{1}{2\pi} \int_A \mathcal{E}_\infty(1, z) - \mathcal{E}_0(1, z).
\]

**Proposition 2.2.** For \( l \to 0 \), \( \int_{b_i(l)} \theta_i(1, z) = O(1) \) and \[ \int_{c_i(l)} \theta_i(1, z) \sim \frac{l}{2\pi}. \]

On the other hand, at the end of [16] we are left with the question of the harmonic dual form to an infinite geodesic joining two cusps. To make this form explicit, we decompose the harmonic 1-form \( \hat{\theta} \) on the following basis of harmonic differentials: \( \{ b_i(l), i = 1, ..., g+1 \} \), \( \{ c_i(l), i = 1, ..., g+1 \} \), where \( b_i(l) \) is the harmonic dual form to \( b_i(l) \) (resp. \( c_i(l) \) is the harmonic dual form to \( c_i(l) \)), so with the notation \( \theta_i = \theta_i(1, z) = 1/2(i\hat{l} - \hat{s}l) \),
\[
\hat{s}l = \sum_{i=1}^{g+1} e_i \hat{c}_i(l) + \sum_{i=1}^{g+1} d_i \hat{b}_i(l)
\]
with
\[
d_i = \int_{c_i(l)} \hat{s}l = -2 \int_{c_i(l)} \theta_i, 1 \leq i \leq g+1 \text{ and } e_i = \int_{b_i(l)} -\hat{s}l = 2 \int_{b_i(l)} \theta_i, 2 \leq i \leq g+1.
\]

Let \( \alpha_l \) be a closed 1-form on \( S_0 \) with compact support and consider the corresponding \( \alpha_l \) on \( S_l \), i.e. \( \alpha_l(\pi_l(w)) = \alpha(w), w \in S_0 \). The 1-form \( \alpha_l \) is closed on \( S_l \). Therefore
\[
\int_{S_l} \alpha_l \wedge \hat{s}l = \sum_{i=1}^{g+1} e_i \int_{S_l} \alpha_l \wedge \hat{c}_i(l) + \sum_{i=1}^{g+1} d_i \int_{S_l} \alpha_l \wedge \hat{b}_i(l)
\]
\[
= \sum_{i=1}^{g+1} e_i \int_{c_i(l)} \alpha_l + \sum_{i=1}^{g+1} d_i \int_{b_i(l)} \alpha_l.
\]

\footnote{Erratum in [3]: a mistake of sign occurred on p. 372, line 16.}
so
\[ \int_{S_l} \alpha_l \wedge s \frac{\mu}{T} = \frac{d_1}{T} \int_{c_1(l)} \alpha_l + \frac{e_1}{T} \int_{c_1(l)} \alpha_l + \sum_{i=2}^{g+1} \frac{e_i}{T} \int_{c_i(l)} \alpha_l + \sum_{i=2}^{g+1} \frac{d_i}{T} \int_{b_i(l)} \alpha_l. \]

As \( \alpha \) is of compact support, for \( l \) sufficiently small \( \int_{c_1(l)} \alpha_l = 0 \) it remains that
\[ (2.1) \int_{S_l} \alpha_l \wedge s \frac{\mu}{T} = \frac{d_1}{T} \int_{(p,q)} \alpha + \sum_{i=2}^{g+1} \frac{e_i}{T} \int_{c_i} \alpha + \sum_{i=2}^{g+1} \frac{d_i}{T} \int_{b_i} \alpha. \]

Moreover, we have the following behaviors (Propositions 2.1 and 2.2) for \( i = 2, \ldots, g+1 \):
\[ \lim_{l \to 0} \frac{d_i}{T} = -\frac{1}{\pi} \int_{c_i} \mathcal{E}_\infty - \mathcal{E}_0, \quad \lim_{l \to 0} \frac{e_i}{T} = \frac{1}{\pi} \int_{b_i} \mathcal{E}_\infty - \mathcal{E}_0 \]
and
\[ \lim_{l \to 0} \frac{d_1}{T} = -\frac{1}{\pi}. \]

If we let \( l \) go to 0 in (2.1) with \( (p, q) = (i\infty, 0) \), we obtain
\[ \int_{S_0} \alpha \wedge \left( -\frac{1}{\pi} \text{Re} [\mathcal{E}_\infty - \mathcal{E}_0] \right) = -\frac{1}{\pi} \int_{(i\infty, 0)} \alpha \]
\[ + \sum_{i=2}^{g+1} \left( \frac{1}{\pi} \int_{b_i} \mathcal{E}_\infty - \mathcal{E}_0 \int_{c_i} \alpha - \frac{1}{\pi} \int_{c_i} \mathcal{E}_\infty - \mathcal{E}_0 \int_{b_i} \alpha \right). \]

**Proposition 2.3.** Setting
\[ \Theta(z) = -\text{Re} [\mathcal{E}_\infty(1, z) - \mathcal{E}_0(1, z)] - \sum_{i=2}^{g+1} \int_{b_i} (\mathcal{E}_\infty(1, z) - \mathcal{E}_0(1, z)) \hat{c}_i(z) \]
\[ + \sum_{i=2}^{g+1} \int_{c_i} (\mathcal{E}_\infty(1, z) - \mathcal{E}_0(1, z)) \hat{b}_i(z), \]
where for \( i = 2, \ldots, g+1 \), \( \hat{b}_i \) (resp. \( \hat{c}_i \)) is the harmonic dual form to \( b_i \) (resp. \( c_i \)) on \( S_0 \), we have, for any closed 1-form with compact support on \( S_0 \), \( \alpha \),
\[ \int_{S_0} \alpha \wedge \Theta = \int_{(0, i\infty)} \alpha, \]
so \( \Theta \) is the dual harmonic form to \( (0, i\infty) \).

**Remark 2.1.** Using the equivalent definition (1.1) of a dual form and by the same arguments we can see that for \( A \in \{ b_i, c_i, i = 2, \ldots, g+1 \} \), \( \int_A \mathcal{E}_\infty(1, z) - \mathcal{E}_0(1, z) \in \mathbb{R} \), and with \( c_\infty \) (resp. \( c_0 \)) a horocycle at \( \infty \) (resp. \( 0 \)), \( \int_{c_\infty} \mathcal{E}_\infty(1, z) - \mathcal{E}_0(1, z) = 1 \) (resp. \( \int_{c_0} \mathcal{E}_\infty(1, z) - \mathcal{E}_0(1, z) = -1 \)).

3. Automorphic realization

3.1. Fourier expansion of the Eisenstein series. We begin by recalling the Fourier expansion of the following Eisenstein series (see for example [12]).

Let \( \mathfrak{a}, \mathfrak{b} \) be cusps of \( \Gamma \) and \( \sigma = \text{Re } s > 1 \). We have, uniformly in \( z \in \mathcal{H} \), the implied constant depending on \( s \) and the group \( \Gamma \),
\[ E_\mathfrak{a}(\mathfrak{b}z, s) = \delta_{\mathfrak{a}, \mathfrak{b}} y^s + \phi_{\mathfrak{a}, \mathfrak{b}}(s) y^{1-s} + O((1 + y^{-\sigma})e^{-2\pi y}), \]
where \( \delta_{ab} = 1 \) if \( a, b \) are equivalent. Otherwise it vanishes and \( \phi_{ab}(s) \) is a function defined with Kloosterman sums and gamma factors.

3.2. Eisenstein series of weight 2. We’ll need to investigate the Fourier expansion of \( \mathcal{E}_a \) for \( a = \infty \) and 0 to obtain:

**Proposition 3.1.** We have the following asymptotic behaviors:

1. at \( a = \infty \),
   \[ \mathcal{E}_\infty(1, z) = (1 + O(1/y) + O(e^{-2\pi y})) \, dz \quad \text{and} \quad \mathcal{E}_0(1, z) = O(1/y) \, dz, \]
2. at \( a = 0 \),
   \[ \mathcal{E}_\infty(1, z) = O(1/y) \, dz \quad \text{and} \quad \mathcal{E}_0(1, z) = \left(\frac{1}{cz_0^2} + O(1/y)\right) \, dz \quad \text{for some} \ c_0 \neq 0. \]

**Proof.** To obtain the Fourier expansion of \( \mathcal{E}_\infty \) at \( a = \infty \), we use the spectral decomposition formula (see for example [5])

\[
E_{\infty, 1}(z) = y^s + y^{1-s} \psi_0(s) + \sum_{m \neq 0} \psi_m(s) \ W_{\frac{m}{|m|}, s-1/2}(4\pi |m|y) e^{2\pi imx},
\]

where \( W_{\frac{m}{|m|}, s-1/2} \) are Whittaker functions and the Fourier coefficients are given by

\[
\psi_n(s) = -\pi^s \frac{|n|^{s-1}}{\Gamma(s + \frac{n}{|m|})} \sum_{c>0} \frac{1}{c^{2s}} \, S_1(0, n, c), n \neq 0,
\]

\[
\psi_0(s) = -\pi \frac{4^{1-s} \Gamma(2s-1)}{\Gamma(s-1) \Gamma(s+1)} \phi_0(s)
\]

with \( S_1(0, n, c) \) Kloosterman sums and \( \phi_0(s) = \sum_{c>0} \frac{1}{c^{2s}} \sum_{0 \leq d < c} 1 \) (for more details see [5]). Therefore, we have

\[
\mathcal{E}_\infty(s, z) = \left(y^{s-1} + y^{-s} \psi_0(s) + \sum_{m \neq 0} \psi_m(s) \ W_{\frac{m}{|m|}, s-1/2}(4\pi |m|y) e^{2\pi imx}\right) \, dz.
\]

The analytic continuation at \( s = 1 \) of \( \psi_n(s) \) is well known (see for example [12]). Here we only point out that \( s = 1 \) is a regular value for \( \mathcal{E}_\infty(s, z) \). In fact, the residue of \( \phi_0(s) \) at \( s = 1 \) is given by \( \lim_{s \to 1} (s - 1) \phi_0(s) = 1/(\pi \text{Vol}(M)) \). As \( (1/\Gamma)(0) = 0 \), we deduce the analytic continuation at \( s = 1 \) of \( \psi_0(s) \). So \( \lim_{s \to 1} (s - 1) \mathcal{E}_\infty(s, z) = \lim_{s \to 1} (s - 1) \psi_0(s) = 0 \).

Moreover, we make use of the following asymptotic behavior to obtain the first equalities in the proposition: \( W_{\mu, s-1/2}(t) \sim e^{-t/2} t^\mu \), as \( t \to +\infty \).

Now, the Fourier expansion of \( \mathcal{E}_\infty \) at 0 is given in the form (see for example [12] p. 65) \( \mathcal{E}_\infty(s, \sigma_0 z) = \sum_{\tau \in \Gamma_\infty \setminus \Gamma \sigma_0} y(\tau z)^{s-1/2} (\tau' z) \, dz \), where \( \sigma_0 \) is defined in the first paragraph. It is easy to see that we can choose \( \sigma_0(z) = -\frac{1}{cz_0^2} \) and \( \gamma_0(z) = -\frac{z}{-cz_0^2 + 1} \).
for some \( c_0 \neq 0 \):

\[
E_\infty(s, \sigma_0 z) = \sum_{d > 0} \frac{\eta^{s-1}(z)}{d^z} dz
\]

\[
= \left( -y^{-s} \pi \frac{\Gamma(2s-1)}{\Gamma(s-1)\Gamma(s+1)} \sum_{d > 0} \frac{1}{(dc_0)^{2s}} \sum_{c (\text{mod } d c_0^2)} 1 + O(e^{-2\pi y}) \right) dz
\]

In a similar way we find the Fourier expansion of \( E_0 \) at 0 and \( \infty \):

\[
E_0(s, \sigma_0 z) = \sum_{\tau \in \Gamma \setminus \sigma_0^{-1}\Gamma\sigma_0} y(\tau z)^{s-1} (\tau' z) dz
\]

\[
= \left( y^{s-1} + y^{-s} \sum_{b > 0} \frac{1}{(-bc_0^2)^{2s}} \sum_{a (\text{mod } bc_0^2)} 1 + O(e^{-2\pi y}) \right) dz.
\]

Now we remark that with the notation \( E_\sigma(s, z, \Gamma) = E_\sigma(s, z) \),

\[ E_0(s, z) = E_\infty(s, \sigma_0^{-1}z, \sigma_0^{-1}\Gamma\sigma_0). \]

3.3. The Kudla and Millson construction of hyperbolic Eisenstein series.

In [6], P. Gérardin asks the following question: if \( \eta \) is the infinite geodesic \((p, q)\), can we do the same construction as Kudla and Millson, i.e., does the general term of the series \((1.2)\) retain a meaning, does this series converge for \( \text{Re } s > 1 \), and does it define an analytic function in \( s \) and admit an analytic continuation at \( s = 1 \) which gives the harmonic dual form to \( \eta \)? Without loss of generality we suppose the two cusps \( p \) and \( q \) to be 0 and \( \infty \), respectively, and, as the lift of the geodesic, we take the imaginary axis. As usual we suppose \( \Gamma_\infty = \langle z \mapsto z+1 \rangle \) to be the stabilizer of \( \infty \) in \( \Gamma \), and the stabilizer of 0, \( \Gamma_0 \) is then generated by \( z \mapsto \frac{z}{\epsilon z + \eta} \) (with the preceding notation \( e = -c_0^2 \)). So the problem reduces to studying the following series:

\[
\eta^s(z) = \frac{1}{k(s-1)} \sum_{\gamma \in \Gamma} \gamma \left[ \left( \frac{y}{|z|} \right)^{s-1} \text{Im}(z^{-1} dz) \right] = \text{Im}(\theta^s(z)),
\]

where

\[
\theta^s(z) = \frac{1}{k(s-1)} \sum_{\gamma \in \Gamma} \gamma \left[ \left( \frac{y}{|z|} \right)^{s-1} \frac{dz}{z} \right]
\]

and \( k(s-1) = \frac{\Gamma(1/2)\Gamma(s/2)}{\Gamma(1/2+s/2)} \). Here is the answer to the first part of the question.

We have \( || \sum_{\gamma \in \Gamma} \gamma \left[ \left( \frac{y}{|z|} \right)^{s-1} \text{Im}(z^{-1} dz) \right] || \leq \sum_{\gamma \in \Gamma} \left[ \left( \frac{y}{|z|} \right)^\sigma \right] (\gamma z) \), where \( \sigma = \text{Re } s \), and if we denote it by \( S = \sum_{\gamma \in \Gamma} \left[ \left( \frac{y}{|z|} \right)^\sigma \right] (\gamma z) \), we have

\[
S = \sum_{\gamma \in \Gamma \setminus \Gamma_\infty} y^\sigma(\gamma z) \sum_{n \in \mathbb{Z}} \frac{1}{|\gamma z + n|^{s+1}}.
\]
Let $S_z$ be a system of representatives of $\Gamma_{\infty}\setminus \Gamma$ such that $|\text{Re}\gamma z| \leq 1/2$; then

$$||S|| \leq \sum_{\gamma \in S_z} \frac{y^\sigma(\gamma z)}{\gamma z |\gamma z|^\sigma} + 2 \sum_{\gamma \in S_z} \frac{y^\sigma(\gamma z)}{\gamma z |\gamma z|^\sigma} \sum_{n=1}^{\infty} \frac{1}{(n-1/2)^\sigma}.$$ 

We first study $\sum_{\gamma \in S_z} \frac{y^\sigma(\gamma z)}{\gamma z |\gamma z|^\sigma}$. We have

$$\sum_{\gamma \in S_z} \frac{y^\sigma(\gamma z)}{\gamma z |\gamma z|^\sigma} = \sum_{\gamma \in \Gamma_{\infty}\setminus S_z} \frac{y^\sigma(\gamma z)}{|\gamma z|^\sigma} \sum_{n \in \mathbb{Z}} \frac{1}{|ne\gamma z + 1|^\sigma}$$

$$= \sum_{\gamma \in \Gamma_{\infty}\setminus S_z} \frac{y^\sigma(\gamma z)}{|\gamma z|^\sigma}$$

$$+ \sum_{\gamma \in \Gamma_{\infty}\setminus S_z} \frac{y^\sigma(\gamma z)}{|\gamma z|^\sigma} \sum_{n \in \mathbb{Z}} \frac{1}{|ne|^\sigma (|x(\gamma z) + 1/|n|e| + y^2(\gamma z)|^\sigma/2)}.$$ 

Let $K$ be a compact set in $\mathcal{H}$. We are going to prove that we can choose $m$ in $\mathcal{H}$ such that

$$\forall z \in K, \forall \gamma \in \Gamma_{\infty}\setminus S_z, |\gamma z| \geq |m| \text{ and } \text{Im}\gamma z \geq \text{Im} m.$$ 

Let’s recall the following lemma; see also [12, p. 4]:

**Lemma 3.1.** Let $\Gamma$ be a finite volume group which is not co-compact. Let $a$ be a cusp of $\Gamma$, $z \in \mathcal{H}$ and $Y > 0$. We have

$$\#\{\gamma \in \Gamma_{\infty}\setminus \Gamma : \text{Im}\sigma_a^{-1}\gamma z > Y\} < 1 + \frac{10}{c_a Y},$$

where $c_a = \min \left\{ c > 0 : \left( \begin{array}{cc} * & * \\ c & * \end{array} \right) \in \sigma_a^{-1}\Gamma\sigma_a \right\}.$

Now we have the following lemma.

**Lemma 3.2.** Let $K$ be a compact of $\mathcal{H}$. There exist a constant $C > 0$ such that

$$\forall z \in K, \forall \gamma \in \Gamma_{\infty}\setminus \Gamma, \text{Im} (\gamma z) \leq C.$$ 

**Proof.** We fix a compact $K \subset \mathcal{H}$, with $\delta$ its hyperbolic diameter. Let $z_0 \in K$. We can suppose, without loss of generality, that $|\text{Re} z_0| \leq 1/2$. We then verify

$$\#\{\gamma \in \Gamma_{\infty}\setminus \Gamma : \text{Im} \gamma z_0 > \frac{10}{c_\infty} e^{\delta} \sqrt{1 + (c_\infty/2)^2} \} \leq 1.$$ 

We get into the most general situation with respect to the result of Lemma 3.2

$$\#\{\gamma \in \Gamma_{\infty}\setminus \Gamma : \text{Im} \gamma z_0 > \frac{10}{c_\infty} e^{\delta} \sqrt{1 + (c_\infty/2)^2} \} = 1.$$ 

Let $\gamma_{ex}$ be the unique element of $\Gamma_{\infty}\setminus \Gamma$ such that

$$\text{Im} \gamma_{ex} z_0 > \frac{10}{c_\infty} e^{\delta} \sqrt{1 + (c_\infty/2)^2} > \frac{10}{c_\infty}.$$ 

Then for all $\gamma \in \Gamma_{\infty}\setminus (\Gamma \setminus \{\gamma_{ex}\})$ and for all $z \in K$, $\text{Im} \gamma z \leq \frac{10}{c_\infty} e^{\delta} \sqrt{1 + (c_\infty/2)^2}$. To see this, let $\gamma \in \Gamma_{\infty}\setminus (\Gamma \setminus \{\gamma_{ex}\})$ and $z \in K$; then $\text{Im} \gamma z_0 \leq 10/c_{\infty}$. Moreover, with $d$ the hyperbolic distance and $p$ the orthogonal projection on the geodesic $(0, i\infty)$,

$$d(p(\gamma z), p(\gamma z_0)) \leq d(\gamma z, \gamma z_0) = d(z, z_0) \leq \delta.$$
Then
\[ p(\gamma z) \leq e^s p(\gamma z_0) = e^s \sqrt{\text{Im}^2 \gamma z_0 + \text{Re}^2 \gamma z_0} \leq \frac{10}{c_{\infty}} e^s \sqrt{1 + (c_{\infty}/20)^2}, \]
and
\[ \text{Im} \gamma z \leq \frac{10}{c_{\infty}} e^s \sqrt{1 + (c_{\infty}/20)^2}. \]

Consequently, for all \( \gamma \in \Gamma_{\infty} \setminus \Gamma \) and all \( z \in K \), \( \text{Im} \gamma z \leq e^s \sqrt{\text{Im}^2 \gamma z_0 + 1/4}. \)

Now for \( K \) a compact set of \( \mathcal{H} \), let \( c > 0 \) such that \( \forall z \in K, \forall \gamma \in \Gamma_{\infty} \setminus \Gamma \), \( \text{Im}^{-1} \gamma z \leq c \). Let \( m \) be the image by \( \sigma_0 \) of the intersection point of \{Re \( z = 1/2 \)\} and \{Im \( z = c \)\}. We have
\[
\sum_{\gamma \in S_z} \frac{y^\sigma(\gamma z)}{\gamma z|^\sigma} \leq \sum_{\gamma \in \Gamma_{\infty} \setminus S_z} \frac{y^\sigma(\gamma z)}{|m|^\sigma} + \sum_{\gamma \in \Gamma_{\infty} \setminus S_z} \frac{y^\sigma(\gamma z)}{|m|^\sigma} \sum_{n \in \mathbb{Z}^*} \frac{1}{|ne|^\sigma (\text{Im} m)^\sigma} 
\leq \frac{1}{|m|^\sigma} \sum_{\Gamma_{\infty} \setminus \Gamma} y^\sigma(\gamma z) + 2 \sum_{n \in \mathbb{N}^*} \frac{1}{(ne)^\sigma} \frac{1}{|m|^\sigma (\text{Im} m)^\sigma} \sum_{\Gamma_{\infty} \setminus \Gamma} y^\sigma(\gamma z).
\]

We deduce from the inequality
\[
||S|| \leq \frac{1}{|m|^\sigma} \sum_{\Gamma_{\infty} \setminus \Gamma} y^\sigma(\gamma z) + 2 \sum_{n \in \mathbb{N}^*} \frac{1}{(ne)^\sigma} \frac{1}{|m|^\sigma (\text{Im} m)^\sigma} \sum_{\Gamma_{\infty} \setminus \Gamma} y^\sigma(\gamma z) + 2 \sum_{\Gamma_{\infty} \setminus \Gamma} y^\sigma(\gamma z) \sum_{n=1}^{\infty} \frac{1}{(n-1/2)^\sigma}
\]
the uniform convergence on all compact sets of \( \mathcal{H} \) and all compact sets of Re \( s > 1 \). To conclude, we have the following theorem.

**Theorem 3.1.** For Re \( s > 1 \), the Eisenstein series associated to the geodesic \( \eta = (p, q) \) converges uniformly on all compact sets. It represents a \( C^\infty \) closed form which is dual to \( \eta \). For Re \( s > 1 \) it satisfies the differential functional equation
\[
\Delta \hat{\eta}^s = s(1-s)[\hat{\eta}^s - \hat{\eta}^{s+2}].
\]

Now we want to investigate the analytic continuation of \( \hat{\eta}^s \) at \( s = 1 \). For this, first of all, we are going to show that \( \theta^s(z) + i(\ell_{\infty}(1, z) - \ell_0(1, z)) \) is square integrable. What we have to do is to investigate the Fourier expansion of \( \theta^s \) at each inequivalent cusp 0 and \( \infty \). We have the following proposition:

**Proposition 3.2.** At \( \infty \)
\[
\theta^s(z) = \left( \frac{1}{t} + O(1/y) \right) \, dz
\]
and at 0
\[
\theta^s(z) = \left( -\frac{1}{iez^2} + O(1/y) \right) \, dz.
\]

**Proof.** We begin by estimating the constant term of the Fourier expansion of \( \theta^s \) at the cusp \( \infty \). We write for \( \sigma = \text{Re} \, s > 1 \)
\[
\theta^s(z) = \frac{1}{k(s-1)} \sum_{\gamma \in \Gamma_{\infty} \setminus \Gamma} \frac{y^{s-1}}{cz + d(2(s-1)(cz + d)^2} \zeta(\gamma z, s) \, dz,
\]
where \( k \) is the index of \( \Gamma \) in \( \Gamma_{\infty} \setminus \Gamma \) and \( \zeta(\gamma z, s) \) is the Riemann zeta function.
where
\[ \zeta(Z, s) = \sum_{n \in \mathbb{Z}} \frac{1}{|n + Z|^{s-1}(n + Z)}. \]

We have, where we denote by \( I^\infty \) the orbit of the identity modulo \( \Gamma^\infty \),
\[ \theta^s(z) = \frac{1}{k(s-1)} \left[ y^{s-1} \zeta(z, s) + \sum_{\gamma \in \Gamma^\infty \setminus \Gamma^\infty \setminus I^\infty} \frac{y^{s-1}}{|cz + d|^{2(s-1)}(cz + d)^2} \zeta(\gamma z, s) \right] dz. \]
\[ = \frac{1}{k(s-1)} \left[ y^{s-1} \zeta(z, s) + \sum_{S_z \setminus I^\infty} \frac{y^{s-1}}{|cz + d|^{2(s-1)}(cz + d)^2} \zeta^*(\gamma z, s) \right] dz. \]

Here we introduced \( S_z \) as a set of orbit representatives modulo \( \Gamma^\infty \) such that \( |\text{Re } \gamma z| \leq 1/2 \) and \( \zeta^*(Z, s) = \sum_{n \in \mathbb{Z}^*} \frac{1}{|n + Z|^{s-1}(n + Z)}. \)

In order to study the Fourier expansion of \( \zeta(z, s) \) at \( \infty \), we observe that Poisson’s summation formula is applicable here with the result
\[ \zeta(z, s) = \sum_{n=-\infty}^{+\infty} A_n(z, s), \quad \text{Im } z > 0, \]
with
\[ A_n(z, s) = \int_{-\infty}^{+\infty} \frac{e^{-2\pi i n v}}{(v + z)|v + z|^{s-1}} dv. \]

So we have
\[ A_0(z, s) = \int_{-\infty}^{+\infty} \frac{1}{(v + z)|v + z|^{s-1}} dv = \frac{1}{y^{s-1}} \int_{-\infty}^{+\infty} \frac{1}{i + t}|i + t|^{s-1} dt = \frac{1}{i y^{s-1}} \int_{-\pi/2}^{+\pi/2} \cos^{s-1} \theta d\theta \]
\[ = \frac{k(s-1)}{i y^{s-1}}. \]

Moreover, utilizing [27], p. 127, there exists a constant \( C \), independent of \( s \) and \( n \), such that
\[ |A_n(z, t)| \leq C e^{-\pi |n| y} \frac{1}{y^s}. \]

Therefore

**Lemma 3.3.** Near \( \infty \), \( \zeta \) has the following asymptotic behavior:
\[ \zeta(z, s) = \frac{k(s-1)}{i y^{s-1}} + O\left(\frac{e^{-\pi y}}{y^s}\right). \]

Return to the first term of \( \theta^s \) in the sum \( \frac{1}{k(s-1)} y^{s-1} \zeta(z, s) \ dz \). It can be written as
\[ \frac{1}{k(s-1)} y^{s-1} \zeta(z, s) \ dz = \left[ \frac{1}{i} + O\left(\frac{e^{-\pi y}}{y^s}\right) \right] dz. \]
Let us work on the investigation of the second term. For $\gamma \in S_z - I_\infty$ we have
\[
\left| \sum_{n \in \mathbb{Z}^*} \frac{1}{(n + \gamma z)^{s-1}(n + \gamma z)} \right| \leq \sum_{n \in \mathbb{Z}^*} \left| \frac{1}{|n| - 1/2} \right|^\sigma = 2 \sum_{n \geq 1} \left( \frac{1}{(n - 1/2)^\sigma} \right),
\]
and so
\[
\left| \sum_{S_z - I_\infty} \frac{y^{s-1}}{|cz + d|^{2(s-1)}(cz + d)^2} \zeta^*(\gamma z, s) \right| \leq \left( \sum_{S_z - I_\infty} \frac{y^{\sigma-1}}{|cz + d|^{2\sigma}} \right)^2 (2^\sigma - 1) \zeta(\sigma),
\]
with $\sum_{n \geq 1} (n - 1/2)^{-s} = (2^s - 1)\zeta(s)$. To estimate this sum we use Subsection 3.1
\[(3.1) \sum_{\Gamma_\infty \setminus \Gamma_{-1,\infty}} \frac{y^\sigma}{|cz + d|^{2\sigma}} = O(y^{1-\sigma}). \]

Rewrite the last term in $\theta^s$ as follows and denote $S_z^* = S_z - I_\infty$:
\[
\sum_{S_z - I_\infty} \frac{y^{s-1}}{|cz + d|^{2(s-1)}(cz + d)^2} \frac{1}{|\gamma z|^{s-1}(\gamma z)} = \sum_{S_z - I_\infty} \frac{y^{s-1}}{|cz + d|^{(s-1)}(cz + d)|az + b|^{s-1}(az + b)}. \]

We have the inequalities:
\[
\left| \sum_{S_z - I_\infty} \frac{y^{s-1}}{|cz + d|^{(s-1)}(cz + d)|az + b|^{s-1}(az + b)} \right| \leq \sum_{\Gamma_\infty \setminus \Gamma_{-1,\infty}} \frac{y^{s-1}}{|cz + d|^{2\sigma} |\gamma z|^\sigma} \sum_{n \in \mathbb{Z}} \frac{1}{|ne\gamma z + 1|^\sigma} \leq \sum_{\Gamma_\infty \setminus \Gamma_{-1,\infty}} \frac{y^{s-1}}{|cz + d|^{2\sigma} |\gamma z|^\sigma} \left( \sum_{\Gamma_\infty \setminus \Gamma_{-1,\infty}} \frac{y^{\sigma-1}}{|cz + d|^{2\sigma}} \right)^{1/2} \left( \sum_{\Gamma_\infty \setminus \Gamma_{-1,\infty}} \frac{y^{\sigma-1}}{|az + b|^{2\sigma}} \right)^{1/2}.
\]

First it follows that
\[
\sum_{\Gamma_\infty \setminus \Gamma_{-1,\infty}} \frac{y^{\sigma-1}}{|cz + d|^{2\sigma} |\gamma z|^\sigma} = \sum_{\Gamma_\infty \setminus \Gamma_{-1,\infty}} \frac{y^{\sigma-1}}{|cz + d|^{2\sigma} |az + b|^\sigma} \leq \left( \sum_{\Gamma_\infty \setminus \Gamma_{-1,\infty}} \frac{y^{\sigma-1}}{|cz + d|^{2\sigma}} \right)^{1/2} \left( \sum_{\Gamma_\infty \setminus \Gamma_{-1,\infty}} \frac{y^{\sigma-1}}{|az + b|^{2\sigma}} \right)^{1/2}.
\]

Now we have an estimation (see (1.11))
\[
\sum_{\Gamma_\infty \setminus \Gamma_{-1,\infty}} \frac{y^{\sigma-1}}{|cz + d|^{2\sigma}} \leq \sum_{\Gamma_\infty \setminus \Gamma_{-1,\infty}} \frac{y^{\sigma-1}}{|cz + d|^{2\sigma}}.
\]

Moreover,
\[
\sum_{\Gamma_\infty \setminus \Gamma_{-1,\infty}} \frac{y^{\sigma-1}}{|az + b|^{2\sigma}} \leq \sum_{\Gamma_\infty \setminus \Gamma_{-1,\infty}} \frac{y^{\sigma-1}}{|az + b|^{2\sigma}},
\]
and we know the right term is an $O(1/y)$ near $\infty$. 

The second sum to estimate is

$$\sum_{\Gamma_0 \setminus \Gamma} \frac{y^{\sigma-1} y}{|cz + d|^{2\sigma}} \left( \frac{1}{n} \right) \frac{1}{|ne\gamma z + 1|^{\sigma}} = \sum_{\Gamma_0 \setminus \Gamma} \frac{y^{\sigma-1}}{|az + b|^{2\sigma} e^{\sigma}} \sum_{n \in \mathbb{Z}} \frac{1}{n - \sigma_0 \gamma z|^{\sigma}}$$

with $\sigma_0(z) = -\frac{1}{cz}$. We can find a set of orbit representatives modulo $\Gamma_0$ such that $|\text{Re}(-\sigma_0\gamma z)| \leq 1/2$, so the second term is majored by

$$\sum_{\Gamma_0 \setminus \Gamma} \frac{y^{\sigma-1}}{|az + b|^{2\sigma}} e^{\sigma} 2(2^\sigma - 1)\zeta(\sigma).$$

Then we investigate the Fourier expansion at the cusp 0. The method is similar, and we don’t give all the details. We write

$$\theta^s(z) = \frac{1}{k(s-1)} \sum_{\Gamma_0 \setminus \Gamma} \frac{y^{s-1}}{|az + b|^{2(s-1)}(az + b)^2 e^s} \zeta(-\sigma_0\gamma z, s) \, dz$$

We easily compute the constant term of the Fourier expansion at 0 of $\zeta(-\sigma_0 z, s)$:

$$\zeta(-\sigma_0 z, s) = -\left( \frac{k(s-1)}{i \frac{y}{|z|^{2s-1}}} \right) + O(e^{-\frac{u}{|z|^{2s-1}}}).$$

Now we have the following estimates for the terms in the sum of $\theta^s$:

$$\left| \sum_{\Gamma_0 \setminus \Gamma \setminus \Gamma_0} \frac{y^{s-1}}{|az + b|^{2(s-1)}(az + b)^2 e^s} \zeta^*(s) \right| \leq \sum_{\Gamma_0 \setminus \Gamma_0} \frac{y^{s-1}}{|az + b|^{2\sigma}} \sum_{n \geq 1} \frac{1}{(n - 1/2)^\sigma},$$

$$\left| \sum_{\Gamma_0 \setminus \Gamma \setminus \Gamma_0} \frac{y^{s-1}}{|az + b|^{2(s-1)}(az + b)^2 e^s} \zeta(-\sigma_0\gamma z, s) \right| \leq \sum_{\Gamma_0 \setminus \Gamma_0} \frac{y^{s-1}}{|cz + d|^{2\sigma}} \sum_{n \in \mathbb{Z}} \frac{1}{n + \gamma z|^{\sigma}}.$$
and the first term by
\[ \left( \sum_{\gamma \in \Gamma \setminus \Gamma_0} \frac{g^\gamma - 1}{|cz + d|^{2\sigma}} \right)^{1/2} \left( \sum_{\gamma \in \Gamma \setminus \Gamma_0} \frac{g^\gamma - 1}{|az + b|^{2\sigma}} \right)^{1/2} . \]

By Propositions 3.1 and 3.2 we obtain the following proposition.

**Proposition 3.3.** The 1-forms
\[ \theta^s(z) - 1/(i \mathcal{E}_\infty(1, z) - \mathcal{E}_0(1, z)), \, \hat{\eta}^s(z) + \text{Re}(\mathcal{E}_\infty(1, z) - \mathcal{E}_0(1, z)) \]
are square integrable.

Denote by \( \Phi^s(z) = \hat{\eta}^s(z) + \text{Re}(\mathcal{E}_\infty(1, z) - \mathcal{E}_0(1, z)) \), and by the results in Proposition 3.3 and Theorem 3.1 that \( \Phi^s \) is square integrable on \( M \) and satisfies
\[ \Delta \Phi^s = s(1 - s)[\Phi^s - \Phi^{s+2}] . \]
Since \( \Phi^s \) is square integrable on \( M \), we can use the method developed in [16]. The 1-form \( \Phi^s \) may be expanded in eigenforms of \( \Delta \):
\[ \Phi^s(z) = \sum_{n=1}^{\infty} a_n(s) \nu_n(z) + \sum_{a \in \{0, \infty\}} \frac{1}{4\pi i} \int_{-\infty}^{+\infty} h_a(s, t) \mathcal{E}_a(1/2 + it, z) \, dt , \]
where \( a_n(s) = \langle \Phi^s, \nu_n \rangle \), \( h_a(s, t) = \langle \Phi^s, \mathcal{E}_a(1/2 + it, \cdot) \rangle \).

Now \( h_a(s, t) = \tilde{h}_a(s, t) \) and \( \Delta \nu_n = \lambda_n \nu_n \). By (3.2), \( \Delta \Phi^s \) is square integrable and
\[ \langle \Delta \Phi^s, \nu_n \rangle = \langle \Phi^s, \Delta \nu_n \rangle = \lambda_n \langle \Phi^s, \nu_n \rangle \]
\[ \langle \Delta \Phi^s, \mathcal{E}_a(1/2 + it, \cdot) \rangle = \langle \Phi^s, \Delta \mathcal{E}_a(1/2 + it, \cdot) \rangle = (1/4 + t^2) \langle \Phi^s, \mathcal{E}_a(1/2 + it, \cdot) \rangle . \]
So, by (3.2) we find the induction relations
\[ (1) \quad a_n(s) = \frac{s(s - 1)}{\lambda_n + s(s - 1)} a_n(s + 2), \]
\[ (2) \quad h_a(s, t) = \frac{s(s - 1)}{1/4 + t^2 + s(s - 1)} h_a(s + 2, t). \]
From this we deduce, in particular, that \( \Phi^s \) has a meromorphic continuation to \( \text{Re } s > 1/2 \) and \( s = 1 \) is a regular value. Therefore we have the following theorem.

**Theorem 3.2.** The 1-form \( \hat{\eta}^s \) has a meromorphic continuation to \( \text{Re } s > 1/2 \) with \( s = 1 \) a regular point and \( \hat{\eta} \) the harmonic dual form to \( \eta \).

**Remark 3.1.** The Hecke congruence group of level \( N \), \( \Gamma_0(N) \), has no elliptic points. In this case we obtain an automorphic realization of the modular symbol of Mazur ([20]). For example, for \( N = 4 \), let \( \mathcal{H} = \mathbb{H} \cup \mathbb{Q} \cup \{i\infty\}, \, Y = \Gamma_0(4) \backslash \mathcal{H} = \Gamma(2) \backslash \mathcal{H} \).

Noting \( h_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1/2 \end{pmatrix} \), we have \( h_2 \Gamma_0(4) h_2^{-1} = \Gamma(2) \) and, if for every \( \gamma \) in \( \Gamma(2) \), \( f(\gamma z) = f(z) \), then setting \( g(Z) = f(h_2 Z) \), the function \( g \) verifies for every \( \gamma \) in \( \Gamma_0(4) \), \( g(\gamma Z) = g(Z) \). Consider the linear functional on differential forms:
\[ \{i\infty\} = \int_{(0, i\infty)} : H^0(Y, \Omega^1_{Y/\mathbb{C}}) \to \mathbb{C} . \]
The modular symbol associated to $i\infty, \{i\infty\}$, is represented by
\[ -\operatorname{Re} \frac{1}{2} (\mathcal{E}_\infty(1,z) - \mathcal{E}_0(1,z)) = -\operatorname{Re} \frac{1}{2} (\theta(0,z)^4 \, dz) = -\operatorname{Re} \lim_{s \to 1} (\theta^s(z)), \]
where the 1-form
\[ \theta^s(z) = \sum_{(m,n,p,q) \in \mathbb{Z}^4} \frac{1}{[2(m+1)z + 2n]^{s-1}[2pz + (2q + 1)]^{s-1}} \frac{dz}{((2m+1)z + 2n)(2pz + (2q + 1))}. \]
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