COVARIANT DERIVATIVES OF THE BEREZIN TRANSFORM

MIROSLAV ENGLIŠ AND RENATA OTÁHALOVÁ

ABSTRACT. Improving upon recent results of Coburn, Xia, Li, Englíša nd Zhang, Bommier-Hato, and others, we give estimates for higher-order covariant derivatives of the Berezin transform of bounded linear operators on a reproducing kernel Hilbert space of holomorphic functions. The answer turns out to involve the curvature of the Bergman-type metric associated to the reproducing kernel.

1. INTRODUCTION

For a domain \( \Omega \subset \mathbb{C}^n \), denote by \( \mathcal{O}(\Omega) \) the vector space of all holomorphic functions on \( \Omega \), and let \( \mathcal{H} \subset \mathcal{O}(\Omega) \) be an arbitrary Hilbert space which has a reproducing kernel, i.e. such that the point evaluation functionals \( f \mapsto f(z) \) are continuous from \( \mathcal{H} \) into \( \mathbb{C} \) for any \( z \in \Omega \). The reproducing kernel \( K(z, w) \) of \( \mathcal{H} \) is then a function on \( \Omega \times \Omega \), holomorphic in \( z, w \), which has the reproducing property

\[
f(z) = \langle f, K_z \rangle \quad \forall f \in \mathcal{H},
\]

where \( K_z = K(\cdot, z) \in \mathcal{H} \). We will assume throughout that \( \|K_z\|^2 = K(z, z) \) satisfies

\[
K(z, z) > 0 \quad \forall z \in \Omega.
\]

The formula

\[
K(z, z) = \|K_z\|^2 = \sup\{|f(z)|^2 : f \in \mathcal{H}, \|f\| \leq 1\}
\]

then exhibits \( \log K(z, z) \) as a supremum of logarithms of moduli of holomorphic functions, implying that \( \log K(z, z) \) is plurisubharmonic. In other words, the matrix of mixed second-order derivatives

\[
g_{jk} := \frac{\partial^2}{\partial z_j \partial \overline{z}_k} \log K(z, z)
\]

defines an Hermitian (semi-)Riemannian metric on \( \Omega \) by

\[
\|v\|^2_z := \sum_{j, k} g_{jk} v_j \overline{v}_k
\]

for \( v \in T_z \Omega \cong \mathbb{C}^n \) the tangent space at \( z \in \Omega \), which in turn induces the (semi-)distance function \( \beta(\cdot, \cdot) \) on \( \Omega \) in the standard way [19], [20].
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In his quantization program in the 1970s, Berezin [4] introduced a general symbol calculus for linear operators on reproducing kernel spaces. More specifically, for $X \in \mathcal{B}(\mathcal{H})$, the algebra of all bounded linear operators on $\mathcal{H}$, the Berezin symbol (or Berezin transform) of $X$ is the function on $\Omega$ defined as

$$\tilde{X} := \langle Xk_z, k_z \rangle,$$

where

$$k_z = K(z, z)^{-1/2}K(\cdot, z) = \frac{K_z}{\|K_z\|}$$

is the normalized kernel function at $z$. It is immediate that $\tilde{X}$ is real analytic and $\|\tilde{X}\|_\infty \leq \|X\|$, and it is well known that $X$ is uniquely determined by $\tilde{X}$.

The prototypes of the spaces $\mathcal{H}$ are the Bergman spaces $A^2(\Omega)$ of all holomorphic functions in $L^2(\Omega, dV)$ on a bounded domain $\Omega \subset \mathbb{C}^n$ with Lebesgue measure $dV$, or the Segal-Bargmann(-Fock) spaces $A^2(\mathbb{C}^n)$ of all entire functions in $L^2(\mathbb{C}^n, d\mu)$ for the Gaussian measure $d\mu(z) = (2\pi)^{-n/2}e^{-|z|^2/2}dV(z)$.

The reproducing kernel $K(z, w)$ is then just the original kernel function of Bergman [5] for $\Omega$ bounded, while $K(z, w) = e^{z \cdot w/2}$ for $\Omega = \mathbb{C}^n$. Similarly, the metric (1) is the Bergman metric on $\Omega \subset \mathbb{C}^n$ and coincides (up to a constant factor) with the Euclidean metric for $\Omega = \mathbb{C}^n$. In both cases, Coburn [11] obtained a Lipschitz estimate for the Berezin symbol on $A^2(\Omega)$, namely

$$|\tilde{X}(a) - \tilde{X}(b)| \leq 2 \|X\| \beta(a, b)$$

for any $a, b \in \Omega$ and $X \in \mathcal{B}(A^2(\Omega))$. Furthermore, he showed in [12] that the above estimate is sharp in the sense that

$$\sup_{a, b \in \Omega, a \neq b, \ 0 \neq X \in \mathcal{B}(A^2(\Omega))} \frac{|\tilde{X}(a) - \tilde{X}(b)|}{\|X\| \beta(a, b)} = 2.$$

It was subsequently noted by Xia (unpublished) that for $\Omega = \mathbb{C}^n$, the proof in [11] can even be used to provide a stronger result: namely, $\tilde{X}$ and its partial derivatives of all orders are bounded. The present author and G. Zhang [15] improved upon and extended Xia’s result by showing that $L\tilde{X}$ is bounded for any invariant linear differential operator $L$ on $\Omega$ and any $X \in \mathcal{B}(A^2(\Omega))$, when $\mathcal{H}$ is any one of the standard weighted Bergman spaces on a bounded symmetric domain $\Omega$.

The proof in [15] relied on the homogeneity of $\Omega$ under its group of holomorphic automorphisms and made it clear that the invariant geometry of $\Omega$ was, at least for bounded symmetric domains, the right context in which to view $\tilde{X}$; for this reason, there was also stated a conjecture there to the effect that, for any $k = 1, 2, \ldots,$

$$\sup_{z \in \Omega} \|\nabla^k \tilde{X}(z)\|_z \leq c_k \|X\| \quad \forall X \in \mathcal{B}(A^2(\Omega))$$

with some constants $c_k$, for any bounded domain $\Omega \subset \mathbb{C}^n$. Here $\nabla^k \tilde{X}$ stands for the $k$-th covariant derivative of $\tilde{X}$, and $\|\cdot\|_z$ for its (tensor) norm at $z \in \Omega$ with respect to the Bergman metric [11].

\[\text{\footnotesize{\textsuperscript{1}The constant 2 appears here instead of }\sqrt{2} \text{ in [11] due to a different normalization of the metric (2): the one used in [11] is twice our (2).}}\]
For $k = 1$, the above conjecture was settled in the affirmative by Coburn and Li [13], who showed that the directional derivative in the direction of $v \in \mathbb{C}^n$ satisfies
\[(6) \| D_v \tilde{X}(z) \| \leq 2 \| X \| \| v \|_z,\]
implying that (5) holds for $k = 1$ with $c_1 = 2$. For $k \geq 2$, the conjecture remained open.

In a different direction, H. Bommier-Hato studied the case of $H = A^2(\mathbb{C}^n, d\mu_m)$, the space of all entire functions on $\mathbb{C}^n$ square-integrable with respect to the “power-Gaussian” measures
\[(7) d\mu_m(z) = e^{-|z|^m} dV(z)\]
on $\mathbb{C}^n$, with an arbitrary $m > 0$. It was proved in [8] that $\tilde{X}$ is locally Lipschitz; more specifically,
\[|\tilde{X}(a) - \tilde{X}(b)| \leq C \| X \| |a|^{m-1} |b - a|\]
for $|a|$ large and $b$ in a small neighbourhood of $a$. Similarly, in [9] it was shown that the directional derivatives satisfy
\[|D_v \tilde{X}(a)| \leq C \| X \| |a|^{m-1} \| v \|,\]
implying that $\tilde{X}$ is even globally Lipschitz for $m \leq 2$. Her proof went by highly technical computations using an explicit formula for the reproducing kernel in terms of a certain special function (the Mittag-Leffler function with parameter $2/m$), and also provided similar estimates for higher-order derivatives.

The Lipschitz estimate (3) means, in particular, that $\tilde{X}$ is uniformly continuous with respect to the Bergman metric; this was applied for $\Omega = \mathbb{D}$, the unit disc, by Suárez [28], and for $\Omega$ the unit ball of $\mathbb{C}^n$, $n > 1$, by Nam, Zheng and Zhong [25], in the study of Toeplitz algebras.

In this paper, we, first of all, extend the Lipschitz and directional derivative estimates (3), (4), (6) to arbitrary reproducing kernel Hilbert spaces $H$ of holomorphic functions on $\Omega$; this covers, in particular, the Hardy space and various Dirichlet spaces on bounded domains, or Sobolev spaces of holomorphic functions.

Second, we show that, again for an arbitrary reproducing kernel Hilbert space $H$ contained in $O(\Omega)$,
\[(8) \| \nabla^2 \tilde{X}(z) \|_z \leq 2 \sqrt{2(S + n^2 + 5n)} \| X \|\]
for all $z \in \Omega$, where $S$ stands for the scalar curvature of the Riemannian metric (1). (See e.g. [19], [27] or [7] for the technical background.) Furthermore, for $n = 1$ the result is optimal, and hence the left-hand side is in general unbounded if the right-hand side is: we exhibit an example of a reproducing kernel Hilbert space $H$ of holomorphic functions on the unit disc $\mathbb{D}$ and an operator $X \in B(H)$ for which $\| \nabla^2 \tilde{X}(z) \|_z \to +\infty$ as $z$ tends to the boundary. Thus, in particular, the conjecture (5) does not hold for $k \geq 2$.

The proof of (8) in fact implies that
\[(9) S \geq -n(n + 1)\]
for any metric associated as in (1) to a reproducing kernel Hilbert space $H \subset O(\Omega)$. This contrasts with the fact that it is easy to devise Kähler metrics on $\Omega$ whose scalar curvature assumes arbitrarily large negative values. The inequality (9) must thus be something inherent to metrics coming from reproducing kernels.
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Finally, we give the following variant of (8) for $\nabla^k \tilde{X}$ with $k \geq 3$,
\begin{equation}
\| \nabla^k \tilde{X}(z) \|_2 \leq r_k(z) \| X \|_2,
\end{equation}
where $r_k$ is given by a scalar expression involving the curvature tensor $R_{ijkl}$ of the metric (11) and its covariant derivatives $\nabla^m R$ of orders $m \leq 2k - 4$.

Note that for $\mathcal{H}$ the Segal-Bargmann space on $\mathbb{C}^n$ or one of the usual weighted Bergman spaces on a bounded symmetric domain, $S$ is constant and $\nabla R$ vanishes; thus (8) and (10) reduce to (5), recovering the results of J. Xia and [15].

Expressions of a similar kind as our $r_k$ occur as the coefficients of the asymptotic expansion of the heat kernel and related geometric quantities; see e.g. [16] or [3].

The proofs of (3) and (6) appear in Section 2; the proof of (8) is contained in Section 3, along with a brief review of the required prerequisites from Kähler geometry. The proof of (10) occupies Section 4. The final section, Section 5, lists some applications and open problems.

The authors are grateful to the anonymous referee for valuable suggestions.

2. Lipschitz estimates

The assumption $K(x, x) > 0 \quad \forall x$ implies that there exists a well-defined branch of $\log K(x, y) =: L(x, y)$ in some neighbourhood $\mathcal{U}$ of the diagonal in $\Omega \times \Omega$, with $L(x, y)$ real for $x = y$. The following assertion is standard for the ordinary Bergman kernel; its proof for a general reproducing kernel Hilbert space $\mathcal{H} \subset \mathcal{O}(\Omega)$ can be found e.g. in [14], Proposition 2.

**Proposition 1.** Let $z \in \Omega$. The matrix
\[
g_{jk}(z) = \frac{\partial^2 L(z, z)}{\partial z_j \partial \overline{z}_k}, \quad j, k = 1, \ldots, n,
\]
is positive semidefinite. It is positive definite if and only if for each $v \in \mathbb{C}^n$, $v \neq 0$, there exist $f, g \in \mathcal{H}$ such that
\[
g(z) D_v f(z) - f(z) D_v g(z) = n \sum_{j=1}^n v_j \left( g(z) \frac{\partial f}{\partial z_j}(z) - f(z) \frac{\partial g}{\partial z_j}(z) \right)
\]
does not vanish.

In particular, $g_{jk}$ is positive definite on all of $\Omega$ whenever the constants and the coordinate functions belong to $\mathcal{H}$.

Let us denote by
\[
A_z = A(z) := \langle \cdot, k_z \rangle k_z
\]
the rank-one orthogonal projection onto $\mathbb{C}k_z$.

Our first result generalizes the directional derivative estimate proved for $\mathcal{H} = A^2(\Omega)$ in [13] and also implies the Lipschitz estimates.

**Theorem 2.** For $T \in B(\mathcal{H})$ and $v \in \mathbb{C}^n$,
\begin{equation}
|D_v \tilde{T}(z)| \leq 2 \| T \| \| v \|_z,
\end{equation}
with $\| v \|_z$ as in [2].

**Proof.** As
\[
\tilde{T}(z) = \text{tr}(TA(z)),
\]
it is standard [17] that
\[(12) \quad |\tilde{T}(x) - \tilde{T}(y)| \leq ||T|| \|A_x - A_y\|_{tr},\]
where \(\| \cdot \|_{tr}\) stands for the trace norm. A routine computation \([11]\) shows that
\[(13) \quad \|A_x - A_y\|_{tr} = 2\sqrt{1 - |\langle k_x, k_y \rangle|^2}.\]
From the Taylor series for \(L(x, y)\) around \(y\) we have, for \((x, y) \in \mathcal{U}\),
\[
L(x, y) = L(y, y) + \partial L(y, y) \cdot (x - y) + \frac{1}{2} \partial^2 L(y, y) \cdot (x - y)^2 + O(|x - y|^3)
\]
and similarly for \(L(y, x)\), while
\[
L(x, x) = L(y, y) + \partial L(y, y) \cdot (x - y) + \partial L(y, y) \cdot (\overline{x} - \overline{y})
+ \frac{1}{2} \partial^2 L(y, y) \cdot (x - y)^2 + \frac{1}{2} \partial^2 L(y, y) \cdot (\overline{x} - \overline{y})^2
+ \partial \partial L(y, y) \cdot (x - y)(\overline{x} - \overline{y}) + O(|x - y|^3),
\]
where, for brevity, we are writing just \(\partial L(y, y) \cdot (x - y)\) for \(\sum_{j=1}^{n} \frac{\partial L(y, y)}{\partial y_j} (x_j - y_j)\)
and so on. Subtracting, we get
\[
\log |\langle k_x, k_y \rangle|^2 = L(x, y) + L(y, x) - L(x, x) - L(y, y)
= -\partial \partial L(y, y) \cdot (x - y)(\overline{x} - \overline{y}) + O(|x - y|^3).
\]
It follows that
\[
1 - |\langle k_x, k_y \rangle|^2 = 1 - e^{\log |\langle k_x, k_y \rangle|^2}
= \partial \partial L(y, y) \cdot (x - y)(\overline{x} - \overline{y}) + O(|x - y|^3)
= \sum_{j,k} g_{j,k}(y) (x_j - y_j)(\overline{x}_k - \overline{y}_k) + O(|x - y|^3),
\]
by \([11]\).

It was shown in \([15]\) that the function \(A(z)\) has derivatives of all orders in the trace-norm topology, and thus
\[
D_v \tilde{T}(z) = \text{tr}(T D_v A(z))
\]
exists for all \(z \in \Omega\) and \(v \in \mathbf{C}^n\). On the other hand, from \([12]\), \([13]\) and \([14]\) we have for any real \(t \neq 0\) sufficiently small,
\[
|\tilde{T}(z + tv) - \tilde{T}(z)| \leq 2||T|| \sqrt{1 - |\langle k_z + tv, k_z \rangle|^2}
\leq 2||T|| \sqrt{t^2 ||v||_2^2 + O(t^3)};
\]
that is,
\[
\left| \frac{\tilde{T}(z + tv) - \tilde{T}(z)}{t} \right| \leq 2||T|| \sqrt{||v||_2^2 + O(t)}.
\]
Letting \(t \to 0\), the assertion follows. \(\square\)

**Corollary 3.** For \(T \in \mathcal{B}(\mathcal{H})\) and \(x, y \in \Omega\),
\[(15) \quad |\tilde{T}(x) - \tilde{T}(y)| \leq 2 \|T\| \beta(x, y).\]

Indeed, this is immediate from the standard definition of \(\beta(x, y)\) as the infimum of lengths, with respect to \([2]\), of curves joining \(x\) to \(y\). The next corollary is even more straightforward.
Corollary 4. If \( \|v\|_\circ \) is majorized by a multiple of the Euclidean length \( |v| \), then \( \mathcal{T} \) is Lipschitz.

From the formula (22) in §18.1 of [2], one learns that the Mittag-Leffler function

\[
E_{\alpha,\alpha}(t) = \sum_{k=0}^{\infty} \frac{t^k}{\Gamma(k\alpha + \alpha)}
\]

has the asymptotic expansion

\[
E_{\alpha,\alpha}(t) = e^{t^{1/\alpha}} + O(e^{-\theta|t|^{1/\alpha}})
\]

as \( t \to \infty \) in a small conical neighbourhood of the positive real axis, with some \( \theta > 0 \).

By Cauchy’s formula (integrating over circles of radius 1 around \( t \)), it also follows that

\[
E_{\alpha,\alpha}^{(k)}(t) = (e^{t^{1/\alpha}})^{(k)} + O(e^{-\theta|t|^{1/\alpha}}),
\]

for any \( k = 1, 2, 3, \ldots \). Since \( E_{\alpha,\alpha}^{(k)} > 0 \) on the positive real axis, there exists a branch \( G(t) \) of \( \log E^{(n-1)}(t) \) in some neighbourhood of \( \mathbf{R}^+ \), and (10) gives

\[
G^{(k)}(t) = O(t^{(k/\alpha) - k})
\]

as \( t \to +\infty \) through \( \mathbf{R}^+ \), for \( k = 1, 2 \). Recalling now the formula [10]

\[
K(x, y) = E_{2/m, 2/m}^{(n-1)}(x \cdot \bar{y}) \equiv F(x \cdot \bar{y})
\]

for the reproducing kernel of \( A^2(C^n, d\mu_m) \) with \( \mu_m \) given by (7), and using the relation

\[
g_{jk}(z) = \frac{\delta_{jk}F'(\|z\|^2) + \bar{z}_j\bar{z}_k F(\|z\|^2)F''(\|z\|^2) - |F'(\|z\|^2)|^2}{F(\|z\|^2)^2} = \delta_{jk}G'(\|z\|^2) + \bar{z}_j\bar{z}_k G''(\|z\|^2),
\]

it follows that

\[
\|v\|_\circ^2 = \|v\|^2G'(\|z\|^2) + |\langle v, z \rangle|G''(\|z\|^2) = O(\|z\|^{2m-2}\|v\|^2).
\]

In particular, for \( m \leq 1 \) the last corollary applies, and thus \( \mathcal{T} \) is globally Lipschitz. This is Corollary 4 of [3]. Of course, for \( m = 2 \) (i.e. \( \alpha = 1 \)), we get \( G'' = 0 \) and \( \|v\|_\circ = |v| \), recovering thus from our last corollary the original result of [11], too.

As in [12] and [13], we can also show that the estimates in Theorem 2 and Corollary 3 are sharp. The only missing piece is the analogue of the formula (4) in [13], which was proved for \( \mathcal{H} = A^2(\Omega) \) in [24]; for general \( \mathcal{H} \), we provide it as the next proposition.

Proposition 5. For \( v \in C^n \), the directional derivative of the function \( A(z) = \langle \cdot, k_z \rangle k_z \) satisfies

\[
\|D_v A(z)\|_{tr} = 2\|v\|_\circ.
\]

Proof. From (13) and (14) we get, for any \( t \neq 0 \),

\[
\left\| \frac{A_{z+tv} - A_z}{t} \right\|_{tr} = \frac{2\sqrt{t^2\|v\|_\circ^2 + O(t^3)}}{|t|} = 2\sqrt{\|v\|_\circ^2 + O(t)}.
\]

Letting \( t \to 0 \) yields the claim.
Theorem 6. For any \( z \in \Omega \) and \( v \in \mathbb{C}^n \), the operator \( X = D_v A(z) \) satisfies
\[
|D_v X(z)| = 2 \| X \| \| v \|_z.
\]
Consequently, the constant 2 in (11) and (15) is optimal.

Proof. The proof is the same as the proof of Theorem 3.3 in [13], with (4) from that paper substituted by the preceding proposition. \( \square \)

3. Second-order covariant derivatives

From now on we assume that the condition in Proposition [11] is fulfilled, so that the metric \( \Omega \) is Riemannian and not just semi-Riemannian. Let \( g^{\bar{z}j}(z) \) denote the inverse matrix to \( g_{\bar{z}k}(z) \), i.e.
\[
g_{\bar{z}j} g^{\bar{z}l} = g^{\bar{z}l} g_{\bar{z}j} = \begin{cases} 0 & \text{if } l \neq j, \\ 1 & \text{if } l = j, \end{cases}
\]
where we have started using the usual convention of summing automatically over any index which occurs once in the upper and once in the lower position. For any covariant \( k \)-tensor field \( T_{\alpha_1 \ldots \alpha_k} \) on \( \Omega \), its covariant derivative is the covariant \((k+1)\)-tensor field \( \nabla T \) defined as
\[
(\nabla T)_{\alpha_1 \ldots \alpha_k \beta} = D_\beta T_{\alpha_1 \ldots \alpha_k} - \sum_{m=1}^{k} \Gamma^\gamma_{\beta \alpha_m} T_{\alpha_1 \ldots \alpha_{m-1} \gamma \alpha_{m+1} \ldots \alpha_k},
\]
The notation \( T_{\alpha_1 \ldots \alpha_k \beta} \) is also sometimes used instead of \( (\nabla T)_{\alpha_1 \ldots \alpha_k \beta} \). Here \( D_\beta \) denotes the directional derivative in the direction of the \( \beta \)-th coordinate, and the Greek letters \( \alpha_1, \ldots, \alpha_k, \beta, \gamma \) can be either the unbarred indices such as \( i, j, k, \ldots \) or the barred ones \( \bar{j}, \bar{k}, \ldots \). The Riemann-Christoffel coefficients \( \Gamma^\gamma_{\beta \alpha} \) are given by
\[
\Gamma^i_{jk} = g^{\bar{m}i} g_{j\bar{m}k}, \quad \Gamma^i_{j\bar{k}} = g^{\bar{m}i} g_{j\bar{k}m}, \quad \Gamma^i_{\bar{j}k} = \Gamma^{\bar{j}i}_{jk}, \quad \Gamma^i_{\bar{j}k} = \Gamma^i_{\bar{j}k}, \quad \Gamma^i_{\bar{j}k} = 0,
\]
where
\[
g_{j\bar{m}k} = \frac{\partial^2 L(z, z)}{\partial z_j \partial \bar{z}_k \partial x_m}, \quad g^{\bar{m}i} = \frac{\partial g_{j\bar{m}}}{\partial z_j} = \frac{\partial g_{j\bar{m}}}{\partial \bar{z}_k}
\]
and similarly for \( g_{j\bar{m}k}, g^j_{\bar{k}m} \), and so forth.

It will be convenient to split \( \nabla T \) into its holomorphic and anti-holomorphic parts
\[
(\partial T)_{\alpha_1 \ldots \alpha_k j} = \partial_j T_{\alpha_1 \ldots \alpha_k} - \sum_{m=1}^{k} \Gamma^i_{j\alpha_m} T_{\alpha_1 \ldots \alpha_{m-1} \alpha_m \alpha_{m+1} \ldots \alpha_k},
\]
\[
(\bar{\partial} T)_{\alpha_1 \ldots \alpha_k j} = \bar{\partial}_j T_{\alpha_1 \ldots \alpha_k} - \sum_{m=1}^{k} \Gamma^i_{j\alpha_m} T_{\alpha_1 \ldots \alpha_{m-1} \alpha_m \alpha_{m+1} \ldots \alpha_k},
\]
where we also introduced the shorthand \( \partial_j = \partial/\partial z_j, \quad \bar{\partial}_j = \partial/\partial \bar{z}_j \).

Since \( \nabla T \) is again a covariant tensor field, the procedure can be iterated, yielding higher-order covariant derivatives \( \nabla^m T, \ m = 2, 3, \ldots \), which can again be split into the various holomorphic and anti-holomorphic components \( \partial^m; \bar{\partial}^{m_2} \partial^{m_3} \ldots T, \ m_1 + m_2 + m_3 + \cdots = m \). In particular, for \( f \) a function on \( \Omega \), we have
\[
f_{/j} = \partial_j f, \quad f_{/\bar{k}} = \bar{\partial}_k f, \quad f_{/\bar{j}} = f_{/\bar{k}} = \partial_j \bar{\partial}_k f, \quad f_{/j} = \partial_j f - \Gamma^m_{lij} \partial_m f = \partial_j f - g^{\bar{l}i} g_{j\bar{l}} \partial_m f.
\]
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The curvature tensor \( R_{ijkl} \) of the metric (1) is given by
\[
R_{ijkl} = g_{ijkl} - g^{qp} g_{ik} g_{jp}.
\]
The contraction
\[
g^{ik} g^{jk} R_{ijkl} = S
\]
is the scalar curvature.

Recall that, quite generally, the norm of a tensor \( T_{\alpha_1 \alpha_2 \ldots} \) is given by
\[
\| T_{\alpha_1 \alpha_2 \ldots} \|^2 = g_{\beta_1 \alpha_1} g_{\beta_2 \alpha_2} \ldots T_{\alpha_1 \alpha_2 \ldots} T_{\beta_1 \beta_2 \ldots}.
\]
Accordingly, we set, for a function \( f \) on \( \Omega \),
\[
\| \partial f \|^2 = g_{kj} f_j / f_k, \quad \| \overline{\partial} f \|^2 = g_{kj} \overline{f}_j / f_j,
\]
and
\[
\| \nabla f \|^2 := 2(\| \partial f \|^2 + \| \overline{\partial} f \|^2).
\]
Of course, all these quantities depend on the point \( z \) where they are taken, so strictly speaking we should write \( \| \partial f(z) \|_z \), and so on.

Note that
\[
\| \partial f(z) \|_z = \sup \{ |v^j f_j(z)| : \| v \|_z \leq 1 \}
\]
and similarly for \( \| \overline{\partial} f \| \). Indeed, denoting for a second by \( \gamma \) the \( n \times n \) (positive definite) matrix \( g_{kj} \), and identifying \( v^j \) with the column \( n \)-vector in \( \mathbb{C}^n \), we have \( \| v \|_z^2 = \langle \gamma \overline{v}, v \rangle \), and
\[
\sup_{|w| \leq 1} |\langle \gamma \overline{v}, w \rangle| = \sup_{|w| \leq 1} |\langle \gamma^{-1/2} \overline{f}, w \rangle| = |\gamma^{-1/2} \overline{f}|^2 = \langle \gamma^{-1} \overline{f}, \overline{f} \rangle,
\]
proving the claim. Similarly,
\[
\| \nabla^2 f \|^2 = g^{ij} g^p q f_{/jp} f_{/kq} = \sup \{ |v^j f_{/j}^p| : g_{jp} v^j g_{kp} = \overline{v}^j v_{/jp} \leq 1 \}.
\]
The last expression is a summand in
\[
\| \nabla f \|^2 = 4(\| \partial f \|^2 + \| \overline{\partial} f \|^2 + \| \partial \overline{\partial} f \|^2 + \| \overline{\partial} \partial f \|^2).
\]
For some background on Kähler geometry, the reader is referred e.g. to [22], Chapter IX, or [7], Chapter VIII.

We begin with a coordinate-free version of the estimate (11) from the last section.

**Theorem 7.** For any \( T \in B(\mathcal{H}) \) and \( z \in \Omega \),
\[
\| \partial \overline{T}(z) \|_z \leq \| T \|, \quad \| \overline{\partial} T(z) \|_z \leq \| T \|.
\]
Proof. Since $\tilde{T}^* = \tilde{T}$, hence $\tilde{T}_{/j} = \tilde{T}_{/j}^*$, while $\|T^*\| = \|T\|$, it is enough to prove the estimate for $\|\partial\tilde{T}\|$. From $\tilde{T}(z) = \text{tr}(TA(z))$ we get

$$\tilde{T}_{/j}(z) = \text{tr}(TA_{/j}(z)),$$

where

$$A_{/j}(z) = \partial_j A(z) = \partial_j(K^{-1}(\cdot, K_z)K_z)$$

$$= -\frac{\partial_j K}{K^2}(\cdot, K_z)K_z + \frac{1}{K}\langle \partial_j K_z, K_z \rangle K_z,$$

since $K_z$ depends anti-holomorphically on $z$; here we started omitting, for the sake of brevity, the arguments $(z, z)$ and $z$ in $K(z, z)$, $\partial_j K(z, z)$, $A(z)$, and so on. Thus

$$A_{/j} = \langle \cdot, a_{/j} \rangle K_z,$$

where $a_{/j} = -\frac{\partial_j K}{K^2} K_z + \frac{1}{K} \partial_{j,z} K_z$.

It follows that for any $v = (v^j) \in \mathbb{C}^n$,

$$|v^j \tilde{T}_{/j}|^2 = |\text{tr}(T v^j A_{/j})|^2 = |\langle TK_z, v^j a_{/j} \rangle|^2$$

$$\leq \|T\|^2 \cdot K \cdot v^j v^k \langle a_{/j}, a_{/k} \rangle.$$

Now

$$\langle a_{/j}, a_{/k} \rangle = \frac{\partial_j K}{K^2} \frac{\partial_k K}{K^2} \langle K_z, K_z \rangle - \frac{\partial_j K}{K^3} \langle \partial_{j,z} K_z, K_z \rangle$$

$$- \frac{\partial_k K}{K^3} \langle \partial_{k,z} K_z, K_z \rangle + \frac{1}{K^2} \langle \partial_{j,z} K_z, \partial_{k,z} K_z \rangle$$

$$= \frac{\partial_j K \partial_k K}{K^3} - \frac{\partial_j K}{K^3} \partial_k K - \frac{\partial_k K}{K^3} \partial_j K + \frac{1}{K^2} \partial_k \partial_j K$$

$$= -\frac{\partial_j K \partial_k K}{K^3} + \frac{\partial_k \partial_j K}{K^3}$$

$$= \frac{1}{K} \left[ -L_j L_k + (L_j L_k + L_{/j}) \right] = \frac{L_{jk}}{K},$$

where we have introduced one more piece of shorthand by setting

$$L_j = \partial_j L = \frac{\partial_j K}{K}, \quad L_k = \partial_k L, \quad L_{/j} = \partial_{j,k} L, \quad \text{etc.},$$

and have used the formula

$$\frac{\partial_j \partial_k K}{K} = e^{-L} \partial_j \partial_k e^L = L_j L_k + L_{jk}. \tag{24}$$

We thus get

$$|v^j \tilde{T}_{/j}|^2 \leq \|T\|^2 \cdot L_{jk} v^j v^k \|v\|^2_2,$$

since $L_{jk} = g_{jk}$. By (20) also follows that

$$\|\partial\tilde{T}\|^2 \leq \|T\|^2,$$

completing the proof of the theorem. □

The rest of this section is devoted to estimating $\|\nabla^2 \tilde{T}\|$.
Theorem 8. For \( T \in \mathcal{B}(\mathcal{H}) \) and \( z \in \Omega \),

\[
\| \partial T(z) \|_z \leq \sqrt{S + n^2 + n \| T \|},
\]

where \( S \) is the scalar curvature [19]. A similar result holds for \( \| \partial T(z) \|_z \).

Proof. Again, passing from \( T \) to \( T^* \), it is enough to prove the assertion concerning \( \partial T \). As before, we have

\[
\tilde{T}_{jm}(z) = \text{tr}(TA_{jm}(z)),
\]

where (we are again omitting the arguments \( z \) or \((z, z)\))

\[
A_{jm} = \partial_m A_j - \Gamma_{mj}^p A_p
\]

\[
= \langle \cdot, \partial_{m, z} a_j - \Gamma_{mj}^p \cdot a_p \rangle_{K} K,
\]

since \( \partial_{m, z} K = 0 \). Thus for any \( v = (v^m) \in \mathbb{C}^m \),

\[
|v^m \tilde{T}^*_{jm}(z)|^2 = |\text{tr}(T v^m A_{jm})|^2
\]

\[
\leq \| T \|^2 K \| v^m (\partial_{m, z} a_j - \Gamma_{mj}^p a_p) \|^2.
\]

To compute the last norm-square, note that by (23),

\[
\langle \Gamma_{mj}^p a_p, \Gamma_{kl}^q (a_q, a_q) \rangle = \Gamma_{kl}^q \Gamma_{mj}^p (a_p, a_q) = g^{pq} g_{kiri} g_{s}\overline{\eta} g_{m}\overline{\eta} = \frac{g^{pq} g_{kiri} g_{s}\overline{\eta}}{K}.
\]

Next,

\[
\langle \partial_{m, z} a_j, a_q \rangle = \left\langle \partial_{m, z} \left( - \frac{\partial_j L K}{K} K + \frac{1}{K} \partial_j z K \right) - \frac{\partial_j L K}{K} K + \frac{1}{K} \partial_j q z K \right\rangle
\]

\[
= \left\langle \left( - \frac{\partial_m \partial_j L}{K} K + \frac{1}{K} \partial_m \partial_j z K \right) - \frac{\partial_j L}{K} K + \frac{1}{K} \partial_j q z K \right\rangle
\]

\[
= \left( - \frac{L m q}{K} + L j L m}{K} \right) \cdot \left( - \frac{L q K}{K} + \frac{1}{K} \partial_q K \right) \cdot 0
\]

\[
- \frac{L q}{K} \left( - \frac{L q}{K} \partial m K + \frac{1}{K} \partial m \partial q K \right)
\]

\[
- \frac{L m}{K} \left( - \frac{L q}{K} \partial j K + \frac{1}{K} \partial j \partial q K \right)
\]

\[
+ \frac{1}{K} \left( - \frac{L q}{K} \partial m \partial j K + \frac{1}{K} \partial m \partial j K \right)
\]

\[
= - \frac{L q}{K} L m q - \frac{L m}{K} L j q + \frac{1}{K} \left[ - L q \left( L m L q + L m \overline{m} \right) \right.
\]

\[
+ \left( L q L m L q + L m L a q + L q L m \overline{m} + L q m \overline{m} \right)
\]

\[
= \frac{1}{K} L q m \overline{m} = \frac{1}{K} g_{q m \overline{m}}.
\]

Thus

\[
\langle \partial_{m, z} a_j, \Gamma_{kl}^q (a_q) \rangle = g^{pq} g_{p kl} \cdot \frac{1}{K} g_{q m \overline{m}}.
\]
Similarly, 
\[
(\bar{\Gamma}^m_{mj}a_p, \bar{\partial}_{k,z}a_l) = g^{pq}g_{m\bar{m}} \frac{1}{K} g_{kl}.
\]
Finally, one more computation as above yields 
\[
(\bar{\partial}_{m,z}a_j, \bar{\partial}_{k,z}a_l) = \frac{1}{K} (L_{k\bar{m}j} + L_{k\bar{m}l} + L_{kj\bar{m}}).
\]
Putting all four pieces together, we therefore obtain 
\[
\sup_{j, k, m, l} \|\bar{\Gamma}^{jm}(\bar{\partial}_{m,z}a_j - \bar{\Gamma}^m_{mj}a_p)\| = \sup_{j, k, m, l} \|\bar{\Gamma}^{jm}(\bar{\partial}_{m,z}a_j - \bar{\Gamma}^m_{mj}a_p, \bar{\partial}_{k,z}a_l - \bar{\Gamma}^l_{kl}a_q)\|
\]
\[
= \frac{1}{K} (L_{k\bar{m}j} + L_{k\bar{m}l} + L_{kj\bar{m}} - g^{pq}g_{k\bar{m}j}g_{m\bar{p}l})
\]
(25)
Denote, for a second, \(Q^{jm,k_l} := R_{k\bar{j}m} + g_{k\bar{m}}g_{j\bar{l}} + g_{k\bar{l}}g_{m\bar{j}}\), and let \(\langle \cdot, \cdot \rangle\) stand for the scalar product in \(C^{id}\). Thus we have shown that 
\[
K \cdot \|\bar{\Gamma}^{jm}(\bar{\partial}_{m,z}a_j - \bar{\Gamma}^m_{mj}a_p)\|^2 = \langle Qv, v \rangle.
\]
Let \(g\) stand for the \(n^2 \times n^2\) matrix \(g_{jm,k_l} = g_{k\bar{l}m}\). Then we have 
\[
\sup_{j, k, m, l} \|\bar{\Gamma}^{jm,k_l}Q^{jm,k_l} g_{k\bar{l}m}g^{kl}\bar{\Gamma}^{jm}\| \leq 1
\]
\[
= \sup\{\langle Qg^{-1/2}w, g^{-1/2}w \rangle : \langle w, w \rangle \leq 1\}
\]
\[
= \sup\{\langle g^{-1/2}Qg^{-1/2}w, w \rangle : \langle w, w \rangle \leq 1\}.
\]
Since the trace of an operator \(X \in B(C^{id})\) is equal to the sum of \(\langle Xw, w \rangle\) over \(w\) in an (arbitrary) orthonormal basis of \(C^{id}\), we can continue with 
\[
\leq \text{tr}(g^{-1/2}Qg^{-1/2}) = \text{tr}(g^{-1}Q)
\]
\[
= g^{kj}g^{m\bar{l}}Q_{jm,k_l}
\]
\[
= g^{kj}g^{m\bar{l}}(R_{k\bar{j}m} + g_{k\bar{m}}g_{j\bar{l}} + g_{k\bar{l}}g_{m\bar{j}})
\]
\[
= g^{kj}(R_{k\bar{j}l} + g_{k\bar{j}}g_{l\bar{m}})
\]
\[
= S + n + n^2.
\]
Hence by (21), 
\[
\|\bar{\partial}T\|^2 = \sup\{\|v^{jm}\bar{\Gamma}_{jm}\|^2 : \langle g\nu, \nu \rangle \leq 1\}
\]
\[
\leq \|T\|^2 \sup\{\langle Q\nu, \nu \rangle : \langle g\nu, \nu \rangle \leq 1\}
\]
\[
\leq (S + n^2 + n) \|T\|^2,
\]
completing the proof.

We also have the analogous estimate for the mixed covariant derivatives.

**Theorem 9.** For \(T \in B(H)\) and \(z \in \Omega\), 
\[
\|\bar{\partial}\tilde{T}(z)\|_z = \|\tilde{T}(z)\|_z \leq 2\sqrt{n} \|T\|.
\]
Proof. The assertion for \( \partial \overline{T} \) again follows from the one for \( \partial \overline{T} \) by passing from \( T \) to \( T^* \) and making complex conjugation. Thus we only need to estimate

\[
\| \partial \overline{T} \|^2 = g^{jm}_{T/\overline{T}} g^{jm}_{T/\overline{T}}.
\]

Since the argument is completely similar to the preceding two proofs, we will be brief. One has

\[
A_{jk} = \partial_j \overline{a} A = \overline{a} \langle \cdot, a_j \rangle Kz = \langle \cdot, \partial_j a_j \rangle Kz + \langle \cdot, a_j \rangle \overline{\partial_j z} Kz
\]

\[
= \langle \cdot \left( -L_k \overline{L_j K} + \frac{L_j K}{K} \right) Kz - L_k \overline{\partial_j z} Kz \rangle Kz + \langle \cdot, a_j \rangle \overline{\partial_j z} Kz.
\]

Thus, for any \( v = (v') \), \( w = (w') \) in \( \mathbb{C}^n \),

\[
|v' \overline{w} \overline{T}_{jk/\overline{\overline{T}}}| = |\text{tr}(T v' \overline{w} A_{jk})| \\
\leq \|T\| \|K\langle \cdot, v' a_j \rangle \overline{w} a_k - \frac{v' \overline{w} k}{K} \overline{\langle \cdot, Kz \rangle} Kz\|_\text{tr} \\
\leq \|T\| \|K\| \|v' a_j\| \|\overline{w} a_k\| + ||v\| ||w||
\]

(27)

since \( ||v' a_j||^2 = ||v||^2 ||K|| \) by (23), and similarly for \( w' \).

Identifying, for a moment, \( (T_{jk/\overline{\overline{T}}}) \equiv F \) with an \( n \times n \) matrix operating on \( \mathbb{C}^n \), and letting \( \gamma \) again stand for the matrix \( g_{jk/\overline{\overline{T}}} \), we have

\[
g^{jm}_{T/\overline{T}} g^{jm}_{T/\overline{T}} = \text{tr}(\gamma^{-1} F^* \gamma^{-1} F^*)
\]

\[
= \text{tr}(\gamma^{-1} F^* \gamma^{-1} F^* \gamma^{-1/2}) \\
\leq \sup_{e=1} \langle \gamma^{-1} F^* \gamma^{-1/2}, e \rangle \\
\leq \sup_{e=1} ||\gamma^{-1/2} F^* \gamma^{-1/2} e||^2 \\
\leq \sup_{e=1} ||\gamma^{-1/2} F^* \gamma^{-1/2} e||^2 \\
\leq \sup_{e=1} \langle \gamma^{-1/2} F^* \gamma^{-1/2} e, e \rangle^2 \\
= \sup_{e=1} ||\gamma^{-1/2} F^* \gamma^{-1/2} ||^2 \\
= \sup_{e=1} ||\gamma^{-1/2} F^* \gamma^{-1/2} ||^2 \\
\leq 4n \|T\|^2,
\]

by (27), proving the claim. \( \square \)

**Corollary 10.** For \( T \in \mathcal{B}(\mathcal{H}) \) and \( z \in \Omega \),

\[
\|\nabla^2 T(z)\|_z \leq 2 \sqrt{2(S + n^2 + 5n)} \|T\|.
\]

As noted in the introduction, it is also a consequence of Theorem 8 that \( S \geq -n(n + 1) \).
It is easy to see that this need not be true for general Kähler metrics: for instance, the metric on \( \mathbb{C} \) given by the potential \( \frac{2}{\rho} \log(1 + |z|^2) \), with arbitrary \( \rho > 0 \), that is,

\[
g_{1\bar{1}} = \partial_1 \bar{\partial}_1 \log(1 + |z|^2)^{2/\rho} = \frac{2}{\rho(1 + |z|^2)^2},
\]

has constant scalar curvature \( S = -\rho \).

We also note that the estimate in Theorem 8 cannot be improved in general: in particular, \( \|\partial \bar{\partial} \tilde{T}(z)\|^2 \) need not be bounded on \( \Omega \) if \( S \) is not.

**Example 11.** Let \( \mathcal{H} \) be the space of all holomorphic functions \( f(z) = \sum_{m=0}^{\infty} f_m z^m \) on the unit disc \( D \subset \mathbb{C} \) for which

\[
\|f\|^2_{\mathcal{H}} := \frac{1}{2} \sum_{m=0}^{\infty} (m + 1)(m + 2) |f_m|^2 < \infty.
\]

With the scalar product obtained by polarization, \( \mathcal{H} \) has the reproducing kernel

\[
K(z, w) = \sum_{m=0}^{\infty} 2 z^m w^m (m + 1)(m + 2)
= 2 \frac{t + (1-t) \log(1 - t)}{t^2}, \quad t := zw.
\]

Let \( T \in \mathcal{B}(\mathcal{H}) \) be the orthogonal projection in \( \mathcal{H} \) onto the constants:

\[
T = \langle \cdot, 1 \rangle 1,
\]

so that

\[
\tilde{T}(z) = \frac{1}{K(z, z)}.
\]

A calculation shows that

\[
\|\partial \bar{\partial} \tilde{T}\|^2 = \left| \frac{\tilde{T}_{1\bar{1}}}{g_{1\bar{1}}} \right|^2 = \frac{1}{2} \left| \frac{-t(t + (1-t) \log(1 - t)) [t^2(2 + t) + (4 - 3t)t \log(1 - t) + 2(1 - t)^2 \log^2(1 - t)]}{2(t^2 - (1-t) \log^2(1 - t))^2} \right|^2
\]

with \( t := |z|^2 \), which tends to infinity as \( |z| \to 1 \).

It can be shown that the scalar curvature \( S \) equals 4 at the origin, and also increases with \( |z| \) to infinity as \( |z| \to 1 \).

The space \( \mathcal{H} \) in the last example is a Dirichlet-type space. We do not know if there is an example of the form \( \mathcal{H} = A^2(\Omega, w) \) for some domain \( \Omega \) and positive weight function \( w \) (i.e. a weighted Bergman space).
Theorem 12. For any Kähler metric, see e.g. [10], Lemma 3.7.1, or [7], Chapter VIII. Note that in terms of \( L(z, z) = \log K(z, z) \), \([28]\) becomes

\[
L_{jk}(0, 0) = \delta_{jk}, \quad L_{jk1\ldots k_p}(0, 0) = L_{j_1\ldots j_m\bar{k}}(0) = 0 \quad \text{if} \quad 1 < m \leq M.
\]

Differentiating the relation \([17]\), we see that \( g_{k\ell} \partial_s g^k = -g^k g_{k\ell} \), or

\[
\partial_s g^p = -g^p g^{jk} g_{k\ell}.
\]

a similar result holds for \( \bar{\partial_s} g^p \). From the definition of the covariant derivative and the formulas for the Riemann-Christoffel symbols, it thus follows by the Leibniz rule that the covariant derivatives of the curvature tensor \( R_{ijkl} = g_{ij}\gamma_{kp} - g^{lp}g_{ik}\gamma_{jp} \) can be expressed as

\[
R_{ijkl/\alpha_1\ldots\alpha_m} = g_{ijkl/\alpha_1\ldots\alpha_m} + (\text{a polynomial in } g^{7_1\gamma_2} \text{ and } g_{\beta_1\ldots\beta_s}, \; 3 \leq s \leq m + 3).
\]

A simple recursion argument then implies that

\[
g_{ijkl/\alpha_1\ldots\alpha_m} = R_{ijkl/\alpha_1\ldots\alpha_m} + (\text{a polynomial in } g^{7_1\gamma_2}, g_{\delta_1\delta_2\delta_3/\beta_1\beta_2\beta_3} \text{ with } s \leq m + 3),
\]

Consequently, in a normal coordinate system, we have in addition to \([28]\),

\[
g_{ijkl/\alpha_1\ldots\alpha_m}(0) = R_{ijkl/\alpha_1\ldots\alpha_m}(0) + (\text{a polynomial in the components of } \text{the curvature tensor and its covariant derivatives of order } \leq m - 1),
\]

for any \( m \leq M - 4 \).

After these preparations, we can prove the main result of this section.

**Theorem 12.** For any \( m \geq 2 \), there exists a scalar quantity \( r_m \) on \( \Omega \), given by a polynomial expression involving the contravariant metric tensor \( g^{ij} \), the curvature tensor \( R_{ijkl} \), and the latter’s covariant derivatives of orders \( \leq 2m - 4 \), such that

\[
\|\nabla^m \overline{T}(z)\|_z^2 \leq r_m(z) \|T\|^2
\]

for any \( z \in \Omega \) and \( T \in B(\mathcal{H}) \).

**Proof.** Fix \( z_0 \in \Omega \) and pass to a normal coordinate system around \( z_0 = 0 \) of order \( M \geq 2m \), as above. By \([28]\) and \([31]\), we will thus have

\[
L_{ij}(0, 0) = \delta_{ij}, \quad L_{jk1\ldots k_p}(0, 0) = L_{ijk1\ldots k_p}(0) = 0, \quad L_{ijkl/\alpha_1\ldots\alpha_p}(0, 0) = R_{ijkl/\alpha_1\ldots\alpha_p}(0) + (\text{a polynomial in } \nabla^s R, \; s \leq p - 1),
\]

for all \( p \leq 2m - 4 \).

If \( \phi \) is any holomorphic function on \( \Omega \) with \( \phi(0) \neq 0 \), then the multiplication operator \( M_\phi : f \mapsto \phi f \) is a unitary isomorphism of the Hilbert space \( \mathcal{H} \) onto another Hilbert space, say, \( \mathcal{H}' \subset \mathcal{O}(\Omega) \), whose reproducing kernel is given by

\[
K'(x, y) = \phi(x) \overline{\phi(y)} K(x, y).
\]

It follows that the Berezin transform (in \( \mathcal{H} \)) of an operator \( T \in B(\mathcal{H}) \) is equal to the Berezin transform (in \( \mathcal{H}' \)) of the operator \( T' := M_\phi T M_\phi^{-1} \in B(\mathcal{H}') \), and

\[
\|T\|_{\mathcal{H} \rightarrow \mathcal{H}} = \|T'\|_{\mathcal{H}' \rightarrow \mathcal{H}'}.
\]

Since \( L'(x, y) = L(x, y) + \log \phi(x) + \overline{\log \phi(y)} \), taking \( \phi(x) = \sqrt{K(0, 0)/K(x, 0)} \) we can achieve upon passing from \( L \) to \( L' \) that

\[
L_{j_1\ldots j_p}(0, 0) = L_{\overline{j}_1\ldots \overline{j}_p}(0, 0) = 0 \quad \forall p \geq 0.
\]
Note that since \( L^* = L \), Eq. (32) remains in force upon passage from \( L \) to \( L' \). From now on, we will therefore assume that both (32) and (33) hold.

As before,

\[
|\bar{T}_{\alpha_1 \ldots \alpha_m}| = |\text{tr}(T A_{\alpha_1 \ldots \alpha_m})| \leq \|T\| \|A_{\alpha_1 \ldots \alpha_m}\|_\text{tr}.
\]

Using again the definition of covariant derivative, the formulas for the Riemann-Christoffel symbols, and (30), we see that

\[
A_{\alpha_1 \ldots \alpha_m} = \sum_{p \leq m} \sum_{\beta = (\beta_1, \ldots, \beta_p)} P_{\alpha\beta} D^\beta A,
\]

with \( D^\beta = D_{\beta_1} \ldots D_{\beta_p} \), where \( D_\beta = \partial_j \) if \( \beta = j \) and = \( \bar{j} \), and \( P_{\alpha\beta} \) is a polynomial, depending only on \( \alpha := (\alpha_1, \ldots, \alpha_m) \) and \( \beta \), in \( g^{7k} \) and \( g_{\gamma_1 \ldots \gamma_s} \) with \( 2 \leq s \leq m + 1 \).

Next, applying the Leibniz rule to \( A(z) = K(z, z)^{-1} \langle \cdot, K_z \rangle K_z \) shows that

\[
D^\beta A(z) = \sum_{\gamma, \delta, \epsilon} c_{\gamma\delta\epsilon} D^\gamma K(z, z)^{-1} \langle \cdot, D^\delta_z K_z \rangle D^\epsilon_z K_z
\]

\[
= \sum_{\gamma, \delta, \epsilon} c_{\gamma\delta\epsilon} D^\gamma K(z, z)^{-1} \tilde{X}^{\delta, \epsilon}_z,
\]

where the sum extends over all disjoint partitions of the index set \( \beta_1, \ldots, \beta_p \) into subsets \( \gamma, \delta, \epsilon \), with \( \delta \) containing only barred indices; here \( c_{\alpha\beta\gamma\delta} \) are constants depending only on the subscripts indicated, and the subscript \( z \) in \( D^\delta_z, D^\epsilon_z \) is supplied in order to make it clear what is the differentiated variable.

The last two formulas show that the \( A_{\alpha_1 \ldots \alpha_m} \) is an operator of rank at most \( N_{m,n} \), the number of multi-indices \( (\delta_1, \ldots, \delta_n) \) of length \( \delta_1 + \cdots + \delta_n \leq m \). Clearly, \( N_{m,n} \leq (m+1)^n \).

Now if \( F \) is any operator of rank \( r \) and \( \lambda_1, \ldots, \lambda_r \) are the nonzero eigenvalues of \( (F^* F)^{1/2} \), then

\[
\|F\|_\text{tr}^2 = \left( \sum_j \lambda_j \right)^2 \leq r \sum_j \lambda_j^2 = r \text{ tr}(F^* F).
\]

Consequently,

\[
\|A_{\alpha_1 \ldots \alpha_m}\|_\text{tr}^2 \leq N_{m,n} \text{ tr}(A^*_{\alpha_1 \ldots \alpha_m} A_{\alpha_1 \ldots \alpha_m}).
\]

Finally,

\[
\text{ tr}(X^{\delta', \epsilon'}_z \tilde{X}^{\delta, \epsilon}_z) = \langle \partial^{\delta'}_z K_z, \partial^{\delta}_z K_z \rangle / \langle \partial^{\epsilon'}_z K_z, \partial^{\epsilon}_z K_z \rangle = \partial^{\delta' \delta} K \cdot \partial^{\epsilon \epsilon'} K.
\]

Let us now switch temporarily to the normal coordinate system with (32) and (33). Since \( g^{7k}(0) = \delta_{jk} \), we have

\[
\|\nabla^m \tilde{T}(0)\|^2 = 2^m \sum_{\alpha_1, \ldots, \alpha_m} |\tilde{T}_{\alpha_1 \ldots \alpha_m}(0)|^2
\]

\[
\leq 2^m \|T\|^2 \sum_{\alpha_1, \ldots, \alpha_m} \|A_{\alpha_1 \ldots \alpha_m}(0)\|_\text{tr}^2 \quad \text{by (33)}
\]

\[
\leq 2^m N_{m,n} \|T\|^2 \sum_{\alpha_1, \ldots, \alpha_m} \text{ tr}(A^*_{\alpha_1 \ldots \alpha_m}(0) A_{\alpha_1 \ldots \alpha_m}(0)) \quad \text{by (37)}
\]

\[
\leq 2^m N_{m,n} \|T\|^2 g^{\alpha_1 \alpha_1}(0) \ldots g^{\alpha_m \alpha_m}(0) \text{ tr}(A^*_{\alpha_1 \ldots \alpha_m}(0) A_{\alpha_1 \ldots \alpha_m}(0)).
\]
Since both the left-hand side and the ultimate right-hand side are scalar quantities, it follows that
\begin{equation}
\|\nabla T\|^2 \leq 2^n N_{m,n}\|T\|^2 g^\alpha_1 \cdots g^\alpha_m\alpha_m \text{tr}(A^*_{\alpha_1' \cdots \alpha_m'} A_{\alpha_1' \cdots \alpha_m})
\end{equation}
holds in any coordinate system (not necessarily normal). Furthermore, from (35), (36) and (38),
\[
\text{tr}(A^*_{\alpha_1' \cdots \alpha_m'} A_{\alpha_1' \cdots \alpha_m}) = \sum_{p,p' \leq m} \sum_{\beta=(\beta_1, \ldots, \beta_p)} P_{\alpha\beta} \overline{P}_{\alpha'\beta'} \\
\times \sum_{\gamma,\delta,\epsilon,\zeta} c_{\beta\gamma\delta\epsilon\zeta} \overline{c}_{\beta'\gamma'\delta'\epsilon'\zeta} D^\gamma (K^{-1}) \cdot D^\gamma' (K^{-1}) \cdot \partial^\delta \overline{\partial}^\delta' K \cdot \partial^\epsilon \overline{\partial}^\epsilon' K.
\]
Using the formula
\[
\frac{D^\theta K}{K} = e^{-L} D^\theta e^L = \sum_{\theta_1+\theta_2+\ldots} L_{\theta_1} L_{\theta_2} \ldots,
\]
where the summation extends over all disjoint partitions of the multi-index \(\theta\) into nonempty sub-multi-indices \(\theta_1, \theta_2, \ldots\), and similarly for \(KD^\theta (K^{-1}) = e^L D^\theta e^{-L}\), we see that
\[
D^\gamma (K^{-1}) \cdot D^\gamma' (K^{-1}) \cdot \partial^\delta \overline{\partial}^\delta' K \cdot \partial^\epsilon \overline{\partial}^\epsilon' K = \mathcal{P}_{\gamma\gamma'\delta\delta'\epsilon\epsilon'},
\]
where \(\mathcal{P}_{\gamma\gamma'\delta\delta'\epsilon\epsilon'}\) is a polynomial in the derivatives of \(L\) of orders \(\leq 2m\), whose coefficients depend only on \(\gamma, \gamma', \delta, \delta', \epsilon, \epsilon'\) and \(n\). Now evaluating everything at \(z_0 = 0\) and using (32) and (33), we obtain
\[
g^\alpha_1(0) \cdots g^\alpha_m(0) \text{tr}(A^*_{\alpha_1' \cdots \alpha_m'} (0)A_{\alpha_1' \cdots \alpha_m'} (0)) = \mathcal{R}_m(0),
\]
where \(\mathcal{R}_m\) is a polynomial, whose coefficients depend only on \(m\) and \(n\), in \(g^\alpha_k, R_{\overline{ij}k}\), and the covariant derivatives of \(R_{\overline{ij}k}\) of orders \(\leq 2m - 4\) at \(z_0 = 0\). Since the left-hand side is a scalar quantity, it follows again that \(\mathcal{R}_m\) must also be of the indicated form in any other (i.e. not necessarily normal) coordinate system. Inserting this into (39) and setting \(r_m = N_{m,n} \mathcal{R}_m\), the assertion of the theorem follows.

\[\square\]

5. Concluding remarks

For bounded strictly-pseudoconvex domains \(\Omega \subset \mathbb{C}^n\) with smooth boundary, the scalar curvature of the Bergman metric is known to tend to \(n\) at the boundary \(\Omega\) thus \(S\) has a finite upper bound on \(\Omega\). By Corollary (10) it follows that for these domains with the Bergman metric, the covariant differentiation conjecture (5) is true for \(k = 2\). Since the exact formulas for \(r_k\) with \(k \geq 3\) are not available (nor is — to the authors’ knowledge — very much known about the boundary behaviour of the covariant derivatives of the curvature tensor of the Bergman metric), it is still possible that the conjecture holds for the Bergman metric on such domains.

\[\text{More precisely, 21 deals with the holomorphic sectional curvature } \rho(z, X) \text{ (defined further below) rather than } S; \text{ the latter can be obtained (with the normalizations for } \rho \text{ and } S \text{ used in this paper, which differ from those in 21 or 33 by factors of 2 and } -2, \text{ respectively, and from those in 23 by sign) as } -n(n+1)/2 \text{ times the average of the former over all } X \text{ in the unit sphere. See also 20 and 3 for later generalizations to some weakly pseudoconvex domains.}\]
Note that our estimate for the scalar curvature

\[ S \geq -n(n+1) \]

seems to be new even for the weighted Bergman metrics.

Taking in the formula (25) \( v^m = u^j u^m \) for \( u = (u^j) \in \mathbb{C}^n \), we get

\[ |\partial \bar{T}(u,u)|^2 \equiv |u^j u^m \bar{T}_{j,km}|^2 \leq \| \tilde{T} \|^2 (R_{\bar{J}Jm}u^j u^k u^m + 2\|u\|^4_4). \]

The quantity

\[ \rho(z,u) := -\frac{R_{\bar{J}Jm}(z)w^k u^m}{\|u\|^2} \]

is known as the holomorphic sectional curvature\(^4\) of the metric (1) at \( z \) in the direction \( w \). (10) thus shows that \( \rho(z,u) \leq 2 \), a result known for \( \mathcal{H} = A^2(\Omega) \) since Bergman \(5\). Similarly one can get from (10) that the bisectional curvature

\[ B(z;u,w) := -\frac{R_{\bar{J}Jm}(z)w^k u^m}{\|u\|^2 \|w\|^2} \]

is bounded from above by 2 as well, again for any \( \mathcal{H} \subset \mathcal{O}(\Omega) \).

Going through the proof of Theorem 8 one can check that the estimate \( \|\partial \bar{T} \|^2 \leq (S + n^2 + n)\|\tilde{T}\|^2 \) is sharp for \( n = 1 \), while for \( n \geq 2 \) there is obviously some room left as a result of estimating the operator norm by the trace norm. A similar comment applies to the estimate \( \|\partial \bar{T} \|^2 \leq 4n\|\tilde{T}\|^2 \) in Theorem 9. Getting better (if not sharp) estimates for \( n \geq 2 \) would be of considerable interest.

If \( f \in \mathcal{O}(\Omega) \) is a multiplier for \( \mathcal{H} \), i.e. \( fh \in \mathcal{H} \) for all \( h \in \mathcal{H} \), then the multiplication operator \( M_f : h \mapsto fh \) is bounded on \( \mathcal{H} \) and \( \tilde{M}_f = f \). Thus Theorems 7 and 8 yield

\[ \| \partial f(z) \|_z \leq \|M_f\|, \quad \| \partial \bar{f}(z) \|_z \leq \sqrt{S + n^2 + n} \|M_f\|. \]

In particular, for \( \mathcal{H} = A^2(\Omega,w) \) the weighted Bergman space on a bounded domain \( \Omega \) with respect to an integrable positive weight \( w \), any bounded holomorphic function \( f \in H^\infty(\Omega) \) is a multiplier, with \( \|M_f\| \leq \|f\|_\infty \), and hence

\[ \| \partial f(z) \|_z \leq \|f\|_\infty \quad \forall z \in \Omega, \]

and similarly for \( \| \partial \bar{f} \| \). The holomorphic functions \( f \) satisfying

\[ \|f\|_{Bl} := \sup_{z \in \Omega} \|\partial f(z)\|_z < \infty \]

form the Bloch space \( Bl(\Omega) \) of Timoney \(29\). As in \(13,11\) thus shows that \( H^\infty(\Omega) \subset Bl(\Omega) \) continuously, a result proved for \( \mathcal{H} = A^2(\Omega) \) by Hahn \(18\).

Following \(13\), one can also define the real-analytic Bloch space \( Bl^0(\Omega) \) to consist of all real-analytic functions on \( \Omega \) satisfying

\[ \sup_{z \in \Omega} \|\nabla f(z)\|_z < \infty. \]

Theorem 7 thus says that \( \tilde{T} \) belongs to \( Bl^0(\Omega) \), for any \( T \in B(\mathcal{H}) \).

For \( \mathcal{H} = A^2(D) \), the Bergman space on the unit disc, and \( f \) holomorphic, (12) is actually known to be equivalent to

\[ \sup_{z \in \Omega} \|\partial f(z)\|_z < \infty, \]

\(^4\)See e.g. \(30\), §7.5, page 177.
and similarly for $\|\partial^k f\|$, $k > 2$. It does not seem to be known whether this equivalence prevails for all bounded strictly-pseudoconvex domains in $\mathbb{C}^n$ with smooth boundary. For bounded symmetric domains, or other domains with nonsmooth boundaries (including the polydisc), the situation is more complicated; see [1].

Although the authors made no effort to proceed in this direction, it is highly likely that most (if not all) of the results in this paper also remain in force for reproducing kernel Hilbert spaces $H$ of holomorphic sections of line bundles over complex manifolds $\Omega$. See Peetre [20] for the definition of the Berezin transform in this context.
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