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FOR ELLIPTIC COMPLEXES
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ABSTRACT. We define the Dirichlet to Neumann operator for an elliptic complex of first order differential operators on a compact Riemannian manifold with boundary. Under reasonable conditions the Betti numbers of the complex prove to be completely determined by the Dirichlet to Neumann operator on the boundary.
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INTRODUCTION

Let \( \mathcal{X} \) be a connected compact \( C^\infty \)-manifold with boundary equipped with a Riemannian metric. In the sequel \( n \) stands for the dimension of \( \mathcal{X} \).

Denote by \( \Delta \) the Laplace-Beltrami operator on \( \mathcal{X} \). The classical Dirichlet to Neumann map \( C^\infty(\partial\mathcal{X}) \to C^\infty(\partial\mathcal{X}) \) is defined by \( u_0 \mapsto \sqrt{-1} n(du) \), where \( u \) is the solution to the Dirichlet problem

\[
\begin{cases}
\Delta u = 0 \quad \text{in} \quad \mathcal{X}, \\
u = u_0 \quad \text{on} \quad \partial\mathcal{X}
\end{cases}
\]

and \( n(du) \) stands for the normal component of \( du \) on \( \partial\mathcal{X} \) which is a constant multiple of the derivative of \( u \) along the unit outward normal vector to the boundary. The factor \( \sqrt{-1} \) is explained by purely technical reasons. For a deeper discussion...
of the classical Dirichlet to Neumann operator, we refer the reader to Section 12 C of [Tay96].
In the inverse problem of reconstructing a manifold from boundary measurements, the following question is of great theoretical and applied interest: To what extent are the topology and geometry of $\mathcal{X}$ determined by the Dirichlet to Neumann map? If $\mathcal{X}$ is of dimension 2, it proves to be determined by the Dirichlet to Neumann operator up to a conformal equivalence, see [LU01] and [Bel03]. For $n \geq 3$, there is the conjecture that the Dirichlet to Neumann operator determines $\mathcal{X}$ up to an isometry. In [LTU03] this conjecture is proved for real analytic manifolds $\mathcal{X}$. In the general case it had been known that for $n \geq 3$ the boundary $C^\infty$-jet of the Riemannian metric of $\mathcal{X}$ is uniquely determined by the Dirichlet to Neumann map, see [LU89].
In [Bel03], an explicit formula is obtained which expresses the Euler characteristic of $\mathcal{X}$ through the Dirichlet to Neumann map in the case of a two-dimensional $\mathcal{X}$ with connected boundary. The Euler characteristic in turn determines the topology of $\mathcal{X}$ in the latter case. The article [BSh08] generalises this result to higher dimensions. More precisely, the authors define a Dirichlet to Neumann operator on the space of differential forms of all degrees and express the Betti numbers of $\mathcal{X}$ in terms of this operator.

The Dirichlet to Neumann operator of [BSh08] maps differential forms of degree $i$ on $\partial \mathcal{X}$ to those of degree $n-i-1$, i.e., it does not preserve the natural graduation of the space of differential forms. Moreover, as substitution for the Dirichlet problem, the boundary value problem for harmonic forms $u$ on $\mathcal{X}$ is chosen, with prescribed data $t(u) = u_0$ and $t(d^* u) = 0$ on $\partial \mathcal{X}$, where $t(d^* u)$ is the tangential component of $d^* u$ on the boundary.

If specified within general elliptic complexes on $\mathcal{X}$, this substitution is not well motivated for the boundary value problem fails to be elliptic in general. Hence, the Dirichlet to Neumann operator can be defined in this way only for a narrow class of manifolds $\mathcal{X}$.

Here we present another construction of the Dirichlet to Neumann operator for differential forms. To shorten notation, we use the same letter $\Delta$ for the Laplace-Beltrami operator on differential forms in $\mathcal{X}$. By the Dirichlet to Neumann operator is meant the map $\Omega^i(\partial \mathcal{X}) \to \Omega^{i}(\partial \mathcal{X})$ defined by $u_0 \mapsto \sqrt{-1} \iota u(du)$, where $u$ is the solution to the problem

$$
\begin{align*}
\Delta u &= 0 \quad \text{in} \quad \mathcal{X}, \\
t(u) &= u_0 \quad \text{on} \quad \partial \mathcal{X}, \\
n(u) &= 0 \quad \text{on} \quad \partial \mathcal{X}.
\end{align*}
$$

(0.2)

on $\mathcal{X}$. Thus, our Dirichlet to Neumann operator preserves the spaces of $i$-forms on $\partial \mathcal{X}$, just as in [Bel05]. In this way we indeed obtain a straightforward generalisation of (0.1).

This boundary value problem is elliptic and also behaves well in the context of arbitrary elliptic complexes on $\mathcal{X}$. We show that the Dirichlet to Neumann operator defined in this way determines the Betti numbers of $\mathcal{X}$. This is a very particular case of our formula obtained for arbitrary elliptic complexes of first order differential operators on $\mathcal{X}$.

Our contribution is of mainly geometric flavor. There has been recent activity on Dirichlet to Neumann maps, spectral and inverse problems from a more analytic point of view, see [BC10], [Hyv09], [KSU07], [NPT07], [NTT09], etc.
1. Bundle decomposition

Consider an elliptic complex of first order differential operators on $\mathcal{X}$ acting in sections of vector bundles over $\mathcal{X}$. More precisely,

$$0 \to C^\infty(\mathcal{X}, F^0) \xrightarrow{A^0} C^\infty(\mathcal{X}, F^1) \xrightarrow{A^1} \cdots \xrightarrow{A^{N-1}} C^\infty(\mathcal{X}, F^N) \to 0,$$

where $A^i \in \text{Diff}^1(F^i, F^{i+1})$ satisfy $A^{i+1}A^i = 0$ for all $i$ and the corresponding complex of principal homogeneous symbols is assumed to be exact away from the zero section of $T^*\mathcal{X}$. As usual, we write $A^i u$ simply as $Au$ for $u \in C^\infty(\mathcal{X}, F^i)$ when no confusion can arise.

By $F^i$ is meant a smooth vector bundle of rank $k_i$ which is nonzero only for $i = 0, 1, \ldots, N$. We give $F^i$ a Hermitian metric, i.e., scalar products $x \mapsto (v, w)_x$ in the fibres $F^i_x$ which smoothly depend on the point $x \in \mathcal{X}$. This defines a conjugate linear isomorphism $\ast$ of $F^i$ to the algebraic dual bundle $F^{i\ast}$ by $(w, v)_x = (v, w)_x$ for $v, w \in F^i_x$.

Fix a smooth positive volume form $dx$ on $\mathcal{X}$. This yields a scalar product on $C^\infty(\mathcal{X}, F^i)$ by

$$(u, v) = \int_{\mathcal{X}} (u(x), v(x))_x \, dx$$

for $u, v \in C^\infty(\mathcal{X}, F^i)$. The completion of this space with respect to the corresponding norm is denoted by $L^2(\mathcal{X}, F^i)$. Moreover, we introduce the formal adjoint $A^{i\ast} \in \text{Diff}^1(F^{i+1}, F^i)$ for each operator $A^i$ by requiring $(Au, g) = (u, A^{i\ast}g)$ for all $u \in C^\infty(\mathcal{X}, F^i)$ and $g \in C^\infty(\mathcal{X}, F^{i+1})$ whose supports do not meet each other on the boundary of $\mathcal{X}$.

The operators $\Delta^i = A^{i\ast}A^i + A^{i-1\ast}A^{i-1}$ are called the Laplacians of Lemma 1.1. The ellipticity of this complex is equivalent to the fact that each Laplacian $\Delta^i \in \text{Diff}^2(F^i)$ is an elliptic operator.

We can assume without loss of generality that $\mathcal{X}$ is embedded into a larger smooth manifold $\mathcal{X}'$ without boundary. Choose a smooth function $g$ in a neighbourhood $U$ of $\partial \mathcal{X}$ in $\mathcal{X}'$ which is negative in $U \cap (\mathcal{X} \setminus \partial \mathcal{X})$, positive in $U \cap (\mathcal{X}' \setminus \mathcal{X})$ and whose differential does not vanish on $\partial \mathcal{X}$. By shrinking $U$ if necessary, we may actually assume that $|dg(x)| = 1$ holds for all $x \in \partial \mathcal{X}$, for if not, we replace $g$ by $g/|dg|$.

**Lemma 1.1.** For $x \in \partial \mathcal{X}$, the cotangent vector $dg(x) \in T^*_x \mathcal{X}$ is independent of the particular choice of $g$.

**Proof.** Let $g_1$ and $g_2$ be two functions with the properties described above. For each $x \in \partial \mathcal{X}$ there is a neighbourhood $U_x$ of this point in $\mathcal{X}'$, such that $g_2 = f g_1$ in $U_x$ with some smooth function $f$ in $U_x$. It is clear that $f$ is positive in $U_x \setminus \partial \mathcal{X}$. Furthermore, we get $dg_2 = f dg_1$ on $U_x \cap \partial \mathcal{X}$, whence $f \equiv 1$ on $U_x \cap \partial \mathcal{X}$, as desired. □

Write $\sigma^i(x)$ for the principal homogeneous symbol of $A^i$ evaluated at the point $(x, dg(x))$ of $T^* \mathcal{X}$. This is a smooth section of the bundle $\text{Hom}(F^i, F^{i+1})$ whose restriction to $\partial \mathcal{X}$ does not depend on the choice of $g$, the latter being due to Lemma 1.1. The principal homogeneous symbol of $\Delta^i$ evaluated at $(x, dg(x))$ is $\sigma^i(x)^* \sigma^i(x) + \sigma^{i-1}(x)^* \sigma^{i-1}(x)$, which we denote by $\ell^i(x)$ for short. Since $\Delta^i$ is elliptic, the map $\ell^i(x) \in \text{Hom}(F^i_x)$ is invertible in some neighbourhood of the hypersurface $\partial \mathcal{X}$ in $\mathcal{X}'$. 
Lemma 1.2. For every $i$, the restriction of the bundle $F^i$ to $\partial X$ splits into the direct sum

$$F^i |_{\partial X} = F^i_i \oplus \sigma^{-1} F^i_{i-1},$$

where $F^i_i = \sigma^i (\ell^i)^{-1} F^i |_{\partial X}$ is a smooth subbundle of $F^i |_{\partial X}$.

Proof. For each $x \in X$ close to the boundary, any $v \in F^i_x$ can be written in the form

$$v = t(v) + \sigma^{-1}(x)n(v),$$

where

$$t(v) = \sigma^i(x)^{\ast} \sigma^i(x)(\ell^i(x))^{-1} v,$$

$$n(v) = \sigma^{-1}(x)^{\ast} (\ell^i(x))^{-1} v$$

prove to satisfy $t \circ t = t$, $t \circ n = n$, $n \circ t = 0$ and $n \circ n = 0$. This establishes the lemma. $\blacksquare$

Note that if $F^i = \Lambda^i T^* X$ is the bundle of exterior forms of degree $i$ over $X$, then $F^i_i = \iota^i F^i$ is the pullback of $F^i$ under the embedding $\partial X \hookrightarrow X$. It follows that $F^i_i = \Lambda^i T^*(\partial X)$.

2. Green formula

To describe natural boundary value problems for solutions of $\Delta^i u = f$ in $X$, one uses a Green formula related to the Laplacian $\Delta^i$. Such formulas are well understood in general, see for instance Lemma 3.2.10 in [Tar95]. In this section we just compute explicitly the terms included in this formula, to get it in the form we need.

Lemma 2.1 (Green formula). For each $u, v \in H^2(X, F^i)$, the equality

$$\int_{\partial X} \left[ (t(u), t\ell n(Au))_x - (t\ell n(u), t(A^* v))_x + (t(A^* u), t\ell n(v))_x - (t\ell n(Au), tv)_x \right] ds$$

$$= \int_X \left( (\Delta u, v)_x - (u, \Delta v)_x \right) dx$$

is true, where $ds$ is the surface measure on $\partial X$ induced by the volume form $dx$ in $X$, and $\iota = \sqrt{-1}$.

Proof. Let $G_A(*g, u)$ be the Green operator for a differential operator $A = A^i$, see §2.4.2 of [Tar95]. An easy computation shows that the pullbacks of differential forms $G_A(*g, u)$ and $G_{A^*}(*u, g)$ under the inclusion mapping $\partial X \hookrightarrow X$ just amount to

$$\iota^i G_A(*g, u) = (t(u), t\ell n(g))_x ds,$$

$$\iota^i G_{A^*}(*u, g) = -(t\ell n(g), t(u))_x ds$$

on $\partial X$ for all smooth sections $g$ and $u$ of $F^{i+1}$ and $F^i$, respectively, cf. §3.2.2 ibid.

Applying Corollary 2.5.14 of [Tar95] establishes the formula. $\blacksquare$

It follows that the quadruple $(t(u), n(u), t(A^* u)$ and $n(Au))$ gives a representation of the Cauchy data of $u$ on $\partial X$ relative to the Laplacian $\Delta$. The tangential part of the Cauchy data, $(t(u), t(A^* u))$, is usually referred to as the Dirichlet data, and the normal part of the Cauchy data, $(n(u), n(Au))$, is referred to as the Neumann data. This designation is due to the whimsical development of mathematics rather than to well-motivated choice, for $(t(u), t(A^* u))$ reduces to $(A^* u)$ at the last step of the
complex, which is the classical Neumann data, and \( (n(u), n(Au)) \) reduces to \( n(u) \) at the first step of the complex, which is the classical Dirichlet data. Moreover, the Dirichlet data relative to the complex \([L1]\) just amount to the Neumann data for the formally adjoint complex.

3. Hodge theory

Given a vector space \( V \) with norm \( \| \cdot \| \), we write \( C(V, \| \cdot \|) \) for the completion of \( V \) under the norm \( \| \cdot \| \).

In this section we describe the Hodge theory of the Dirichlet problem for the Laplacian \( \Delta^i \) in the class of generalised sections of \( F^i \) on \( \mathcal{X} \). In order to define what is meant by the “solution” of the boundary value problem, we employ negative norms. This idea is certainly not new and goes back at least as far as \([\text{Sch}60]\) and \([\text{Roi96}]\).

Given a section \( f \) of \( F^i \), we consider the boundary value problem

\[
\begin{aligned}
\Delta u &= f \text{ in } \mathcal{X}, \\
t(u) &= 0 \text{ on } \partial \mathcal{X}, \\
n(u) &= 0 \text{ on } \partial \mathcal{X},
\end{aligned}
\]

which is an obvious generalisation of the classical Dirichlet problem. This latter corresponds to the de Rham complex and \( i = 0 \). Obviously, the conditions \( t(u) = 0 \) and \( n(u) = 0 \) on \( \partial \mathcal{X} \) are equivalent to the fact that \( u = 0 \) on \( \partial \mathcal{X} \).

Suppose \( s > 0 \). For sections \( u \in C^\infty(\mathcal{X}, F^i) \) we introduce two types of negative norms:

\[
\begin{align*}
\| u \|_{-s} &= \sup_{v \in C^\infty(\mathcal{X}, F^i)} \frac{|(u, v)|}{\|v\|_s}, \\
| u |_{-s} &= \sup_{v \in C^\infty(\mathcal{X}, F^i) \setminus \{0\}} \frac{|(u, v)|}{\|v\|_s}
\end{align*}
\]

where \((\cdot, \cdot)\) is the scalar product in \( L^2(\mathcal{X}, F^i) \). We denote the completions of \( C^\infty(\mathcal{X}, F^i) \) with respect to these norms by \( H^{-s}(\mathcal{X}, F^i) \) and \( C(C^\infty(\mathcal{X}, F^i), | \cdot |_{-s}) \), respectively. They are obviously Banach spaces and satisfy

\[
H^{-s}(\mathcal{X}, F^i) \hookrightarrow C(C^\infty(\mathcal{X}, F^i), | \cdot |_{-s}),
\]

for \( \| u \|_{-s} \geq | u |_{-s} \).

We can define \((u, v)\) for \( u \in H^{-s}(\mathcal{X}, F^i) \) and \( v \in C^\infty(\mathcal{X}, F^i) \) as follows. By definition, there is a sequence \( \{u_\nu\} \) in \( C^\infty(\mathcal{X}, F^i) \) such that \( \|u_\nu - u\|_{-s} \to 0 \) as \( \nu \to \infty \). Then

\[
|(u_\nu - u_\mu, v)| \leq \|u_\nu - u_\mu\|_{-s} \|v\|_s \to 0
\]

as \( \mu, \nu \to \infty \). Set \((u, v) = \lim(u_\nu, v)\). Clearly, this limit does not depend on the particular sequence \( \{u_\nu\} \), for if \( \|u_\nu\|_{-s} \to 0 \), then \(|(u_\nu, v)| \leq \|u_\nu\|_{-s} \|v\|_s \) tends to zero, too. From the definition it follows that for all sections \( u \in H^{-s}(\mathcal{X}, F^i) \) and \( v \in C^\infty(\mathcal{X}, F^i) \) we get

\[
|(u, v)| \leq \| u \|_{-s} \| v \|_s.
\]
In a similar way we can define the pairing \((u, v)\) for \(u \in C(C^\infty(X, F^i), \| \cdot \|_{-s})\) and \(v \in C^\infty(X, F^i)\) with \(t(v) = 0\) and \(n(v) = 0\). Corresponding to (3.2) we obviously have \([u, v] \leq |u|\|v\|\).

Suppose that \(f\) is in \(C(C^\infty(X, F^i), \| \cdot \|_{-s-2})\), where \(s \geq 0\). We shall say that \(u \in H^{-s}(X, F^i)\) is a strong solution of (3.1) if there is a sequence of sections \(u_\nu \in C^\infty(X, F^i)\) with \(t(u_\nu) = 0\) and \(n(u_\nu) = 0\) such that

\[
\|u_\nu - u\|_{-s} \to 0,
\]

\[
|\Delta u_\nu - f|_{-s-2} \to 0
\]
as \(\nu \to \infty\).

Denote by \(H^i(X)\) the set of all \(u \in C^\infty(X, F^i)\) that satisfy \(\Delta u = 0\) in the interior of \(X\) and \(t(u) = 0\) and \(n(u) = 0\) on \(\partial X\). Since (3.1) is an elliptic boundary value problem, \(H^i(X)\) is finite dimensional. Moreover, for any \(u \in H^i(X)\) we actually obtain

\[
0 = (\Delta u, u) = (Au, u) + (A^* u, A^* u),
\]

whence \(Au = 0\) and \(A^* u = 0\) in \(X\). Therefore, the space \(H(X)\) consists of all solutions to the overdetermined elliptic system \(Au = 0\) and \(A^* u = 0\) in the interior of \(X\) which are \(C^\infty\) up to the boundary of \(X\) and which vanish up to the infinite order on \(\partial X\).

**Lemma 3.1.** Let \(s \geq 0\). If \(f \in C(C^\infty(X, F^i), \| \cdot \|_{-s-2})\) and \(f \perp H^i(X)\), then there is a strong solution \(u \in H^{-s}(X, F^i)\) of (3.1) satisfying \(u \perp H^i(X)\) and

\[
\|u\|_{-s} \leq c |f|_{-s-2},
\]

where the constant \(c\) does not depend on \(u\) and \(f\).

**Proof.** Cf. [Sch60].

The definition (3.3) of a strong solution to Dirichlet problem (3.1) obviously corresponds to an appropriate closure \(L : D_L \to C(C^\infty(X, F^i), \| \cdot \|_{-s-2})\) of the Laplacian \(\Delta = A^* A + AA^*\). More precisely, we denote by \(D_L\) the set of all sections \(u \in H^{-s}(X, F^i)\), for which there exists a sequence \(\{u_\nu\}\) with the following properties:

1) \(u_\nu \in C^\infty(X, F^i)\) satisfies \(t(u_\nu) = 0\) and \(n(u_\nu) = 0\);
2) \(\{u_\nu\}\) converges to \(u\) in \(H^{-s}(X, F^i)\);
3) \(\{\Delta u_\nu\}\) is a Cauchy sequence in \(C(C^\infty(X, F^i), \| \cdot \|_{-s-2})\).

The closed densely defined operator \(L : D_L \to C(C^\infty(X, F^i), \| \cdot \|_{-s-2})\) given by \(Lu = \lim \Delta u_\nu\), where \(\{u_\nu\}\) is any sequence with properties 1)-3), is called the strong extension of \(\Delta\) under the boundary conditions \(t(u) = 0\) and \(n(u) = 0\). It is clear that \(u \in H^{-s}(X, F^i)\) is a strong solution to problem (3.1) if and only if \(Lu = f\).

It is worth pointing out that the case \(\partial X = \emptyset\) is formally permitted in Theorem 3.2 below. In this way we generalise the Hodge theory for elliptic complexes on smooth compact closed manifolds to the case of smooth compact manifolds with boundary.

**Theorem 3.2.** Suppose \(s \geq 0\). There are bounded linear operators

\[
H : C(C^\infty(X, F^i), \| \cdot \|_{-s-2}) \to H^i(X),
\]

\[
G : C(C^\infty(X, F^i), \| \cdot \|_{-s-2}) \to D_L
\]
such that

1) $H$ has the kernel $K_{H^i}(x, x') = \sum_v h_{i,v}(x) \otimes \ast h_{i,v}(x')$, where $\{h_{i,v}\}$ is an orthonormal basis of $H^i(\mathcal{X})$;

2) $AH = HA = 0$ and $GH = HG = 0$;

3) $GLu = u - Hu$ for all $u \in D_{Li}$, $LGf = f - Hf$ for all $f \in C(C^{\infty}(\mathcal{X}, F^i), \cdot \mid_{-2})$.

Proof. This follows by the same method as in Theorem 3.3 of [SST03], with Lemma 3.2 there replaced by Lemma 3.1. □

The operators $H$ and $G$ are actually independent of $s$ since they are unique extensions by continuity of these operators on the dense subspace $C^{\infty}(\mathcal{X}, F^i)$ of $C(C^{\infty}(\mathcal{X}, F^i), \cdot \mid_{-2})$.

When restricted to $L^2(\mathcal{X}, F^i)$, the operator $G$ is selfadjoint. Indeed, given any $f, v \in L^2(\mathcal{X}, F^i)$, we may invoke the elliptic regularity of the Dirichlet problem (3.1) to conclude that both $Gf$ and $Gv$ belong to $H^2(\mathcal{X}, F^i)$ and satisfy the boundary conditions $t(\cdot) = 0$ and $n(\cdot) = 0$. It follows that $LGf = \Delta Gf$ and $LGv = \Delta Gv$, whence

$$
(Gf, v) = (Gf, Hv + LGv) = (Gf, (A^*A + AA^*)Gv) = ((A^*A + AA^*)Gf, Gv) = (f, Gv),
$$

which is due to Theorem 3.2. Hence the Schwartz kernel of $G$ is Hermitian, i.e., $K_G(x, y)^* = K_G(y, x)$ for all $(x, y)$ away from the diagonal of $\mathcal{X} \times \mathcal{X}$.

Corollary 3.3. If, in addition, $f \in H^{-s-2}(\mathcal{X}, F^i)$, then there is a sequence of sections $u_\nu \in C^{\infty}(\mathcal{X}, F^i)$ with $t(u_\nu) = 0$ and $n(u_\nu) = 0$, such that

$$
\|u_\nu - u\|_{-s} \to 0, \quad \|\Delta u_\nu - f\|_{-s-2} \to 0
$$
as $\nu \to \infty$.

From Lemma 2.1 we deduce that when $u$ is smooth enough, it fulfills $t(u) = 0$ and $n(u) = 0$ if and only if $(\Delta u, v) = (u, \Delta v)$ for all $v$ satisfying $t(v) = 0$ and $n(v) = 0$. This gives rise to the concept of a weak extension of $\Delta$ under the boundary conditions $t(u) = 0$ and $n(u) = 0$. Given an $f \in C(C^{\infty}(\mathcal{X}, F^i), \cdot \mid_{-2})$, a section $u$ is said to be a weak solution of (3.1) if it is in $H^{-s'}(\mathcal{X}, F^i)$ for some $s' \geq 0$ and

$$
(u, \Delta v) = (f, v)
$$
for all $v \in C^{\infty}(\mathcal{X}, F^i)$ satisfying $t(v) = 0$ and $n(v) = 0$.

Lemma 3.4. Suppose $f \in C(C^{\infty}(\mathcal{X}, F^i), \cdot \mid_{-2})$, where $s \geq 0$. If $u \in H^{-s'}(\mathcal{X}, F^i)$ is a weak solution of (3.1), then $u$ actually belongs to $H^{-s}(\mathcal{X}, F^i)$ and it is a strong solution of (3.1). Moreover, there is a constant $c$ not depending on $f$ or $u$, such that

$$
\|u\|_{-s} \leq c(\|f\|_{-s-2} + \|u\|_{-s'}). 
$$

Proof. Cf. [Sch0]. □
To study the Dirichlet problem with nonzero boundary data \( t(u) = u_{0,1} \) and \( n(u) = u_{0,2} \) we need a result of [Ro96]. Namely, motivated by the Green formula for the Laplacian \( \Delta \) we denote by \( H^{-s, B}(\mathcal{X}, F^i) \) the completion of \( C^\infty(\mathcal{X}, F^i) \) with respect to the norm
\[
\| u \|_{-s, B} := \| u \|_{-s} + \| t(u) \|_{H^{-s-1/2}(\partial \mathcal{X}, F^i_t)} + \| n(u) \|_{H^{-s-1/2}(\partial \mathcal{X}, F^i_t)} + \| n(Au) \|_{H^{-s-3/2}(\partial \mathcal{X}, F^i_t)}
\]

(4.1)

cf. Lemma 2.1. The advantage of using these spaces lies in the fact that for each \( t(u), n(u) \), \( t(A^*u), n(Au) \) are Cauchy sequences in \( H^{-s-1/2}(\partial \mathcal{X}, F^i_t), H^{-s-1/2}(\partial \mathcal{X}, F^i_t), H^{-s-3/2}(\partial \mathcal{X}, F^i_t) \) and \( H^{-s-3/2}(\partial \mathcal{X}, F^i_t) \), respectively. Moreover, \( \{ \Delta u_v \} \) is a Cauchy sequence in \( H^{-s-2}(\mathcal{X}, F^i) \), which follows by manipulations of the Green formula. Hence to any element \( u \in H^{-s, B}(\mathcal{X}, F^i) \) we can assign both \( t(u), n(u), t(A^*u), n(Au) \) and \( \Delta u \) defined in the above strong sense.

**Lemma 4.1.** For each quadruple
\[
\begin{align*}
u_{0,1} &\in H^{-s-1/2}(\partial \mathcal{X}, F^i_t), & u_{0,2} &\in H^{-s-1/2}(\partial \mathcal{X}, F^i_t), \\
u_{1,1} &\in H^{-s-3/2}(\partial \mathcal{X}, F^i_t), & u_{1,2} &\in H^{-s-3/2}(\partial \mathcal{X}, F^i_t),
\end{align*}
\]
there is \( u \in H^{-s, B}(\mathcal{X}, F^i) \), such that \( t(u) = u_{0,1}, n(u) = u_{0,2}, t(A^*u) = u_{1,1} \) and \( n(Au) = u_{1,2} \) on \( \partial \mathcal{X} \). Moreover, the map \( (u_{0,1}, u_{0,2}, u_{1,1}, u_{1,2}) \mapsto u \) is continuous in the relevant norms.

**Proof.** For smooth Cauchy data \( u_{0,1}, u_{0,2}, u_{1,1}, \) and \( u_{1,2} \) a stronger result is contained in Lemma 3.2.9 of [Tar95]. For the general case, see Lemma 6.1.2 in [Ro96].

Given any \( f \in C(C^\infty(\mathcal{X}, F^i), | \cdot |_{-s-2}) \) and
\[
\begin{align*}
u_{0,1} &\in H^{-s-1/2}(\partial \mathcal{X}, F^i_t), & u_{0,2} &\in H^{-s-1/2}(\partial \mathcal{X}, F^i_t),
\end{align*}
\]
we now consider the inhomogeneous Dirichlet problem
\[
\begin{align*}
u &\Delta u = f \quad \text{in } \mathcal{X}, \\
u t(u) = u_{0,1} \quad \text{on } \partial \mathcal{X}, \\
u n(u) = u_{0,2} \quad \text{on } \partial \mathcal{X}.
\end{align*}
\]

A section \( u \) is said to be a weak solution of (4.2) if it is in \( H^{-s'}(\mathcal{X}, F^i) \) for some \( s' \geq 0 \) and
\[
\begin{align*}
u (u, \Delta v) = (f, v) - \int_{\partial \mathcal{X}} \left( (u_{0,1}, t \ell n(Av))_{x} - (t \ell u_{0,2}, t(A^*v))_{x} \right) ds
\end{align*}
\]

(4.3)

for all \( v \in C(\infty(\mathcal{X}, F^i) \) satisfying \( t(v) = 0 \) and \( n(v) = 0 \).

**Theorem 4.2.** Suppose \( s \geq 0 \). If \( f \in H^{s}(\mathcal{X}) \), then there is a weak solution \( u \in H^{-s'}(\mathcal{X}, F^i) \) to (4.2) with \( u \upharpoonright \mathcal{H}^i(\mathcal{X}) \). Moreover, \( u \in H^{-s}(\mathcal{X}, F^i) \) satisfies (4.2) in a strong sense, and there is a constant \( c \) independent of \( f, u_{0,1}, u_{0,2} \) and \( u \), such that
\[
\begin{align*}
u \| u \|_{-s} \leq c \left( \| f \|_{-s-2m} + \| u_{0,1} \|_{H^{-s-1/2}(\partial \mathcal{X}, F^i_t)} + \| u_{0,2} \|_{H^{-s-1/2}(\partial \mathcal{X}, F^i_t)} \right)
\end{align*}
\]

(4.4)
Proof. Using Lemma 3.4, we reduce (4.3) to (3.6) with a suitable right side $f$. To this end we choose $U \in H^{-s, \overline{B}(\mathcal{X}, F^i)}$ such that $t(U) = u_{0,1}$, $n(U) = u_{0,2}$ and $t(A^*U) = u_{1,1}$, $n(AU) = u_{1,2}$, where $u_{1,1}$ and $u_{1,2}$ are arbitrary. By the above, there exists a sequence $\{u_\nu\} \subset C^\infty(\mathcal{X}, F^i)$ converging to $U$ in $H^{-s}(\mathcal{X}, F^i)$, such that

\begin{align*}
t(u_\nu) &\to u_{0,1} \text{ in } H^{-s-1/2}(\partial \mathcal{X}, F^i_1), \\
t(A^*u_\nu) &\to u_{1,1} \text{ in } H^{-s-3/2}(\partial \mathcal{X}, F^i_1), \\
n(u_\nu) &\to u_{0,2} \text{ in } H^{-s-1/2}(\partial \mathcal{X}, F^i_1), \\
n(Au_\nu) &\to u_{1,2} \text{ in } H^{-s-3/2}(\partial \mathcal{X}, F^i_1),
\end{align*}

and $\Delta u_\nu \to f'$ in $H^{-s-2}(\mathcal{X}, F^i)$. By the Green formula, we get

\[
(u_\nu, \Delta v) - \int_{\partial \mathcal{X}} \left( (t(u_\nu), \iota \ell n(Av))_x - (\iota \ell n(u_\nu), t(A^*v))_x \right) ds
\]

for all $v \in C^\infty(\mathcal{X}, F^i)$ satisfying $t(v) = 0$ and $n(v) = 0$. Letting $\nu \to \infty$ in this equality yields

\begin{equation}
(U, \Delta v) = (f', v) - \int_{\partial \mathcal{X}} \left( u_{0,1}, \iota \ell n(Av))_x - (\iota \ell u_{0,2}, t(A^*v))_x \right) ds.
\end{equation}

Subtracting (4.5) from (4.3) we obtain

\[
(u - U, \Delta v) = (f - f', v)
\]

for all $v \in C^\infty(\mathcal{X}, F^i)$ satisfying $t(v) = 0$ and $n(v) = 0$, i.e., $u - U$ is a weak solution of the Dirichlet problem (3.1) with $f$ replaced by $f - f'$. Moreover, it follows from (4.3) that

\[
(f', v) = 0
\]

for all $v \in \mathcal{H}(\mathcal{X})$. Combining Lemmas 3.4 and 3.1 thus results in the desired assertion. $\square$

We now derive a Poisson formula for solutions of the inhomogeneous Dirichlet problem.

For $A = A^i$, we denote by $[\partial \mathcal{X}]^A$ the kernel on $\mathcal{X} \times \mathcal{X}$ defined by

\[
\langle [\partial \mathcal{X}]^A, *g \otimes u \rangle = \int_{\partial \mathcal{X}} G_A(*g, u)
\]

for all $g \in C^\infty(\mathcal{X}, F^{i+1})$ and $u \in C^\infty(\mathcal{X}, F^i)$. It is obviously supported on the diagonal of $\partial \mathcal{X} \times \partial \mathcal{X}$.

Given any $u \in C^\infty(\mathcal{X}, F^i)$, we set

\[
(Mu)(x) = - GA^* ([\partial X]^A u) - GA ([\partial X]^A u) - \int_{\partial \mathcal{X}} \left( t(u), \iota \ell n(s^{-1}K_A(x, \cdot))_x - (\iota \ell n(u), t(s^{-1}K_A(x, \cdot))_x \right) ds
\]

for $x$ in the interior of $\mathcal{X}$, where $K_A$ is the Schwartz kernel of $GA^*$, and similarly for $K_G$. The integral on the right-hand side is well defined, for $K_{GA^*}$ and $K_G$ are smooth sections of $F^i \boxtimes F^{i+1}$ and $F^i \boxtimes F^{i+1}$ outside of the diagonal of $\mathcal{X} \times \mathcal{X}$, respectively.

**Corollary 4.3.** As defined above, $M$ induces a continuous map $P$ of the product $H^{-s-1/2}(\partial \mathcal{X}, F^i_1) \times H^{-s-1/2}(\partial \mathcal{X}, F^i_1)$ to $H^{-s}(\mathcal{X}, F^i)$ with the property that
\[ P(t(u), n(u)) = Mu \text{ for all } u \in C^\infty(\mathcal{X}, F^i). \] Moreover, for each weak solution \( u \) of (4.2) it follows that
\[ u = Hu + G\Delta u + P(t(u), n(u)). \]

\[ P(u_{0,1}, u_{0,2}) := \lim_{\nu \to \infty} \left( u_{\nu} - Hu_{\nu} - G(\Delta u_{\nu}) \right) \]
\[ = u - Hu - G(\Delta u); \]

the limit exists in \( H^{-s}(\mathcal{X}, F^i) \) by Theorem 3.2. Moreover, it is independent of the particular choice of \( u \) with well-defined \( \Delta u \) and \( t(u) = u_{0,1}, n(u) = u_{0,2} \), which is again due to Theorem 3.2.

Obviously, \( (u_{0,1}, u_{0,2}) \rightarrow P(u_{0,1}, u_{0,2}) \) is a continuous mapping of the product \( H^{-s-1/2}(\partial \mathcal{X}, F^i) \times H^{-s-1/2}(\partial \mathcal{X}, F^i) \) to \( H^{-s}(\mathcal{X}, F^i) \), and it remains to prove that \( P(u_{0,1}, u_{0,2}) \) actually agrees to \( -GA^* ([\partial \mathcal{X}]^* u) - GA ([\partial \mathcal{X}]^* u) \) in the interior of \( \mathcal{X} \).

If \( v \in C^\infty(\mathcal{X}, F^i) \) has a compact support in the interior of \( \mathcal{X} \), then by Theorem 3.2 we get
\[ (P(u_{0,1}, u_{0,2}), v) = (u, v) - (u, Hv) - (\Delta u, Gv) \]
\[ = (u, v - Hv - \Delta (Gv)) - \int_{\partial \mathcal{X}} \left( (t(u), \ell f_n(AGv))_x - (\ell f_n(u), t(A^* Gv))_x \right) ds \]
\[ = - \int_{\partial \mathcal{X}} \left( (t(u), \ell f_n(AGv))_x - (\ell f_n(u), t(A^* Gv))_x \right) ds, \]
for \( t(Gv) = 0 \) and \( n(Gv) = 0 \). The right-hand side here just amounts to the scalar product \( -GA^* ([\partial \mathcal{X}]^* u) - GA ([\partial \mathcal{X}]^* u) \), provided that \( u \) is smooth enough.

From (4.7) it follows that \( P(u_{0,1}, u_{0,2}) \) is the unique solution to the Dirichlet problem (4.2) with zero data \( f \equiv 0 \) in \( \mathcal{X} \) that is orthogonal to \( H^t(\mathcal{X}) \). We call \( P(u_{0,1}, u_{0,2}) \) the Poisson integral of boundary data \((u_{0,1}, u_{0,2})\). Theorem 4.2 shows that
\[ \|P(u_{0,1}, u_{0,2})\|_{-s} \leq c \left( \|u_{0,1}\|_{H^{-s-1/2}(\partial \mathcal{X}, F_i^i)} + \|u_{0,2}\|_{H^{-s-1/2}(\partial \mathcal{X}, F_i^{i-1})} \right) \]
holds with \( c \) a constant independent of \( u_{0,1} \) and \( u_{0,2} \).

5. THE “NEUMANN PROBLEM” OF SPENCER

As developed in Section 3, the Hodge theory for elliptic complexes on manifolds with boundary falls short of providing any information on the cohomology of the complex (1.1). The main difficulty in carrying out this study is that \( AGf \) need not vanish if \( Af = 0 \).

The “Neumann problem” of Spencer is motivated by the problem of solvability of the inhomogeneous equation \( Ay = f \) in \( \mathcal{X} \). Given section \( f \in C^\infty(\mathcal{X}, F^i) \), under what conditions does there exist a section \( y \in C^\infty(\mathcal{X}, F^{i-1}) \) satisfying \( Ay = f \), and how does \( y \) depend on \( f \)?
Lemma 5.1. In order that $Ay = f$ may be solvable, it is necessary that $(f, g) = 0$ for all $g \in \mathcal{C}^\infty(\mathcal{X}, F^i)$ satisfying $A^*g = 0$ in $\mathcal{X}$ and $n(g) = 0$ on $\partial\mathcal{X}$.

Proof. Indeed, if $y \in \mathcal{C}^\infty(\mathcal{X}, F^{i-1})$ and $g \in \mathcal{C}^\infty(\mathcal{X}, F^i)$, then we have by Stokes’ formula,

$$(Ay, g) = (y, A^*g) + \int_{\partial\mathcal{X}} (t(y), \nu n(g))_x ds,$$

showing the lemma. \hfill $\Box$

Denote by $\mathcal{H}^i_N(\mathcal{X})$ the space of all $h \in \mathcal{C}^\infty(\mathcal{X}, F^i)$ with the property that $Ah = 0$ and $A^*h = 0$ in $\mathcal{X}$ and $n(h) = 0$ on $\partial\mathcal{X}$. We give $\mathcal{H}^i_N(\mathcal{X})$ the topology induced from $\mathcal{C}^\infty(\mathcal{X}, F^i)$. The elements of $\mathcal{H}^i_N(\mathcal{X})$ are called harmonic sections of $F^i |_{\mathcal{X}}$ for the “Neumann problem” of Spencer. They can be specified within the cohomology spaces of the complex (1.1).

Lemma 5.2. For every $i$, the natural mapping $\iota : \mathcal{H}^i_N(\mathcal{X}) \to H^i(\mathcal{C}^\infty(\mathcal{X}, F^i))$ is injective.

Proof. Let $f \in \mathcal{H}^i_N(\mathcal{X})$ and $f = Ay$ for some section $y \in \mathcal{C}^\infty(\mathcal{X}, F^{i-1})$. Then we get $(f, f) = (y, A^*f) = 0$, i.e., $f = 0$. \hfill $\Box$

In 1963, Spencer suggested an approach that in certain cases allowed one to prove the surjectivity of the mapping $\iota : \mathcal{H}^i_N(\mathcal{X}) \to H^i(\mathcal{C}^\infty(\mathcal{X}, F^i))$. It consists in establishing the normal solvability of the boundary value problem for solutions of $\Delta u = f$ in $\mathcal{X}$ subject to the boundary conditions $n(u) = 0$ and $n(Au) = 0$. We now turn to this approach.

Lemma 5.3. As defined above, $\mathcal{H}^i_N(\mathcal{X})$ coincides with the space of all sections $u \in \mathcal{C}^\infty(\mathcal{X}, F^i)$ satisfying $\Delta u = 0$ in $\mathcal{X}$ and $n(u) = 0$ and $n(Au) = 0$ on $\partial\mathcal{X}$.

Proof. If $u \in \mathcal{H}^i_N(\mathcal{X})$, then clearly $\Delta u = 0$ in $\mathcal{X}$ and $n(u) = 0$ and $n(Au) = 0$ on $\partial\mathcal{X}$.

On the other hand, let a section $u \in \mathcal{C}^\infty(\mathcal{X}, F^i)$ satisfy $\Delta u = 0$ in $\mathcal{X}$ and $n(u) = 0$ and $n(Au) = 0$ on $\partial\mathcal{X}$. By Stokes’ formula, we get $(\Delta u, u) = (Au, Au) + (A^*u, A^*u)$. Hence it follows that $Au = 0$ and $A^*u = 0$ in $\mathcal{X}$, as desired. \hfill $\Box$

Given a smooth section $f$ of the bundle $F^i$, we consider the boundary value problem

$$
\begin{aligned}
\Delta u &= f \quad \text{in} \quad \mathcal{X}, \\
n(u) &= 0 \quad \text{on} \quad \partial\mathcal{X}, \\
n(Au) &= 0 \quad \text{on} \quad \partial\mathcal{X},
\end{aligned}
$$

(5.1)

which is an obvious generalisation of the classical Neumann problem. This latter corresponds to the de Rham complex and $i = 0$. It is worth pointing out that (5.1) fails to be an elliptic boundary problem in the case of general complexes (1.1), for the Lopatinskii condition is violated. In this section we discuss (5.1) via the $L^2$-approach.

It is easy to verify that (5.1) just amounts to the Euler equations for the functional

$$u \mapsto \frac{1}{2} (Au, Au) + \frac{1}{2} (A^*u, A^*u) - (f, u)$$

whose domain is the subspace of $\mathcal{C}^\infty(\mathcal{X}, F^i)$ consisting of those $u$ which satisfy $n(u) = 0$ on $\partial\mathcal{X}$. Motivated by this observation, we consider the so-called Dirichlet
norm $D(u) = (\|Au\|^2 + \|A^*u\|^2 + \|u\|^2)^{1/2}$ on $C^\infty(\mathcal{X}, F^i)$ and denote by $\mathcal{D}_{L^1,N}$ the completion of the space of all $u \in C^\infty(\mathcal{X}, F^i)$ with $u(\tau) = 0$ on $\partial \mathcal{X}$ under the norm $D(u)$. Since $D(u) \geq \|u\|$, we can identify $\mathcal{D}_{L^1,N}$ with a subspace of $L^2(\mathcal{X}, F^i)$. For $u \in \mathcal{D}_{L^1,N}$, the values $Au$ and $A^*u$ are well defined as elements of $L^2(\mathcal{X}, F^{i+1})$ and $L^2(\mathcal{X}, F^{i-1})$, respectively. Clearly, $Au$ and $A^*u$ are the differentials of $u$ in the weak sense in the interior of $\mathcal{X}$. Smooth elements $u$ of $\mathcal{D}_{L^1,N}$ inherit the property $n(u) = 0$ on $\partial \mathcal{X}$.

Given $f \in L^2(\mathcal{X}, F^i)$, by a weak solution of (5.1) is meant any section $u \in \mathcal{D}_{L^1,N}$ satisfying

\[(5.2) \quad (Au, Av) + (A^*u, A^*v) = (f, v)\]

for all $v \in C^\infty(\mathcal{X}, F^i)$, such that $n(v) = 0$ on $\partial \mathcal{X}$.

If $u \in \mathcal{D}_{L^1,N}$ fulfills (5.2), then $\Delta u = f$ weakly in the interior of $\mathcal{X}$, as is easy to see. Since $\Delta^i$ is elliptic, it follows that the “smoothness” of $u$ in the interior of $\mathcal{X}$ is two greater than that of $f$. In particular, $u$ is infinitely differentiable in the interior of $\mathcal{X}$ if so is $f$.

**Lemma 5.4.** If $u \in C^\infty(\mathcal{X}, F^i)$ is a weak solution of (5.1), then $u$ also satisfies (5.1) pointwise on $\mathcal{X}$.

**Proof.** See Lemma 4.1.16 of [Tar95]. \(\square\)

Thus, if $f \in C^\infty(\mathcal{X}, F^i)$ and for a solution $u \in \mathcal{D}_{L^1,N}$ of (5.2) we could prove the regularity up to the boundary, then $u$ would be a classical solution of (5.1). Problem (5.1) is said to be (globally) hypoelliptic if, for every section $f \in C^\infty(\mathcal{X}, F^i)$, all the weak solutions $u \in \mathcal{D}_{L^1,N}$ of (5.1) are infinitely differentiable up to the boundary in $\mathcal{X}$.

**Lemma 5.5.** If (5.1) is hypoelliptic, then the space $\mathcal{H}_N^i(\mathcal{X})$ is of finite dimension.

**Proof.** As (5.1) is hypoelliptic, $\mathcal{H}_N^i(\mathcal{X})$ consists of all sections $u \in \mathcal{D}_{L^1,N}$ satisfying (5.2) with $f = 0$. Consider two topologies $\tau_1$ and $\tau_2$ on $\mathcal{H}_N^i(\mathcal{X})$. The first of the two is induced from the $C^\infty(\mathcal{X}, F^i)$ topology. Endowed with this topology, $\mathcal{H}_N^i(\mathcal{X})$ is a Fréchet-Schwartz space. The topology $\tau_2$ is the topology on $\mathcal{H}_N^i(\mathcal{X})$ given by means of the Dirichlet norm $D(u)$. Under $\tau_2$, the space $\mathcal{H}_N^i(\mathcal{X})$ is easily seen to be Banach because $\|[(Au, Av) + (A^*u, A^*v)]\| \leq D(u) D(v)$ for all $u \in \mathcal{D}_{L^1,N}$ and $v \in C^\infty(\mathcal{X}, F^i)$. Since the topology $\tau_1$ is obviously stronger than the topology $\tau_2$, it follows from the open mapping theorem that these topologies on $\mathcal{H}_N^i(\mathcal{X})$ coincide. Therefore, as each normed Fréchet-Schwartz space is finite dimensional, the space $\mathcal{H}_N^i(\mathcal{X})$ is, too. \(\square\)

It is a general observation that, for the problem (5.1) to be solvable, it is necessary that $f$ should be orthogonal to the space of solutions of the homogeneous boundary value problem on $\mathcal{X}$ that is formally adjoint to the Neumann problem with respect to the Green formula for the Laplacian. However, Lemma 2.4 implies that the “Neumann problem” of Spencer for the complex (1.1) is actually formally selfadjoint relative to the Green formula. It follows that, for (5.1) to be solvable, it is necessary that

\[(5.3) \quad f \perp \mathcal{H}_N^i(\mathcal{X}).\]
Corollary 5.6. If problem (6.1) is solvable under condition (5.3), then a necessary
and sufficient condition for solvability of the inhomogeneous equation \( Af = 0 \) is
\( f \perp \mathcal{H}_N^i(\mathcal{X}) \).

The crucial result on the solvability of (5.1) is due to Kohn and Nirenberg, see
KN65. They proved that if the inclusion \( D_{L^2,N} \hookrightarrow L^2(\mathcal{X}, F^i) \) is compact, then
the space \( \mathcal{H}_N^i(\mathcal{X}) \) is finite dimensional, (5.2) is solvable under condition (5.3), and
(5.4) is hypoelliptic.

Here we restrict our discussion to solvability of (5.1) in infinitely differentiable
sections of \( \mathcal{X} \). To this end, for any \( i \) we introduce the so-called Neumann space
\( \mathcal{N}^i(\mathcal{X}) \) consisting of all \( u \in C^\infty(\mathcal{X}, F^i) \) which satisfy \( n(u) = 0 \) and \( n(Au) = 0 \) on
\( \partial\mathcal{X} \).

Theorem 5.7. Suppose that the inclusion \( D_{L^2,N} \hookrightarrow L^2(\mathcal{X}, F^i) \) is compact. Then
there exist bounded operators \( H_N^i \) and \( N^i \) in \( L^2(\mathcal{X}, F^i) \) such that

1) \( H_N^i \) is the \( L^2 \)-orthogonal projection onto the subspace of harmonic sections
\( \mathcal{H}_N^i(\mathcal{X}) \);

2) \( N^i \) is a bounded operator from \( L^2(\mathcal{X}, F^i) \) to \( D_N^i \) mapping \( C^\infty(\mathcal{X}, F^i) \) to \( \mathcal{N}^i(\mathcal{X}) \)
and satisfying \( H_N^i N^i = N^i H_N^i = 0 \);

3) \( f = H_N f + A^* A N f + A A^* N f \) fulfills weakly in the interior of \( \mathcal{X} \) for all
\( f \in L^2(\mathcal{X}, F^i) \).

Proof. See for instance Proposition 4.1.26 of Tar95.

If \( Af = 0 \), then \( ANf = 0 \). If moreover both \( N^i \) and \( N^{i+1} \) are defined, one easily
verifies that actually \( A^i N^{i+1} A^i \) holds. It follows that, under the hypothesis of Theorem 5.7, the natural mapping \( \mathcal{H}_N^i(\mathcal{X}) \to H^1(C^\infty(\mathcal{X}, F^i)) \) is a topological
isomorphism.

Since \( A^{N-1} \) has surjective symbol, the inclusion \( D_{L^2,N} \hookrightarrow L^2(\mathcal{X}, F^N) \) is
compact. Thus, the hypothesis of Theorem 5.7 is always satisfied in the extreme case
\( i = N \). On the contrary, the inclusion \( D_{L^2,N} \hookrightarrow L^2(\mathcal{X}, F^0) \) may not be compact, for
the space \( \mathcal{H}_N^0(\mathcal{X}) \) is usually infinite dimensional for compact manifolds with boundary.
One invokes the operator \( N^1 \) to study the “Neumann problem” of Spencer at
step 0, see Tar95 4.2.8).

For a thorough treatment of the operator \( N \), called the Neumann operator, we refer
the reader to §4.2 of Tar95.

6. DIRICHLET TO NEUMANN OPERATOR

For any \( 0 \leq i \leq N - 1 \), the Dirichlet to Neumann operator \( \Psi \) on \( C^\infty(\partial\mathcal{X}, F^i_1) \) is
defined as follows.

Given any \( u_0 \in C^\infty(\partial\mathcal{X}, F^i_1) \), Theorem 4.2 shows that the boundary value problem

\[
\begin{align*}
\Delta u &= 0 \quad \text{in } \mathcal{X}, \\
t(u) &= u_0 \quad \text{on } \partial\mathcal{X}, \\
n(u) &= 0 \quad \text{on } \partial\mathcal{X}
\end{align*}
\]  

(6.1)

has at least one solution \( u \in C^\infty(\mathcal{X}, F^i) \). The solution of (6.1) is unique up to a
harmonic section of \( F^i \) of the Hodge theory developed in §3 i.e., up to an element
of \( \mathcal{H}_N(\mathcal{X}) \). Set \( \Psi u_0 = \iota \ell n(Au) \) on \( \partial\mathcal{X} \). By the above, \( \Psi u_0 \in C^\infty(\mathcal{X}, F^i_1) \) is
independent of the choice of the solution \( u \), and so \( \Psi \) is a well-defined operator on
\( C^\infty(\partial\mathcal{X}, F^i_1) \).
In the case \( i = 0 \), our definition just amounts to the classical one, for the second boundary condition in (6.1) is automatically fulfilled. We also set \( \Psi^N = 0 \), for the bundle \( F^N \) is trivial.

From what has been said at the end of §4 it follows that \( \Psi u_0 = \ell n(A P(u_0,0)) \), where \( P \) is the Poisson operator of Corollary 4.3. This formula readily highlights the pseudodifferential nature of the Dirichlet to Neumann operator. More precisely, we get \( \Psi^i \in \Psi^1(F_i) \) and the principal symbol of \( \Psi^i \) may be evaluated in the usual manner.

**Lemma 6.1.** As defined above, the Dirichlet to Neumann operator \( \Psi \) is nonnegative in the sense that

\[
\int_{\partial X} (\Psi u_0, u_0)_x \, ds \geq 0
\]

for all \( u_0 \in C^\infty(\partial X, F_i) \).

*Proof.* Let \( u_0, v_0 \in C^\infty(\partial X, F_i) \). Choose solutions \( u, v \in C^\infty(X, F^i) \) to (6.1) with data \( u_0 \) and \( v_0 \), respectively. By the Green formula used in the proof of Lemma 5.1 we get

\[
(A u, A v) = (u, A^* A v) + \int_{\partial X} (t(u), \ell n(A v))_x \, ds,
\]

\[
(A^* u, A^* v) = (u, A A^* v) - \int_{\partial X} (\ell n(u), t(A^* v))_x \, ds,
\]

whence

\[
(6.2) \quad \int_{\partial X} (u_0, \Psi v_0)_x \, ds = (A u, A v) + (A^* u, A^* v).
\]

Setting \( v_0 = u_0 \) yields the lemma. \( \square \)

Since each nonnegative closed operator with dense domain in a complex Hilbert space is selfadjoint, cf. [Sch01, 12.11], Lemma 6.1 gives rise to a selfadjoint extension of \( \Psi \) in \( L^2(\partial X, F_i) \). We only state the formal selfadjointness of \( \Psi \), which can be seen immediately.

**Corollary 6.2.** For each \( i \), the Dirichlet to Neumann operator \( \Psi \) is formally self-adjoint, i.e.,

\[
\int_{\partial X} (u_0, \Psi v_0)_x \, ds = \int_{\partial X} (\Psi u_0, v_0)_x \, ds
\]

for all \( u_0, v_0 \in C^\infty(\partial X, F_i) \).

*Proof.* Given \( u_0, v_0 \in C^\infty(\partial X, F_i) \), let \( u, v \in C^\infty(X, F^i) \) be solutions to the boundary value problem (6.1) with data \( u_0 \) and \( v_0 \), respectively. The Green formula of Lemma 2.1 yields

\[
\int_{\partial X} \left( (u_0, \Psi v_0)_x - (\Psi u_0, v_0)_x \right) \, ds = 0,
\]

which establishes the formula. \( \square \)

We are now able to characterise the null space of the Dirichlet to Neumann operator on \( C^\infty(\partial X, F_i) \).

**Lemma 6.3.** For \( u_0 \in C^\infty(\partial X, F_i) \) to satisfy \( \Psi u_0 = 0 \), it is necessary and sufficient that there be a \( u \in H^i_N(X) \), such that \( t(u) = u_0 \) on \( \partial X \).
Proof. Write \( \text{Ker } \Psi^i \) for the null space of \( \Psi \) acting in \( C^\infty(\partial\mathcal{X}, F^i) \). We claim that \( \text{Ker } \Psi^i = t(\mathcal{H}_N^i(\mathcal{X})) \), the space of the tangential parts on \( \partial\mathcal{X} \) of all harmonic sections in \( \mathcal{H}_N^i(\mathcal{X}) \). Indeed, if \( u_0 \in \text{Ker } \Psi^i \) and \( u \) is a solution to (6.1), then \( t(u) = u_0, n(u) = 0 \) and
\[
(Au, Au) + (A^*u, A^*u) = \int_{\partial\mathcal{X}} (u_0, \Psi u_0)_x ds
\]
by (6.2). This means that \( u \in \mathcal{H}_N^i(\mathcal{X}) \). Conversely, if \( u_0 = t(u) \) for \( u \in \mathcal{H}_N^i(\mathcal{X}) \), then \( u \) is a solution to the boundary value problem (6.1), and so \( \Psi u_0 = i\ell n(Au) \) vanishes, as desired.

The range \( \text{Ran } \Psi^i \) of the Dirichlet to Neumann operator acting in \( C^\infty(\partial\mathcal{X}, F^i) \) fails to be closed in the general case. As a counterexample, we show the Dirichlet to Neumann operator at step 0 for the Dolbeault complex on the closure of a bounded domain in \( \mathbb{C}^n \).

7. Betti numbers

If we know the null space of \( \Psi^i \), we can derive some low bounds for the dimension of the cohomology of (1.1) at step \( i \). We call this latter the \( i \)-th Betti number of (1.1).

**Theorem 7.1.** As defined in §6, the Dirichlet to Neumann operator possesses the property that
\[
(7.1) \quad \text{Ker } \Psi^i \cong \frac{\mathcal{H}_N^i(\mathcal{X})}{\mathcal{H}_i(\mathcal{X})}.
\]

Note that \( \mathcal{H}_i(\mathcal{X}) \) is a closed subspace of \( \mathcal{H}_N^i(\mathcal{X}) \), and so their quotient space is separated.

**Proof.** To shorten notation, denote by \( Q \) the quotient space on the right-hand side of (7.1). Consider the mapping \( \iota : Q \to \text{Ker } \Psi^i \) given by \( \iota[u] := t(u) \) for \( u \in \mathcal{H}_N^i(\mathcal{X}) \), where \( [u] \) stands for the equivalence class of \( u \) in \( Q \). This definition is correct, for \( t(u) \in \text{Ker } \Psi^i \) fulfills by Lemma 6.3, and if \( u_1, u_2 \in \mathcal{H}_N^i(\mathcal{X}) \) belong to the same class in \( Q \), then their difference \( u_1 - u_2 \) lies in \( \mathcal{H}_i(\mathcal{X}) \), whence \( t(u_1 - u_2) = 0 \). If \( \iota[u] = 0 \) for some \( u \in \mathcal{H}_N^i(\mathcal{X}) \), then \( t(u) = 0 \) on \( \partial\mathcal{X} \) and so \( u \) actually belongs to \( \mathcal{H}_i(\mathcal{X}) \). Hence \( [u] = 0 \), showing that the mapping \( \iota \) is injective. On the other hand, Lemma 6.3 implies the surjectivity of \( \iota \). Since the continuity of \( \iota \) is obvious, the theorem follows.

As is mentioned in §3, the space \( \mathcal{H}_i(\mathcal{X}) \) is of finite dimension. On the other hand, the natural mapping \( \mathcal{H}_N^i(\mathcal{X}) \to H^i(C^\infty(\mathcal{X}, F^i)) \) is injective, which is due to Lemma 5.2. We thus get
\[
\text{dim Ker } \Psi^i = \text{dim } \mathcal{H}_N^i(\mathcal{X}) - \text{dim } \mathcal{H}_i(\mathcal{X})
\]
\[
\leq \text{dim } H^i(C^\infty(\mathcal{X}, F^i)) - \text{dim } \mathcal{H}_i(\mathcal{X}),
\]
showing that the \( i \)-th Betti number of (1.1) exceeds \( \text{dim Ker } \Psi^i + \text{dim } \mathcal{H}_i(\mathcal{X}) \) for all \( i = 0, 1, \ldots, N \).

We now turn to the theory of Spencer developed in §7 to see that in most reasonable situations the \( i \)-th Betti number of (1.1) just amounts to the dimension...
of \( \text{Ker } \Psi^i \). By “most reasonable” are actually meant the cases where the cohomology of \([1,1]\) is proved to be finite dimensional at step \( i \). This requires certain convexity assumptions on \( X \).

**Corollary 7.2.** Suppose that the inclusion \( D_{L^i,N} \hookrightarrow L^2(X, F^i) \) is compact. Then it follows that

\[
\dim H^i(C^\infty(X, F^\cdot)) = \dim \text{Ker } \Psi^i + \dim H^i(X).
\]

**Proof.** If the inclusion \( D_{L^i,N} \hookrightarrow L^2(X, F^i) \) is compact, then, by Theorem 5.7, the natural mapping \( H^i_N(X) \to H^i(C^\infty(X, F^\cdot)) \) is an isomorphism. It remains to use Theorem 7.1. \( \square \)

For \( i = 0 \) the corollary is still true if “the inclusion \( D_{L^i,N} \hookrightarrow L^2(X, F^i) \) is compact” is deleted from the hypotheses. Indeed, the cohomology \( H^0(C^\infty(X, F^\cdot)) \) reduces obviously to \( H^0_N(X) \). In the other extreme case \( i = N \) this hypothesis can also be removed, for \( D_{L^N,N} = D_{L^N} \) and the inclusion \( D_{L^N} \hookrightarrow L^2(X, F^N) \) is always compact.

**Example 7.1.** Consider the Dolbeault complex with coefficients in a holomorphic vector bundle \( F \) over a compact strictly pseudoconvex manifold \( X \) of dimension \( n \). In this case we use the designation \( \Omega^\cdot(X, F) \) for the complex \([1,1]\). Corollary 7.2 states that \( \dim H^i(\Omega^\cdot(X, F)) = \dim \text{Ker } \Psi^i \) is valid for all \( i = 0, 1, \ldots, n \), because \( H^i(X) \) is zero by the uniqueness theorem for analytic functions. Thus, the Hodge numbers of the manifold \( X \) manifest themselves through the Dirichlet to Neumann operator introduced above.

Whether \( H^i(X) \) is trivial or not depends on the uniqueness property of the local Cauchy problem for \( \Delta^i \). In particular, \( H^i(X) \) is zero in case all the objects are real analytic.
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