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Abstract. The wave-Sobolev spaces $H^{s,b}$ are $L^2$-based Sobolev spaces on the Minkowski space-time $\mathbb{R}^{1+n}$, with Fourier weights adapted to the symbol of the d’Alembertian. They are a standard tool in the study of regularity properties of nonlinear wave equations, and in such applications the need arises for product estimates in these spaces. Unfortunately, it seems that with every new application some estimates come up which have not yet appeared in the literature, and then one has to resort to a set of well-established procedures for proving the missing estimates. To relieve the tedium of having to constantly fill in such gaps “by hand”, we make here a systematic effort to determine the complete set of estimates in the bilinear case. We determine a set of necessary conditions for a product estimate $H^{s_1,b_1} \cdot H^{s_2,b_2} \hookrightarrow H^{-s_0, -b_0}$ to hold. These conditions define a polyhedron $\Omega$ in the space $\mathbb{R}^6$ of exponents $(s_0,s_1,s_2,b_0,b_1,b_2)$. We then show, in space dimension $n = 3$, that all points in the interior of $\Omega$, and all points on the faces minus the edges, give product estimates. We can also allow some but not all points on the edges, but here we do not claim to have the sharp result. The corresponding results for $n = 2$ and $n = 1$ will be published elsewhere.
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1. Wave-Sobolev spaces

Define the Fourier transform of a Schwartz function \( u \in \mathcal{S}(\mathbb{R}^{1+n}) \) by
\[
\hat{u}(\tau, \xi) = \int\int e^{-i(t\tau + x\xi)} u(t, x) \, dt \, dx ,
\]
where \((t, x)\) and \((\tau, \xi)\) belong to \(\mathbb{R} \times \mathbb{R}^n = \mathbb{R}^{1+n}\); \(\tau\) and \(\xi\) will be called the temporal and spatial frequencies, respectively.

**Definition 1.1.** Given \( s, b \in \mathbb{R} \), the wave-Sobolev space \( H^{s, b}(\mathbb{R}^{1+n}) \) is the completion of \( \mathcal{S}(\mathbb{R}^{1+n}) \) with respect to the norm
\[
\| u \|_{H^{s, b}} = \| \langle \xi \rangle^s \| \tau\xi \rangle^b \hat{u} (\tau, \xi) \|_{L^2_{\tau, \xi}} ,
\]
where \( \langle \cdot \rangle = (1 + |\cdot|^2)^{1/2} \). We shall refer to the weights \( \langle \xi \rangle^s \) and \( \| \tau\xi \rangle^b \) as elliptic and hyperbolic, respectively.

By way of comparison, the elliptic weight is a familiar aspect of the standard Sobolev space \( H^s(\mathbb{R}^n) \), obtained as the completion of \( \mathcal{S}(\mathbb{R}^n) \) with respect to the norm \( \| f \|_{H^s} = \| \langle \xi \rangle^s \hat{f}(\xi) \|_{L^2_\xi} \), where \( \hat{f}(\xi) = \int e^{-i\xi \cdot x} f(x) \, dx \).

The hyperbolic weight, on the other hand, reflects the fact that the \( H^{s, b} \)-norm is adapted to the wave operator, or d’Alembertian, \( \Box = -\partial^2_t + \Delta_x \), whose symbol is \( \tau^2 - |\xi|^2 \).

For details about the history of the wave-Sobolev spaces and applications to nonlinear wave equations, we refer to the survey article \[5\]. In the applications, the need frequently arises for product estimates of the form
\[
H^{s_1, b_1} \cdot H^{s_2, b_2} \hookrightarrow H^{-s_0, -b_0}. \tag{1.1}
\]
Explicitly, this means that there exists \( C = C(s_0, s_1, s_2, b_0, b_1, b_2; n) \) such that
\[
\| uv \|_{H^{-s_0, -b_0}} \leq C \| u \|_{H^{s_1, b_1}} \| v \|_{H^{s_2, b_2}} \tag{1.2}
\]
for all \( u, v \in \mathcal{S}(\mathbb{R}^{1+n}) \).

**Definition 1.2.** If \(1.2\) holds, we say that the exponent matrix
\[
\begin{pmatrix}
  s_0 & s_1 & s_2 \\
  b_0 & b_1 & b_2
\end{pmatrix}
\]
is a product.

Many product estimates have appeared in the literature (see \[5\] for examples and references), but so far no systematic effort has been made to determine necessary and sufficient conditions on \( \begin{pmatrix}
  s_0 & s_1 & s_2 \\
  b_0 & b_1 & b_2
\end{pmatrix} \) for it to be a product. The present paper is the result of our efforts to fill this gap. We remark that the utility of these product estimates is not limited to simple products: Many bilinear null form estimates can also be reduced to this form, since the null symbol can be estimated in terms of the weights appearing in the \( H^{s, b} \)-norm. See, e.g., \[1\].

It turns out that there are 21 necessary conditions of the form
\[
\sigma_0 s_0 + \sigma_1 s_1 + \sigma_2 s_2 + \beta_0 b_0 + \beta_1 b_1 + \beta_2 b_2 \geq 0. \tag{1.3}
\]
Each such condition determines a half-space in the space \(\mathbb{R}^6\) of coefficients \( \begin{pmatrix}
  s_0 & s_1 & s_2 \\
  b_0 & b_1 & b_2
\end{pmatrix} \). Taken together, these 21 conditions, which are listed in the next section, determine a convex polyhedron \( \Omega \) in \(\mathbb{R}^6\). The boundary of \(\Omega\) consists of faces, which are polyhedrons contained in the hyperplanes corresponding to equality in one of the
conditions of the form (1.3). The intersection of two faces is an edge. Thus, the boundary of a face consists of edges.

On the positive side, it turns out that almost all the points in Ω are products. We show:

- The interior of Ω is admissible.
- The faces of Ω, excluding the edges, are admissible.
- Some but not all edges are admissible.

This parallels the situation for the product law for the standard Sobolev spaces $H^s$ (see Theorem 2.2 in the next section).

Concerning the edges, we do not claim to have the optimal result, however. That is, there may be some points on the edges which are products but which are not included in our positive results.

In order to avoid an unduly lengthy paper, we restrict our attention, for the positive results, to the physical space dimension $n = 3$, which is of most interest for applications. The cases $n = 2$ and $n = 1$ will be published in a separate paper (the 2d case is slightly more involved than the 3d case).

Before proceeding to the list of necessary conditions, we make some preliminary observations and introduce the notation and terminology.

It is important to note that if $(h_0, h_1, h_2)$ is a product, then so is every permutation of its columns. This becomes obvious once we restate (1.2) in the following more symmetric form: By Plancherel’s theorem and duality, (1.2) is equivalent to the trilinear integral estimate

$$|I| \lesssim \|F_0\| \|F_1\| \|F_2\|,$$

and $X_j = (\tau_j, \xi_j) \in \mathbb{R}^{1+n}$ for $j = 0, 1, 2$. Here $\delta$ is the point mass at $0$ in $\mathbb{R}^{1+n}$, and $\|\cdot\|$ denotes the $L^2$-norm on $\mathbb{R}^{1+n}$. Without loss of generality we may assume that $F_j \geq 0$ for $j = 0, 1, 2$, hence $I \geq 0$.

Since $\xi_0 + \xi_1 + \xi_2 = 0$ in $I$, the triangle inequality implies $\langle \xi_j \rangle \lesssim \langle \xi_k \rangle + \langle \xi_l \rangle$ for all permutations $(j, k, l)$ of $(0, 1, 2)$, hence the two largest of $\langle \xi_0 \rangle$, $\langle \xi_1 \rangle$ and $\langle \xi_2 \rangle$ are comparable, so we can split

$$I = I_{LHH} + I_{HLH} + I_{HHL},$$

where the terms on the right hand side are defined by inserting the characteristic functions of the following conditions, respectively, in the integral $I$:

(1.7a) $\langle \xi_0 \rangle \lesssim \langle \xi_1 \rangle \sim \langle \xi_2 \rangle$ (LHH),
(1.7b) $\langle \xi_1 \rangle \lesssim \langle \xi_0 \rangle \sim \langle \xi_2 \rangle$ (HLH),
(1.7c) $\langle \xi_2 \rangle \lesssim \langle \xi_0 \rangle \sim \langle \xi_1 \rangle$ (HHL).

Here the mnemonics in the right hand column refer to the relative sizes of the spatial frequencies in the order $(\xi_0, \xi_1, \xi_2)$, with “L” and “H” standing for low and high frequencies, respectively.

In some situations we also split the $I$’s depending on the signs $\pm_1$ and $\pm_2$ of the temporal frequencies $\tau_1$ and $\tau_2$. Thus,

$$I = I^{(+,+)} + I^{(+,-)} + I^{(-,+)} + I^{(-,-)},$$

\[License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use\]
it is convenient to use the following rather obvious modifications of the terminology

\[ (2.11) \]

\[ (2.10) \]

\[ (2.9) \]

where
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any product

Necessary conditions.

2.1. Necessary conditions. A number of explicit examples given in [3] show that any product \((\xi_0 \xi_1 \xi_2)\) must necessarily satisfy the following 21 conditions:

\[ (2.1) \]

\[ b_0 + b_1 + b_2 \geq \frac{1}{2} \]

\[ (2.2) \]

\[ b_0 + b_1 \geq 0 \]

\[ (2.3) \]

\[ b_0 + b_2 \geq 0 \]

\[ (2.4) \]

\[ b_1 + b_2 \geq 0 \]

\[ (2.5) \]

\[ s_0 + s_1 + s_2 \geq \frac{n+1}{2} - (b_0 + b_1 + b_2) \]

\[ (2.6) \]

\[ s_0 + s_1 + s_2 \geq \frac{n}{2} - (b_0 + b_1) \]

\[ (2.7) \]

\[ s_0 + s_1 + s_2 \geq \frac{n}{2} - (b_0 + b_2) \]

\[ (2.8) \]

\[ s_0 + s_1 + s_2 \geq \frac{n}{2} - (b_1 + b_2) \]

\[ (2.9) \]

\[ s_0 + s_1 + s_2 \geq \frac{n-1}{2} - b_0 \]

\[ (2.10) \]

\[ s_0 + s_1 + s_2 \geq \frac{n-1}{2} - b_1 \]

\[ (2.11) \]

\[ s_0 + s_1 + s_2 \geq \frac{n-1}{2} - b_2 \]

\[ (2.12) \]

\[ s_0 + s_1 + s_2 \geq \frac{n+1}{4} \]

\[ (2.13) \]

\[ (s_0 + b_0) + 2s_1 + 2s_2 \geq \frac{n}{2} \]

\[ (L \, H \, H^+) \]

\[ (2.14) \]

\[ 2s_0 + (s_1 + b_1) + 2s_2 \geq \frac{n}{2} \]

\[ (H^+ \, L^H) \]
The tags in the right hand column have the following meaning: The upper row indicates the spatial frequency interaction (LHH, HLH or HHL) in which the condition is necessary. The lower row, if not empty, indicates whether the signs of the respective temporal frequencies are equal (indicated by ++) or opposite (indicated by +-). For example, (2.13) [resp. (2.16)] is needed in the LHH interaction with opposite [resp. equal] signs for \( \tau_1 \) and \( \tau_2 \). An empty lower row means, of course, that the condition is needed regardless of the signs.

The same qualifications are understood to also apply in Theorem 2.3 below.

**Definition 2.1.** Let \( \Omega \) be the convex polyhedron in \( \mathbb{R}^6 \) determined by the above conditions.

The interior of \( \Omega \) corresponds to strict inequality in all the conditions. Each condition determines a face of \( \Omega \), corresponding to the case of equality. If at least two of the conditions are equalities, then we are in an edge.

As we said in the introduction, we shall prove (for \( n \leq 3 \)) that the interior and the faces minus the edges are admissible. Moreover, some but not all of the edges are admissible.

This parallels the situation for the comparatively trivial product law for the standard Sobolev spaces, which we now recall.

**2.2. Comparison with the product law for \( H^s \).** This reads as follows:

**Theorem 2.2.** Let \( s_0, s_1, s_2 \in \mathbb{R} \). The product estimate

\[
\|fg\|_{H^{-s_0}} \leq C \|f\|_{H^{s_1}} \|g\|_{H^{s_2}}
\]

holds if and only if

\[
\begin{align*}
(2.22) & \quad s_0 + s_1 + s_2 \geq \frac{n}{2} \\
(2.23) & \quad s_0 + s_1 \geq 0 \\
(2.24) & \quad s_0 + s_2 \geq 0 \\
(2.25) & \quad s_1 + s_2 \geq 0.
\end{align*}
\]

\[
(2.26) \quad \text{If } (2.22) \text{ is an equality, then } (2.23), (2.24) \text{ must be strict.}
\]

The simple proof of the positive part will be shown later, since the same argument also comes up in the proof of the wave-Sobolev product law. The negative part of the above theorem follows by a standard example which we do not repeat here.

The conditions (2.22)–(2.25) determine a convex polyhedron of points \((s_0, s_1, s_2)\) in \( \mathbb{R}^3 \). The edges corresponding to equality in (2.22) and one of (2.23)–(2.25) are
not admissible. On the other hand, the edges corresponding to equality in two of (2.23)–(2.25) are admissible, as long as we stay away from the face given by equality in (2.22). It therefore seems difficult to write down a simple rule telling us which edges are admissible.

But if instead of talking about edges we talk about equalities, then we can make a simple rule as follows: Replace (2.22)–(2.25) by

\[ s_0 + s_1 + s_2 \geq \frac{n}{2} \]
\[ s_0 + s_1 + s_2 \geq \max(s_0, s_1, s_2), \]

where we combined (2.23)–(2.25) into a single condition. Then (2.26) is replaced by the statement:

(2.29) We do not allow both (2.27) and (2.28) to be equalities.

By comparing (2.27) and (2.28), both with equality assumed, the last rule can also be reformulated as a list of explicit exceptions as follows:

(2.30) If \( s_0 = \frac{n}{2} \), then (2.22) = (2.25) must be strict.
(2.31) If \( s_1 = \frac{n}{2} \), then (2.22) = (2.24) must be strict.
(2.32) If \( s_2 = \frac{n}{2} \), then (2.22) = (2.23) must be strict.

Here the notation “(2.22) = (2.25)” indicates that the two conditions coincide.

These ideas help to systematize the much more complicated exceptions along the edges of \( \Omega \), which we now discuss.

2.3. Exceptions on the boundary of \( \Omega \). First rewrite (2.1)–(2.4) as

\[ b_0 + b_1 + b_2 \geq \frac{1}{2} \]
\[ b_0 + b_1 + b_2 \geq \max(b_0, b_1, b_2). \]

Then we impose the rule:

(2.35) We do not allow both (2.33) and (2.34) to be equalities.

Next, consider (2.5)–(2.21). By symmetry, it suffices to consider the LHH case, hence we ignore those conditions among (2.13)–(2.21) which are not tagged LHH. Moreover, we do not want to compare (2.13) with (2.16) since they have different sign assumptions, hence we split into \((\text{L HH}^+)^+\) and \((\text{L HH}^-)^+\).

In the case \((\text{L HH}^+)^+\) we rewrite the relevant conditions from (2.25)–(2.21) as:

\[ s_0 + s_1 + s_2 \geq \frac{n + 1}{2} - (b_0 + b_1 + b_2) \]
\[ s_0 + s_1 + s_2 \geq \frac{n}{2} + \max(-b_0 - b_1, -b_0 - b_2, -b_1 - b_2) \]
\[ s_0 + s_1 + s_2 \geq \frac{n - 1}{2} + \max(-b_0, -b_1, -b_2, -\frac{n - 3}{4}) \]
\[ s_0 + s_1 + s_2 \geq s_0 + \max(0, -b_0) \]

(2.39) \((\text{L HH}^+)^+\).

Then we impose the rule:

(2.40) We allow at most one of (2.36)–(2.39) to be an equality.
In the case \((\text{LHH} + -)\) we rewrite the relevant conditions from (2.5)–(2.21) as:

\[
(2.41) \quad s_0 + s_1 + s_2 \geq \frac{n+1}{2} - (b_0 + b_1 + b_2)
\]

\[
(2.42) \quad s_0 + s_1 + s_2 \geq \frac{n}{2} + \max(-b_0 - b_1, -b_0 - b_2, -b_1 - b_2)
\]

\[
(2.43) \quad s_0 + s_1 + s_2 \geq \frac{n-1}{2} + \max(-b_0 - b_1, -b_2, -\frac{n-3}{4})
\]

\[
(2.44) \quad s_0 + s_1 + s_2 \geq \frac{n}{4} + \frac{s_0 - b_0}{2}
\]

\[
(2.45) \quad s_0 + s_1 + s_2 \geq s_0
\]

and we impose the rule:

\[
(2.46) \quad \text{We allow at most one of (2.41)–(2.45) to be an equality.}
\]

An alternative formulation of the above rules is given in Theorem 2.7 below.

The analogous rules for the HLH and HHL cases are obtained by changing the subscript 0 on the right hand side of (2.39), (2.44) and (2.45) to a 1 or 2, respectively.

2.4. The product law for \(H^{s,b}\). We can now formulate the main result:

**Theorem 2.3.** Let \(n = 3\). Assume that \(s_0, s_1, s_2, b_0, b_1, b_2 \in \mathbb{R}\) satisfy the conditions (2.1)–(2.21). Moreover, assume that the rules set out in §2.3 are satisfied. Then \((s_0 s_1 s_2 b_0 b_1 b_2)\) is a product.

**Remark 2.4.** For \(n = 1\) and \(n = 2\) the same result holds; the proofs will appear in a separate paper. We expect the same result to also hold for \(n \geq 4\).

**Remark 2.5.** In the course of the proof, we break Theorem 2.3 down according to the classification into product types introduced in §2.5 below, and we restate the theorem in a more explicit form in each case. For practical use, the reader may find these restatements easier to deal with than the general statement in Theorem 2.3.

See §§5–8.

**Remark 2.6.** We are not claiming that the boundary rules are necessary, only that they are sufficient. We do expect, however, that (2.35) is necessary. This is certainly true in the 1d case, where it can be seen from the standard counterexample for the \(H^s\) product law. We also expect (2.40) and (2.46) to be necessary if all the \(b\)'s are nonnegative, but if one of the \(b\)'s is negative, then they can under certain conditions be relaxed somewhat (see Theorem 8.2 below).

By comparing equalities pairwise within the groups (2.33)–(2.34), (2.36)–(2.39) and (2.41)–(2.45), we can restate the rules (2.35), (2.40) and (2.46) as an explicit list of exceptions analogous to the list (2.30)–(2.32) for the \(H^s\) product law:

**Theorem 2.7.** Let \(n = 3\). Assume that (2.1)–(2.21) are verified. Then the rules (2.35), (2.40) and (2.46) for the LHH interaction are equivalent to the following list of exceptions:

\[
(2.47) \quad \text{If } b_0 = \frac{1}{7}, \text{ then } (2.1) = (2.41), (2.5) = (2.8), (2.6) = (2.10) \text{ and } (2.7) = (2.11) \text{ must all be strict.}
\]

\[
(2.48) \quad \text{If } b_1 = \frac{1}{7}, \text{ then } (2.1) = (2.3), (2.5) = (2.7), (2.6) = (2.9) \text{ and } (2.8) = (2.11) \text{ must all be strict.}
\]

\[
(2.49) \quad \text{If } b_2 = \frac{1}{7}, \text{ then } (2.1) = (2.2), (2.5) = (2.6), (2.7) = (2.10) \text{ and } (2.8) = (2.11) \text{ must all be strict.}
\]
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(2.50) If \( b_0 + b_1 = 1 \), then (2.5) = (2.11) must be strict.

(2.51) If \( b_0 + b_2 = 1 \), then (2.5) = (2.10) must be strict.

(2.52) If \( b_1 + b_2 = 1 \), then (2.5) = (2.9) must be strict.

(2.53) If \( b_0 + b_1 = \frac{n-1}{4} \), then (2.12) = (2.12) must be strict.

(2.54) If \( b_0 + b_2 = \frac{n-1}{4} \), then (2.12) = (2.12) must be strict.

(2.55) If \( b_1 + b_2 = \frac{n-1}{4} \), then (2.5) = (2.12) must be strict.

(2.56) If \( b_0 + b_1 + b_2 = \frac{n+1}{4} \), then (2.5) = (2.12) must be strict.

(2.57) If \( s_0 - b_0 = \frac{n+2}{2} - 2(b_0 + b_1 + b_2) \), then (2.5) = (2.13) must be strict.

(2.58) If \( s_0 - b_0 = \frac{n}{2} - 2(b_0 + b_1) \), then (2.5) = (2.13) must be strict.

(2.59) If \( s_0 - b_0 = \frac{n}{2} - 2(b_0 + b_2) \), then (2.7) = (2.13) must be strict.

(2.60) If \( s_0 - b_0 = \frac{n-2}{2} - 2b_0 \), then (2.6) = (2.13) must be strict.

(2.61) If \( s_0 - b_0 = \frac{1}{2} \), then (2.12) = (2.13) must be strict.

(2.62) If \( s_0 - b_0 = \frac{3}{2} - 2b_0 \), then (2.14) = (2.13) must be strict.

(2.63) If one of (2.5)–(2.12) is an equality, then (2.16) and (2.19) must be strict.

Here the notation “(2.1) = (2.2)” indicates that the two conditions coincide.

The analogous exceptions for the HLH and HHL cases are obtained by permuting the subscripts in (2.57)–(2.62).

2.5. Classification of products. By permutation invariance, it suffices to prove the main result for products of the following special types:

(I) \( b_0, b_1, b_2 \geq 0 \). Then by symmetry it suffices to consider the subtypes

(a) \( b_0 = b_1 = 0 < b_2 \),

(b) \( b_0 = 0 < b_1, b_2 \),

(c) \( 0 < b_0, b_1, b_2 \).

(II) \( b_0 < 0 < b_1, b_2 \).

2.6. Outline of paper. In §3 the counterexamples which imply the necessary conditions are given. In §4 we make a dyadic decomposition of the integral \( I \) and recall the dyadic estimates which are the fundamental building blocks in the proof of the product laws. We also recall the simple proof of the \( H^s \) product law, since that argument is used repeatedly in later sections. The main result, Theorem 2.3 is proved in §5, §8 broken into sections according to the classification into types as in 2.5. In each section we explicitly restate the theorem, and this may also be useful when applying our results, as an alternative to grappling with the general formulation above. The reformulation of the boundary rules, Theorem 2.7, is proved in §9.

3. Counterexamples

To prove the necessity of (2.1)–(2.21) we will estimate the integral \( I \), defined by (1.5), on examples of the forms \( F_0 = \chi_A \), \( F_1 = \chi_A \) and \( F_2 = \chi_B \), where \( A, B, C \subset \mathbb{R}^{1+n} \) depend on a parameter \( \lambda \gg 1 \) and are chosen so that \( A + B \subset C \). Since \( X_0 + X_1 + X_2 = 0 \) in \( I \), this ensures that

\[ X_1 \in A, X_2 \in B \implies X_0 = -(X_1 + X_2) \in -C, \]
and then we estimate the weight in $I$ by a power of $\lambda$:

$$
\langle \xi_0 \rangle^{s_0} \langle \xi_1 \rangle \langle \xi_2 \rangle^{s_2} \langle |\tau_0| - |\xi_0| \rangle^{b_0} \langle |\tau_1| - |\xi_1| \rangle^{b_1} \langle |\tau_2| - |\xi_2| \rangle^{b_2} \sim \lambda^{\delta(s_0, s_1, s_2, b_0, b_1, b_2)},
$$

where $\delta$ is some linear combination of the $s$'s and $b$'s. Then $I \sim \lambda^{-\delta} |A||B|$, while $\|F_0\| \|F_1\| \|F_2\| \sim |A|^{\frac{1}{2}} |B|^{\frac{1}{2}} |C|^{\frac{1}{2}}$. The estimate (1.4) will then imply the condition $\lambda^{\delta} \gtrsim |A|^{\frac{1}{2}} |B|^{\frac{1}{2}} |C|^{-\frac{1}{2}}$. If we have an estimate of the form

$$(3.1) \quad \frac{|A|^{\frac{1}{2}} |B|^{\frac{1}{2}}}{|C|^{\frac{1}{2}}} \sim \lambda^{d(n)},$$

then we deduce the necessary condition $\delta = \delta(s_0, s_1, s_2, b_0, b_1, b_2) \geq d(n)$.

In the following we split $\xi \in \mathbb{R}^n$ as $\xi = (\xi_1, \xi')$, where $\xi' = (\xi_2, \ldots, \xi_n) \in \mathbb{R}^{n-1}$. To avoid any confusion, we emphasize that in this notation the subscript refers to coordinates, whereas elsewhere we use subscripts to label different vectors.

3.1. Necessity of (2.1). This is obtained by scaling only the temporal variables:

$$A = B = \{(\tau, \xi) : \lambda \leq \tau \leq 2\lambda, |\xi| \leq 1\}, \quad |A| = |B| \sim \lambda,$$

$$C = \{(\tau, \xi) : 2\lambda \leq \tau \leq 4\lambda, |\xi| \leq 2\}, \quad |C| \sim \lambda,$$

$$\delta = b_0 + b_1 + b_2, \quad d = \frac{1}{2}.$$

3.2. Necessity of (2.2)–(2.4). By symmetry, it suffices to show (2.3), and for this we choose:

$$A = \{(\tau, \xi) : |\tau| \leq 1, |\xi| \leq 1\}, \quad |A| \sim 1,$$

$$B = \{(\tau, \xi) : |\tau - \lambda| \leq 1, |\xi| \leq 1\}, \quad |B| \sim 1,$$

$$C = \{(\tau, \xi) : |\tau - \lambda| \leq 2, |\xi| \leq 2\}, \quad |C| \sim 1,$$

$$\delta = b_0 + b_2, \quad d = 0.$$

3.3. Necessity of (2.5). This is obtained by scaling all variables:

$$A = B = \left\{(\tau, \xi) : |\tau| \leq \frac{\lambda}{2}, \lambda \leq \xi_1 \leq 2\lambda, |\xi'| \leq \lambda \right\}, \quad |A| = |B| \sim \lambda^{n+1},$$

$$C = \{(\tau, \xi) : |\tau| \leq \lambda, 2\lambda \leq \xi_1 \leq 4\lambda, |\xi'| \leq 2\lambda \}, \quad |C| \sim \lambda^{n+1},$$

$$\delta = s_0 + s_1 + s_2 + b_0 + b_1 + b_2, \quad d = \frac{n + 1}{2}.$$

3.4. Necessity of (2.6)–(2.8). By symmetry, it suffices to show (2.7), and for this we choose:

$$A = \left\{(\tau, \xi) : |\tau - |\xi|| \leq 1, \lambda \leq \xi_1 \leq \frac{5\lambda}{4}, |\xi'| \leq \frac{\lambda}{4} \right\}, \quad |A| \sim \lambda^n,$$

$$B = \left\{(\tau, \xi) : |\tau| \leq \frac{\lambda}{2}, 2\lambda \leq \xi_1 \leq \frac{5\lambda}{2}, |\xi'| \leq \frac{\lambda}{2} \right\}, \quad |B| \sim \lambda^{n+1},$$

$$C = \left\{(\tau, \xi) : |\tau| \leq \frac{5\lambda}{2}, 3\lambda \leq \xi_1 \leq 4\lambda, |\xi'| \leq \lambda \right\}, \quad |C| \sim \lambda^{n+1},$$

$$\delta = s_0 + s_1 + s_2 + b_0 + b_1 + b_2, \quad d = \frac{n}{2}.$$
3.5. **Necessity of (2.9)–(2.11).** By symmetry, it suffices to show (2.9), and for this we choose:

\[
\begin{align*}
A = & \left\{ (\tau, \xi) : |\tau - |\xi|| \leq 1, \lambda \leq \xi_1 \leq \frac{3\lambda}{2}, |\xi'| \leq \frac{\lambda}{2} \right\}, & |A| \sim \lambda^n, \\
B = & \left\{ (\tau, \xi) : |\tau + |\xi|| \leq 1, \lambda \leq \xi_1 \leq \frac{3\lambda}{2}, |\xi'| \leq \frac{\lambda}{2} \right\}, & |B| \sim \lambda^n, \\
C = & \left\{ (\tau, \xi) : |\tau| \leq \frac{3\lambda}{2}, 2\lambda \leq \xi_1 \leq 3\lambda, |\xi'| \leq \lambda \right\}, & |C| \sim \lambda^{n+1}, \\
\delta = & s_0 + s_1 + s_2 + b_0, & d = \frac{n-1}{2}.
\end{align*}
\]

3.6. **Necessity of (2.12).** This represents the effect of Lorentz transformations (concentration along null directions):

\[
\begin{align*}
A = & B = \left\{ (\tau, \xi) : |\tau - \xi_1| \leq 1, \lambda \leq \xi_1 \leq 2\lambda, |\xi'| \leq \sqrt{\lambda} \right\}, & |A| = |B| \sim \lambda^{n+1}, \\
C = \left\{ (\tau, \xi) : |\tau - \xi_1| \leq 1, 2\lambda \leq \xi_1 \leq 4\lambda, |\xi'| \leq 2\sqrt{\lambda} \right\}, & |C| \sim \lambda^{n+1}, \\
\delta = & s_0 + s_1 + s_2, & d = \frac{n+1}{4}.
\end{align*}
\]

3.7. **Necessity of (2.13)–(2.15).** By symmetry, it suffices to show (2.13), and for this we choose:

\[
\begin{align*}
A = & \left\{ (\tau, \xi) : |\tau - \xi_1| \leq 1, |\xi_1 - \lambda^2| \leq \lambda, |\xi'| \leq \lambda, \xi_2 \geq \frac{1}{2} \lambda \right\}, & |A| \sim \lambda^n, \\
B = \left\{ (\tau, \xi) : |\tau - \xi_1| \leq 1, |\xi_1 + \lambda^2| \leq \lambda, |\xi'| \leq \lambda, \xi_2 \geq \frac{1}{2} \lambda \right\}, & |B| \sim \lambda^n, \\
C = \left\{ (\tau, \xi) : |\tau - \xi_1| \leq 2, |\xi_1| \leq 2\lambda, |\xi'| \leq 2\lambda, \xi_2 \geq \lambda \right\}, & |C| \sim \lambda^n, \\
\delta = & s_0 + b_0 + 2s_1 + 2s_2, & d = \frac{n}{2}.
\end{align*}
\]

3.8. **Necessity of (2.16)–(2.18).** By symmetry, it suffices to show (2.16), and for this we choose:

\[
\begin{align*}
A = \left\{ (\tau, \xi) : |\tau - \lambda| \leq 1, |\xi_1 - \lambda| \leq 1, |\xi'| \leq 1 \right\}, & |A| \sim 1, \\
B = \left\{ (\tau, \xi) : |\tau - \lambda| \leq 1, |\xi_1 + \lambda| \leq 1, |\xi'| \leq 1 \right\}, & |B| \sim 1, \\
C = \left\{ (\tau, \xi) : |\tau - 2\lambda| \leq 2, |\xi_1| \leq 2, |\xi'| \leq 2 \right\}, & |C| \sim 1, \\
\delta = & s_1 + s_2 + b_0, & d = 0.
\end{align*}
\]

3.9. **Necessity of (2.19)–(2.21).** By symmetry, it suffices to show (2.20), and for this we choose:

\[
\begin{align*}
A = \left\{ (\tau, \xi) : |\tau| \leq 1, |\xi_1| \leq 1, |\xi'| \leq 1 \right\}, & |A| \sim 1, \\
B = \left\{ (\tau, \xi) : |\tau| \leq 1, |\xi_1 - \lambda| \leq 1, |\xi'| \leq 1 \right\}, & |B| \sim 1, \\
C = \left\{ (\tau, \xi) : |\tau| \leq 2, |\xi_1 - \lambda| \leq 2, |\xi'| \leq 2 \right\}, & |C| \sim 1, \\
\delta = & s_0 + s_2, & d = 0.
\end{align*}
\]
4. Notation and preliminaries

4.1. Dyadic decompositions. Throughout, $M, N$ and $L$, as well as their indexed counterparts, denote dyadic numbers of the form $2^j$, $j \in \{0, 1, 2, \ldots \}$. We rely on dyadic decompositions with respect to the size of the weights in the $H^{s,b}$-norm. In some cases we also decompose with respect to the sign of the temporal frequency.

Given $u \in H^{s,b}$, we define the $L^2$-function $F \geq 0$ by

$$F(X) = \langle \xi \rangle^s (|\tau| - |\xi|)^bu(X),$$

where $X = (\tau, \xi)$. We shall use the shorthand $F_N(X) = \chi_{(\xi)}F(X)$, $F_{N,L}(X) = \chi_{(|\tau| - |\xi|)N}F(X)$ and $F_{N,L,\pm}(X) = \chi_{\pm \tau \geq 0}F_{N,L}(X)$, and correspondingly we then define $u^N, u^{N,L}$ and $u^{N,L,\pm}$ as in (4.1), replacing $F$ there by $F^N$, $F^{N,L}$ and $F^{N,L,\pm}$, respectively. Note that $\sum_N \|F^N\|^2 \sim \|F\|^2$, $\sum_L \|F^{N,L}\|^2 \sim \|F\|^2$ and $\sum_{L,L'} \|F^{N,L,\pm}\|^2 \lesssim \|F\|^2$.

Defining the trilinear convolution form

$$J(F_0, F_1, F_2) = \iint \int F_0(x_0)F_1(x_1)F_2(x_2) \delta(x_0 + x_1 + x_2) \, dx_0 \, dx_1 \, dx_2,$$

we then obtain

$$I \lesssim \sum_{N,L} J \left( \frac{F_0, F_{N,L}, F_{N,L}, F_{N,L}}{N_0 N_1 N_2 L_0 L_1 L_2} \right),$$

where $I$ is given by (4.1) and we set $N = (N_0, N_1, N_2)$ and $L = (L_0, L_1, L_2)$. We use the shorthand $N^{012}_{\min} = \min(N_0, N_1, N_2)$, and similarly for the $L$’s, and for indexes other than 012.

We also have the analogues of (4.2) for $I_{LHH}$, $I_{HLH}$ and $I_{HLL}$, obtained by inserting the characteristic functions of the following conditions, respectively, in the sum on the right hand side of (4.2): $N_0 \leq N_1 \sim N_2$ (LHH), $N_1 \leq N_0 \sim N_2$ (HLH) and $N_2 \leq N_0 \sim N_1$ (HLL).

Note that if $1 \leq A < B$ and $a \in \mathbb{R}$, then

$$\sum_{A \leq L \leq B} L^a \sim \begin{cases} B^a & \text{if } a > 0 \\ \log(B) & \text{if } a = 0 \\ A^a & \text{if } a < 0. \end{cases}$$

We frequently apply the estimate, for any $\varepsilon > 0$,

$$\log(B) \leq C_{\varepsilon} B^\varepsilon \quad \text{for all } B \geq 1.$$

4.2. Hyperbolic Leibniz rule. We recall a well-known “Leibniz rule” for hyperbolic weights (a proof can be found, for example, in [5, Lemma 3.4]): Assume that $\tau_0 + \tau_1 + \tau_2 = 0$ and $\xi_0 + \xi_1 + \xi_2 = 0$, as in the integral $I$, and let $\pm_1$ and $\pm_2$ denote the signs of $\tau_1$ and $\tau_2$, respectively.

Then

$$\|\tau_0| - |\xi_0| \lesssim |\tau_1 \pm_1 |\xi_1|| + |\tau_2 \pm_2 |\xi_2| + b_{(\pm_1, \pm_2)}(\xi_0, \xi_1, \xi_2),$$

where

$$b_{(\pm_1, \pm_2)}(\xi_0, \xi_1, \xi_2) = \begin{cases} |\xi_1| + |\xi_2| - |\xi_0| & \text{if } \pm_1 = \pm_2 \\ |\xi_0| - |\xi_1| - |\xi_2| & \text{if } \pm_1 \neq \pm_2. \end{cases}$$
Note the estimate

\[
\begin{align*}
\mathbf{b}_{(\pm_1, \pm_2)}(\xi_0, \xi_1, \xi_2) \lesssim \begin{cases} 
\min(|\xi_1|, |\xi_2|) & \text{if } \pm_1 = \pm_2 \\
\min(|\xi_0|, |\xi_1|, |\xi_2|) & \text{if } \pm_1 \neq \pm_2.
\end{cases}
\end{align*}
\]

We define associated bilinear operators $\mathfrak{B}^\alpha_{(\pm_1, \pm_2)}$ by

\[
\mathcal{F}\left\{\mathfrak{B}^\alpha_{(\pm_1, \pm_2)}(f, g)\right\}(\xi_0) = \iint (\mathbf{b}_{(\pm_1, \pm_2)}(\xi_0, \xi_1, \xi_2))^\alpha \hat{f}(\xi_1) \hat{g}(\xi_2) \delta(\xi_0 + \xi_1 + \xi_2) \, d\xi_1 \, d\xi_2
\]

for $f, g \in S(\mathbb{R}^n)$, where $\mathcal{F}f = \hat{f}$ denotes the Fourier transform.

### 4.3. The dyadic building blocks.

On the one hand, we have the more or less trivial "Sobolev type" estimate, which has the same form in all dimensions:

\[
J\left(F_0^{N_0}, F_1^{N_1}, F_2^{N_2, L_2}\right) \lesssim \left[(N_0^{12} \min L_2)^{1/2}\right] \|F_0^{N_0}\| \|F_1^{N_1}\| \|F_2^{N_2, L_2}\|.
\]

By the Cauchy-Schwarz inequality, this can be reduced to a volume estimate; see, for example, [3, Eq. (37)].

On the other hand, there are the much deeper "wave type" estimates which in the case $n = 3$ look as follows:

\[
J\left(F_0^{N_0}, F_1^{N_1, L_1, \pm_1}, F_2^{N_2, L_2, \pm_2}\right) \leq C \|F_0^{N_0}\| \|F_1^{N_1, L_1, \pm_1}\| \|F_2^{N_2, L_2, \pm_2}\|
\]

holds with

\[
C \sim (N_0^{12} \min L_1 L_2)^{1/2}
\]

\[
(\text{if } N_0 \ll N_1 \sim N_2 \text{ and } \pm_1 = \pm_2).
\]

This follows via a transfer principle (see, e.g., Lemma 4 in [1]) from analogous estimates for the homogeneous wave equation (see Theorem 12.1 in [2]; estimates of this type were first investigated in [3, 4]).

### 4.4. A summation argument and the proof of the $H^s$ product law.

As a warm-up for the proof of the main result, we prove the $H^s$ product law. By a dyadic decomposition, and using the notation above but temporarily reducing $X \in \mathbb{R}^{1+n}$ to just $\xi \in \mathbb{R}^n$, we need to prove

\[
\sum_N J\left(F_0^{N_0}, F_1^{N_1}, F_2^{N_2}\right) \lesssim \|F_0\| \|F_1\| \|F_2\|,
\]

where for the moment $\|\cdot\|$ is the norm on $L^2(\mathbb{R}^n)$ instead of $L^2(\mathbb{R}^{1+n})$. Now we apply the "Sobolev type" estimate

\[
J\left(F_0^{N_0}, F_1^{N_1}, F_2^{N_2}\right) \lesssim (N_0^{12} \min)^{1/2} \|F_0^{N_0}\| \|F_1^{N_1}\| \|F_2^{N_2}\|,
\]

whose proof essentially reduces (see [3]) to the fact that each $F_k^{N_k}$ is supported in a ball in $\mathbb{R}^n$ of radius comparable to $N_k$. By symmetry it suffices to consider the
LHH interaction, so we are left with the sum

\[ S = \sum_N \chi_{N_0 \leq N_1 \sim N_2} N_0^2 N_1^2 \sum_{N_0, N_1, N_2} \left\| F_0^{N_0} \right\| \left\| F_1^{N_1} \right\| \left\| F_2^{N_2} \right\|. \]

Setting \( A = \frac{a}{2} - s_0 \) and \( B = s_1 + s_2 \) for the sake of generality (we shall reuse the following argument several times), we then have

\[
S \lesssim \sum_N \chi_{N_0 \leq N_1 \sim N_2} \frac{N_0^A}{N_1^B} \left\| F_0^{N_0} \right\| \left\| F_1^{N_1} \right\| \left\| F_2^{N_2} \right\|
\]

(4.15)

\[
\lesssim \|F_0\| \sum_{N_1, N_2} \chi_{N_1 \sim N_2} \frac{\Sigma_A(N_1)}{N_1^B} \left\| F_1^{N_1} \right\| \left\| F_2^{N_2} \right\|
\]

where

\[
\Sigma_A(N_1) = \sum_{N_0} \chi_{N_0 \leq N_1} N_0^A \sim \begin{cases} N_1^A & \text{if } A > 0, \\ \log\langle N_1 \rangle & \text{if } A = 0, \\ 1 & \text{if } A < 0. \end{cases}
\]

(4.16)

The estimate \( S \lesssim \|F_0\| \|F_1\| \|F_2\| \) now follows by the Cauchy-Schwarz inequality provided that (i) \( B \geq A \), (ii) \( B \geq 0 \) and (iii) we exclude \( A = B = 0 \), as these conditions guarantee that \( \Sigma_A(N_1) \lesssim N_1^B \).

This proves, in particular, the positive part of Theorem 2.2. The same argument will be reused many times in the proof of the main result, which we now begin.

For the remainder of the paper we assume \( n = 3 \).

5. The case \( b_0 = b_1 = 0 < b_2 \)

Then the product law simplifies to:

**Theorem 5.1.** Let \( n = 3 \). Set \( b_0 = b_1 = 0 \) and assume that

\[
(5.1) \quad b_2 > \frac{1}{2}
\]

\[
(5.2) \quad s_0 + s_1 + s_2 \geq \frac{3}{2}
\]

\[
(5.3) \quad s_0 + s_1 + s_2 \geq \max(s_0, s_1, s_2),
\]

and that (5.2) and (5.3) are not both equalities. Then \( \left( \begin{array}{ccc} s_0 & s_1 & s_2 \\ 0 & 0 & b_2 \end{array} \right) \) is a product.

By dyadic decomposition we reduce to proving

\[
(5.4) \quad \sum_N \frac{S_N}{N_0^{s_0} N_1^{s_1} N_2^{s_2}} \lesssim \|F_0\| \|F_1\| \|F_2\|
\]

where \( S_N = \sum_L L_{-b_2}^b J \left( F_0^{N_0}, F_1^{N_1}, F_2^{N_2-L_2} \right) \). In fact, it is enough to prove

\[
(5.5) \quad S_N \lesssim (\Lambda_{\min}^{012})^2 \|F_0^{N_0}\| \|F_1^{N_1}\| \|F_2^{N_2}\|
\]

since then (5.4) follows by the argument used to prove the \( H^s \) product law in (4.4).

But (4.9) implies (5.5) up to multiplication of the right hand side by \( \sum_L L_{-b_2}^b \), which converges since \( b_2 > \frac{1}{2} \).
6. The case $b_0 = 0 < b_1, b_2$

Then the product law reads:

**Theorem 6.1.** Let $n = 3$. Set $b_0 = 0$ and assume

(6.1) $b_1, b_2 > 0$

(6.2) $b_1 + b_2 \geq \frac{1}{2}$

(6.3) $s_0 + s_1 + s_2 \geq 2 - (b_1 + b_2)$

(6.4) $s_0 + s_1 + s_2 \geq \frac{3}{2} - b_1$

(6.5) $s_0 + s_1 + s_2 \geq \frac{3}{2} - b_2$

(6.6) $s_0 + s_1 + s_2 \geq 1$

(6.7) $s_0 + 2(s_1 + s_2) \geq \frac{3}{2}$

(6.8) $s_1 + s_2 \geq 0$

(6.9) $s_0 + s_2 \geq 0$

(6.10) $s_0 + s_1 \geq 0$

as well as the exceptions:

(6.11) If $b_1 = \frac{1}{2}$, then (6.3) = (6.5) must be strict.

(6.12) If $b_1 = \frac{1}{2}$, then (6.4) = (6.6) must be strict.

(6.13) If $b_2 = \frac{1}{2}$, then (6.3) = (6.4) must be strict.

(6.14) If $b_2 = \frac{1}{2}$, then (6.5) = (6.6) must be strict.

(6.15) If $b_1 + b_2 = 1$, then (6.3) = (6.6) must be strict.

(6.16) We require (6.7) to be strict if $s_0$ takes one of the values $\frac{1}{2}, \frac{3}{2}, \frac{3}{2} - 2b_1, \frac{3}{2} - 2b_2$ or $\frac{3}{2} - 2(b_1 + b_2)$.

(6.17) If one of (6.3)–(6.6) is an equality, then (6.8)–(6.10) must be strict.

Then \( \binom{s_0}{s_1 s_2} \) is a product.

By dyadic decomposition we reduce to proving (6.4) for

\[ S_N = \sum_L \chi_{L_1 \leq L_2} \frac{J(F_{N_0}^{N_1, L_1}, F_{N_2}^{N_1, L_2})}{L_1^{b_1} L_2^{b_2}}, \]

where $L = (L_1, L_2)$. Here the assumption $L_1 \leq L_2$ is justified by symmetry.

For the moment we shall assume strict inequality in (6.2).

(6.19) $b_1 + b_2 > \frac{1}{2}$

The case $b_1 + b_2 = \frac{1}{2}$ is handled later, in (6.5).

6.1. The HLH case. Here we assume $N_1 \leq N_0 \sim N_2$. By (4.9)–(4.11) we then know that (4.10) holds with

\[ C \sim N_1 L_1^\frac{1}{2} [\min(N_1, L_2)]^{\frac{1}{2}}. \]

To resolve the minimum, we split into the subcases $L_2 \leq N_1$ and $L_2 > N_1$. 
6.1.1. The subcase $L_2 \leq N_1$. Applying this restriction in (6.18), we get

\begin{equation}
S_N \lesssim N_1 \xi(N_1) \| F_0 \| \| F_1 \| \| F_2 \|,
\end{equation}

where we write, for $p > 0$,

\begin{equation}
\sigma_p(N) = \sum_L \chi_{L_1 \leq L_2 \leq N} L_1^{p-b_1} L_2^{p-b_2}.
\end{equation}

Using (4.3) (with $A = 1$) repeatedly we find

\begin{equation}
\sigma_p(N) \sim \sum_{L_2 \leq N} L_2^{p-b_2} \times \left\{ \begin{array}{ll}
L_2^{p-b_1} & \text{if } b_1 < \frac{1}{2}, \ b_2 < \frac{1}{2} + p \\
\log(L_2) & \text{if } b_1 < \frac{1}{2}, \ b_2 = \frac{1}{2} + p \\
1 & \text{if } b_1 < \frac{1}{2}, \ b_2 > \frac{1}{2} + p \\
N_2^{p-b_2} \log(N) & \text{if } b_1 = \frac{1}{2}, \ b_2 < p \\
\log^2(N) & \text{if } b_1 = \frac{1}{2}, \ b_2 = p \\
1 & \text{if } b_1 = \frac{1}{2}, \ b_2 > p \\
N_2^{p-b_2} & \text{if } b_1 > \frac{1}{2}, \ b_2 < p \\
\log(N) & \text{if } b_1 > \frac{1}{2}, \ b_2 = p \\
1 & \text{if } b_1 > \frac{1}{2}, \ b_2 > p.
\end{array} \right.
\end{equation}

Applying this to (6.21) yields

\begin{equation}
\sum_{N_1 \leq N_2 \sim N_0} \sum_{N_1 \sim N_0} \frac{S_N}{N_0^{\xi(N_1)} N_1^{\xi(N_1)}} \lesssim \| F_1 \| \sum_{N_1 \leq N_2 \sim N_0} \sum_{N_1 \sim N_0} \frac{N_1^A}{N_0^{\xi(N_1)}} \| F_0 \| \| F_2 \|,
\end{equation}

where $A$ depends on the $b$'s, whereas $B = s_0 + s_2$ in all cases. Therefore, by the argument shown in (4.4) it suffices to check that $B \geq A$ and $B \geq 0$, and moreover that $A = B = 0$ cannot happen. Note that $B \geq 0$ is the same as (6.9). Logarithmic factors are estimated as in (4.4).

- If $\frac{3}{2} \xi(N_1) \lesssim (N_1)^{1-b_1-b_2}$, then $A = 2 - s_1 - b_1 - b_2$, hence $B \geq A$ is (6.3), and (6.17) excludes $A = B = 0$.
- If $\frac{3}{2} \xi(N_1) \lesssim (N_1)^{\frac{1}{2}-b_2}$, then $A = \frac{3}{2} - s_1 - b_2$, hence $B \geq A$ is (6.5), and (6.17) excludes $A = B = 0$.
- If $\frac{3}{2} \xi(N_1) \lesssim 1$, then $A = 1 - s_1$, so $B \geq A$ is (6.6), and (6.17) excludes $A = B = 0$.
- If $\frac{3}{2} \xi(N_1) \lesssim (N_1)^\varepsilon$, then $A = 1-s_1 + \varepsilon$. But now either $b_2 = \frac{1}{2}$ or $b_1 + b_2 = 1$, so (6.14) or (6.13), respectively, guarantee that (6.6) is strict, hence $B > A$ for $\varepsilon > 0$ small enough.
- If $\frac{3}{2} \xi(N_1) \lesssim (N_1)^{\frac{1}{2}-b_2+\varepsilon}$, then $A = \frac{3}{2} - s_1 - b_2 + \varepsilon$. But now $b_1 = \frac{1}{2}$, so (6.11) implies that (6.5) is strict, hence $B > A$ for $\varepsilon > 0$ small enough.

6.1.2. The subcase $L_2 \geq N_1$. Restricting (6.18) accordingly, and noting that (4.10) now holds with $C^2 \sim N_1^{\xi} L_1$, we get

\begin{equation}
S_N \lesssim N_1^{2\xi(N_1)} \| F_0 \| \| F_1 \| \| F_2 \|,
\end{equation}
where
\[
\gamma(N) = \sum_{L} \chi_{L_1 \leq L_2 \chi_{L_2 \geq N}} L_{1}^{\frac{1}{2} - b_1} L_{2}^{-b_2}. \tag{6.26}
\]
Recalling that \( b_1 + b_2 > \frac{1}{2} \) and \( b_2 > 0 \), by (6.19) and (6.4), we find
\[
\gamma(N) \sim \sum_{L_2 \geq N} L_{2}^{-b_2} \times \begin{cases} 
L_2^{\frac{1}{2} - b_1} & \text{if } b_1 < \frac{1}{2} \\
\log(L_2) & \text{if } b_1 = \frac{1}{2} \\
1 & \text{if } b_1 > \frac{1}{2}
\end{cases}
\tag{6.27}
\]
Applying this in (6.26), we again get (6.24) with \( b = s_0 + s_2 \), and with the choice of \( A \) depending on the \( b \)'s. So it is enough to check that \( B \geq A \) and \( B \geq 0 \), and moreover that \( A = B = 0 \) cannot happen. Note that \( B \geq 0 \) is the same as (6.9).

- If \( b_1 < \frac{1}{2} \), then \( A = 2 - s_1 - b_1 - b_2 \), hence \( B \geq A \) is (6.3), and (6.17) excludes \( A = B = 0 \).
- If \( b_1 = \frac{1}{2} \), then \( A = \frac{1}{2} - s_1 - b_2 + \varepsilon \) for any \( \varepsilon > 0 \). But (6.11) implies (6.5) strict, hence \( B > A \) for \( \varepsilon > 0 \) small enough.
- If \( b_1 > \frac{1}{2} \), then \( A = \frac{1}{2} - s_1 - b_2 \), hence \( B \geq A \) is (6.5), and (6.17) excludes \( A = B = 0 \).

**Remark 6.2.** Note that the conditions (6.7), (6.8) and (6.10) were not used in the HLH case, and moreover we did not use (6.11), due to the symmetry assumption \( L_1 \leq L_2 \). These conditions can therefore also be deleted from the exceptional rules, and in particular (6.12), (6.13) and (6.16) are not needed at all.

6.2. **The HHL case.** This works by an obvious modification of the argument for the HLH case, and the analogue of Remark 6.2 remains valid (now it is the conditions (6.7), (6.9), (6.10) and (6.4) that are not needed, with the corresponding changes to the exceptional rules).

6.3. **The HHL case.** This works by an obvious modification of the preceding argument for the HLH case, and in particular Remark 6.2 remains valid (now the conditions (6.7), (6.9), (6.10) and (6.4) are not needed, with the corresponding changes to the exceptional rules).

6.4. **The LHH case.** Here we assume \( N_0 \leq N_1 \sim N_2 \), so now (6.10) holds with
\[
C \sim N_0^{\frac{1}{2}} L_{1}^{\frac{1}{2} \left[ \min \left( N_1^{2} , N_1 L_2 \right) \right]^{\frac{1}{2}}}. \tag{6.28}
\]
To resolve the minimum, we split into the cases \( L_2 \leq N_0^2 / N_1 \) and \( L_2 > N_0^2 / N_1 \).

6.4.1. *The subcase \( L_2 \leq N_0^2 / N_1 \).* We restrict accordingly in (6.18). Since also \( L_2 \geq 1 \), we must assume \( N_0 \geq N_1^{\frac{1}{2}} \). Now \( C^2 \sim N_0 N_1 L_1 L_2 \), hence
\[
S_N \lesssim N_0^{\frac{1}{2}} N_1^{\frac{1}{2}} \sigma_1 \left( \frac{N_0^2}{N_1} \right) \left\| F_0^{N_0} \right\| \left\| F_1^{N_1} \right\| \left\| F_2^{N_2} \right\|, \tag{6.29}
\]

where \( \sigma_n \) is defined as in (6.22). Applying (6.23) we get, for some \( A, B \in \mathbb{R} \) depending on the \( b \)'s,

\[
\sum_{\mathcal{N}} \frac{\chi_{N_2^2 \leq N_0 \leq N_1 \sim N_2}}{N_0^{-s_0} N_1^{s_1} N_2^{s_2}} S_{\mathcal{N}} \lesssim \sum_{\mathcal{N}} \frac{\chi_{N_1^2 \leq N_0 \leq N_1 \sim N_2}}{N_0^{s_0} N_1^{s_1} N_2^{s_2}} \left\| F_0^{N_0} \right\| \left\| F_1^{N_1} \right\| \left\| F_2^{N_2} \right\| \lesssim \left\| F_0 \right\| \sum_{N_1, N_2} \chi_{N_1 \sim N_2} \frac{\Xi_A(N_1)}{N_1^s} \left\| F_1^{N_1} \right\| \left\| F_2^{N_2} \right\|,
\]

where

\[
\Xi_A(N) = \sum_M \chi_{N_2^2 \leq M \leq N} M^A \sim \begin{cases}
N^A & \text{if } A > 0, \\
\log(N) & \text{if } A = 0, \\
N^{A/2} & \text{if } A < 0.
\end{cases}
\]

The desired estimate follows provided that (i) \( B \geq A \), (ii) \( 2B \geq A \) and (iii) we exclude \( A = B = 0 \), since this guarantees \( \Xi_A(N_1) \lesssim N_1^B \), hence we can apply the Cauchy-Schwarz inequality. Logarithmic factors are estimated as in (4.4).

- If the first alternative in (6.23) holds, then \( A = \frac{3}{2} - 2(b_1 + b_2) - s_0 \) and \( B = s_1 + s_2 + \frac{1}{2} - (b_1 + b_2) \), so \( B \geq A \) and \( 2B \geq A \) are the same as (6.3) and (6.7), respectively. Moreover, if \( A = 0 \), then (6.16) guarantees that \( B > 0 \).
- In the cases where we pick up the bound 1 in (6.23), then \( A = \frac{1}{2} - s_0 \) and \( B = s_1 + s_2 - \frac{1}{2} \), so \( B \geq A \) and \( 2B \geq A \) are the same as (6.6) and (6.7), respectively, and \( A = 0 \) implies \( B > 0 \), in view of (6.16).
- If the third to last alternative in (6.23) applies, then \( A = \frac{3}{2} - 2b_2 - s_0 \) and \( B = s_1 + s_2 - b_2 \), so \( B \geq A \) and \( 2B \geq A \) are the same as (6.5) and (6.7), respectively, and \( A = 0 \) implies \( B > 0 \), by (6.16).
- In the cases where we bound by one or two logarithmic factors alone, \( A = \frac{1}{2} + 2\varepsilon - s_0 \) and \( B = s_1 + s_2 + \varepsilon - \frac{1}{4} \). But this only comes up if either \( b_2 = \frac{1}{4} \) or \( b_1 + b_2 = 1 \), hence (6.10) is strict, by (6.14) or (6.15), respectively. Therefore, \( B > A \) for \( \varepsilon > 0 \) small enough, whereas \( 2B \geq A \) is the same as (6.7).
- Finally, if the fourth alternative in (6.23) prevails, then \( A = \frac{3}{2} - 2b_2 + 2\varepsilon - s_0 \) and \( B = s_1 + s_2 - b_2 + \varepsilon \). But now \( b_1 = \frac{1}{4} \), so (6.14) guarantees that (6.5) is strict, hence \( B > A \) for \( \varepsilon > 0 \) small enough, whereas \( 2B \geq A \) is the same as (6.7).

6.4.2. The subcase \( L_2 > N_0^2/N_1 \). Applying this restriction in (6.18), and noting that (4.10) now holds with \( C^2 \sim N_0^3 L_1 \), we get

\[
S_{\mathcal{N}} \lesssim N_0^{-2} \gamma \left( 1 + \frac{N_2^2}{N_1} \right) \left\| F_0^{N_0} \right\| \left\| F_1^{N_1} \right\| \left\| F_2^{N_2} \right\|,
\]

where \( \gamma \) is defined as in (6.26). Since \( \gamma \) is evaluated at \( 1 + N_2^2/N_1 \), we split further into the subcases \( N_0 \leq N_1^2 \) and \( N_0 > N_1^2 \).

First, if \( N_0 \leq N_1^2 \), then by (6.27) the \( \gamma \)-factor in (6.31) is \( O(1) \), hence

\[
\sum_{\mathcal{N}} \frac{\chi_{N_1 \sim N_2} \chi_{N_0 \leq N_1^2 N_2}}{N_0^{-s_0} N_1^{s_1} N_2^{s_2}} S_{\mathcal{N}} \lesssim \left\| F_0 \right\| \sum_{N_1, N_2} \chi_{N_1 \sim N_2} \frac{\Sigma_A(N_1^2)}{N_1^s} \left\| F_1^{N_1} \right\| \left\| F_2^{N_2} \right\|,
\]
where \( A = \frac{3}{2} - s_0 \), \( B = s_1 + s_2 \) and \( \Sigma_A \) is defined as in (1.10). Thus, it suffices to check that (i) \( 2B \geq A \), (ii) \( B \geq 0 \) and (iii) we exclude \( A = B = 0 \). But this follows from, respectively, (6.7), (6.8) and (6.10).

Second, if \( N_0 > N_0^2 \), then \( \gamma \left( 1 + \frac{N_0^2}{N_0} \right) \sim \gamma \left( \frac{N_0^2}{N_0} \right) \), so applying (6.24), we get (6.30) for some \( A, B \in \mathbb{R} \), and then it is enough to check that (i) \( B \geq A \), (ii) \( 2B \geq A \) and (iii) we exclude \( A = B = 0 \).

- If \( b_1 < \frac{1}{2} \), then \( A = \frac{3}{2} - 2(b_1 + b_2) - s_0 \) and \( B = s_1 + s_2 + \frac{1}{2} - (b_1 + b_2) \), so \( B \geq A \) and \( 2B \geq A \) are the same as (6.3) and (6.7), respectively. Moreover, \( A = 0 \) implies \( B > 0 \), in view of (6.16).
- If \( b_1 > \frac{1}{2} \), then \( A = \frac{3}{2} - 2b_2 - s_0 \) and \( B = s_1 + s_2 - b_2 \), so \( B \geq A \) and \( 2B \geq A \) are the same as (6.3) and (6.7), respectively, and \( A = 0 \) implies \( B > 0 \), by (6.16).
- If \( b_1 = \frac{1}{2} \), then \( A = \frac{3}{2} - 2b_2 + 2\varepsilon - s_0 \) and \( B = s_1 + s_2 - b_2 + \varepsilon \) for any \( \varepsilon > 0 \). But (6.11) guarantees that \( B > A \) for \( \varepsilon > 0 \) small enough, and \( 2B \geq A \) is the same as (6.7).

6.5. **The case** \( N_0 \ll N_1 \sim N_2 \) with \( \pm_1 = \pm_2 \). For later use we observe that the hypotheses can then be relaxed. Taking into account (4.12), we conclude that (4.10) now holds with

\[
(6.33) \quad C \sim N_0 L_1^\frac{1}{2} \left( \min (N_0, L_2) \right)^{\frac{1}{2}},
\]

hence the argument in [6.1] applies (after a relabeling of the \( N \)'s), and in particular Remark 6.2 applies.

6.6. **The case** \( b_1 + b_2 = \frac{1}{2} \). Then (6.3) becomes \( s_0 + s_1 + s_2 \geq \frac{3}{2} \), and (6.4)–(6.7) are redundant. The argument in [6.3] does not quite work, since we only get (6.21) up to multiplication of the right hand side by the divergent sum

\[
\sum_{L_2} L_{2}^{-b_2} \sum_{L_1 \leq L_2} L_1^{\frac{1}{2} - b_1} \sim \sum_{L_2} L_{2}^{-b_2} L_1^{\frac{1}{2} - b_1} = 1.
\]

So we must find ways to avoid this divergence. There is no problem if we restrict to \( L_1 \sim L_2 \), since then \( S_N \lesssim (N_{\min}^{012})^{\frac{1}{2}} \left\| F_0^{N_0} \right\| \sum_{L_1 \sim L_2} \left\| F_1^{N_1, L_1} \right\| \left\| F_2^{N_2, L_2} \right\| \), and (5.5) follows by the Cauchy-Schwarz inequality.

So from now on we restrict the summation in \( S_N \) to \( L_1 \ll L_2 \). We also split \( S_N \) depending on the signs \( (\pm_1, \pm_2) \) of the temporal frequencies \( (\tau_1, \tau_2) \), as in (1.8). It is enough to estimate \( S_N^{(+,+)} \) and \( S_N^{(+,-)} \). We shall use the fact that, since \( b_1 \in (0, \frac{1}{2}) \) and \( b_1 + b_2 = \frac{1}{2} \), (6.23) gives

\[
\sigma_p(N) \lesssim N^p,
\]

for all \( p > 0 \).

6.6.1. **The case** \((+,+)\). Then (4.10) holds with

\[
(6.35) \quad C \sim N_{\min}^{012} L_1^{\frac{1}{2} \left( \min (N_{\min}^{012}, L_2) \right)^{\frac{1}{2}}},
\]

and to resolve the minimum we split into \( L_2 \lesssim N_{\min}^{012} \) and \( L_2 \gg N_{\min}^{012} \).

If \( L_2 \lesssim N_{\min}^{012} \), then \( S_N^{(+,+)} \lesssim N_{\min}^{012} \sigma_{\frac{1}{2}} (N_{\min}^{012}) \left\| F_0^{N_0} \right\| \left\| F_1^{N_1} \right\| \left\| F_2^{N_2} \right\| \) with \( \sigma_p \) defined as in (6.22), and (6.33) implies (6.35) so we are done.

Now assume \( L_2 \gg N_{\min}^{012} \). Since \( \tau_0 + \tau_1 + \tau_2 = 0 \) in \( J(\cdots) \), we have

\[
(6.36) \quad (-\tau_0 - |\xi_0|) + (-\tau_1 + |\xi_1|) + (-\tau_2 + |\xi_2|) - (|\xi_1| + |\xi_2| - |\xi_0|) = 0,
\]
so in absolute value, the two largest of the four terms in parentheses must be comparable. But the second term is \(O(L_1)\), so it is negligible compared to the third term, which is comparable to \(L_2\) in absolute value. As for the fourth term, its absolute value is comparable to, since \(\xi_0 + \xi_1 + \xi_2 = 0\),

\[
\min (|\xi_1|, |\xi_2|) \leq \theta(\xi_1, \xi_2)^2 \sim N_{\min}^{12}\theta(\xi_1, \xi_2)^2,
\]

which is negligible compared to the third term if \(N_0 \sim N_{\max}^{12}\), since then \(L_2 \gg N_{\min}^{12}\). So if \(N_0 \sim N_{\max}^{12}\), then \(|\tau_0 + |\xi_0| \sim |\xi_2| \sim L_2\), and (6.10) gives \(S^{(+,+)}_N \lesssim (N_{\min}^{12})^{12} \| F^N_1 \| \sum L_j \| \chi_{|\tau_0 + |\xi_0| \sim L_2} F_0^N \| \| F_{2N_1} \|\), so we can sum \(L_2\) using the Cauchy-Schwarz inequality, thus obtaining (6.5).

It remains to consider the case

\[N_0 \ll N_1 \sim N_2.\]

Then the preceding argument does not work, since we only know that \(L_2 \gg N_0\), whereas the fourth term in (6.30) is comparable to \(N_1 \gg N_0\). To get around this problem, we first apply a standard decomposition into cubes. Letting \(Q\) be a tiling of \(\mathbb{R}^3\) into almost disjoint cubes \(Q\) of sidelength \(N_0\), we write

\[
S^{(+,+)}_N = \sum_{Q_1,Q_2 \in Q} a^{(Q_1,Q_2)}_N,
\]

where

\[
a^{(Q_1,Q_2)}_N = \sum_{L_1,L_2} \chi_{L_1 \leq L_2} \chi_{N_0 \leq L_2} \chi_{N_0 \leq N_1 \sim N_2} L_1^{-b_1} L_2^{-b_2} \times J \left( F_0^N, \chi_{Q_1} \chi_{Q_2} F_1^{N_1} L_1^{b_1}, \chi_{Q_2} F_2^{N_2} L_2^{b_2} \right).
\]

In the integral defining \(J(\cdots)\), \(\xi_0\) is now restricted to the ball \(\{ \xi : |\xi| \leq cN_0 \}\) for some absolute constant \(c \geq 1\). On the other hand, \(\xi_0 = -\xi_1 - \xi_2\), where \(\xi_1 \in Q_1\) and \(\xi_2 \in Q_2\). Therefore, once \(Q_1 \in Q\) has been chosen, the choice of \(Q_2\) is limited to a subset \(Q(Q_1) \subset Q\) of cardinality \(O(1)\). Thus, it will be enough to show

\[
a^{(Q_1,Q_2)}_N \lesssim \min \left( N_0^{\frac{3}{2}}, \| F_0^N \|, \| \chi_{Q_1} \chi_{Q_2} F_1^{N_1} \|, \| \chi_{Q_2} F_2^{N_2} \| \right),
\]

since then we can just sum over \(Q_1 \in Q\) and \(Q_2 \in Q(Q_1)\) and apply the Cauchy-Schwarz inequality to obtain the corresponding inequality for \(S^{(+,+)}_N\).

We have

\[
Q_1 = \xi_1^* + [0,N_0]^3, \quad Q_2 = \xi_2^* + [0,N_0]^3,
\]

for some \(\xi_1^*, \xi_2^* \in \mathbb{R}^3\) such that

\[
|\xi_1^*|, |\xi_2^*| \sim N_1 \sim N_2 \gg N_0, \quad |\xi_1^* + \xi_2^*| \lesssim N_0.
\]

From (6.36) we get

\[
\tau_0 + |\xi_0| = (\tau_1 + |\xi_1|) + (\tau_2 + |\xi_2|) + |\xi_1| + |\xi_2| - |\xi_1 + \xi_2| = O(L_1) + (\tau_2 + |\xi_2|) + |\xi_1^*| + |\xi_2^*| - |\xi_1^* + \xi_2^*| + O(N_0).
\]

But \(|\tau_2 + |\xi_2|| \sim L_2\), whereas \(L_1 \ll L_2\) and \(N_0 \ll L_2\). We conclude that

\[
\tau_0 + |\xi_0| \in p + I_{L_2},
\]

where \(p = p(Q_1,Q_2) = |\xi_1^* + |\xi_2^* - |\xi_1^* + \xi_2^*|\) and \(I_{L_2} = [-cL_2, -c^{-1}L_2] \cup [c^{-1}L_2, cL_2]\) for some absolute constant \(c \gg 1\).
By the Sobolev type estimate, (6.39), we can therefore dominate $a_{N}^{(Q_{1}, Q_{2})}$ by

$$N_{1}^{2} \left\| \chi_{R \times Q_{1}} F_{N_{1}^{1}}^{1} \left( \sum_{L_{2}} \left| \chi_{\tau_{0} + |\xi_{0}| \in \mathbb{P} + L_{2}} F_{0}^{N_{0}} \right| \left| \chi_{R \times Q_{2}} F_{2}^{N_{2}, L_{2}, +} \right| \right) \right\|,$$

and (6.37) then follows by the Cauchy-Schwarz inequality, since

$$\left( \sum_{L_{2}} \left( \chi_{\tau_{0} + |\xi_{0}| \in \mathbb{P} + L_{2}} F_{0}^{N_{0}} \right) \right)^{1/2} = \left( \sum_{L_{2}} \chi_{\tau_{0} + |\xi_{0}| \in \mathbb{P} + L_{2}} F_{0}^{N_{0}} \right) \sim \left\| F_{0}^{N_{0}} \right\|.$$

6.6.2. The case $(+,-)$. First observe that when $N_{0} \sim N_{\max}^{12}$, we have exactly the same estimates as in the $(+,+)$ case, hence we proceed as we did there. The only difference is that (6.36) must now be replaced by one of the following:

(6.41) $\left( -\tau_{0} + |\xi_{0}| \right) + \left( -\tau_{1} + |\xi_{1}| \right) + \left( -\tau_{2} - |\xi_{2}| \right) - \left( |\xi_{0}| + |\xi_{1}| - |\xi_{2}| \right) = 0$,

(6.42) $\left( -\tau_{0} - |\xi_{0}| \right) + \left( -\tau_{1} + |\xi_{1}| \right) + \left( -\tau_{2} - |\xi_{2}| \right) + \left( |\xi_{0}| + |\xi_{2}| - |\xi_{1}| \right) = 0$.

Specifically, we use (6.41) if $|\xi_{1}| \leq |\xi_{2}|$ and (6.42) otherwise. Then the fourth terms in (6.41) or (6.42), respectively, are dominated in absolute value by $N_{\min}^{12}$, whereas in the $(+,+)$ case we had the bound $N_{\min}^{12}$.

We are then left with the case

$$N_{0} \ll N_{1} \sim N_{2}.$$

The estimates are then less favorable than in the $(+,+)$ case, since now (4.10) holds with $C$ as in (6.28).

If we restrict to $L_{2} \lesssim N_{0}^{2}/N_{1}$, then

$$S_{N}^{(+,-)} \lesssim N_{0}^{2} N_{1}^{3/2} \sigma_{1}^{2} \left( N_{0}^{2} \right) \left\| F_{0}^{N_{0}} \right\| \left\| F_{1}^{N_{1}} \right\| \left\| F_{2}^{N_{2}} \right\|,$$

and in view of (6.34) we then get the desired estimate.

Now consider $L_{2} \gg N_{0}^{2}/N_{1}$. We reduce to proving (6.37) for

$$a_{N}^{(Q_{1}, Q_{2})} = \sum_{L_{1}, L_{2}} \chi_{L_{1} \ll L_{2}} \chi_{N_{1}^{2} \ll N_{1}^{2}} \chi_{N_{0} \ll N_{1} \sim \sim N_{2}} L_{1}^{-b_{1}} L_{2}^{-b_{2}} \times J \left( F_{0}^{N_{0}}, \chi_{R \times Q_{1}} F_{1}^{N_{1}, L_{1}, +}, F_{2}^{N_{2}, L_{2}, -} \right),$$

where $Q_{1}$ and $Q_{2}$ are as in (6.38)–(6.39).

If we use (4.9), we get (6.37) up to multiplication by the sum (recall $b_{1} \in (0, 1/2)$ and $b_{1} + b_{2} = 1/2$)

$$\sum_{L_{1}, L_{2}} \chi_{L_{1} \ll L_{2}} \chi_{N_{1}^{2} \ll N_{1}^{2}} L_{1}^{-b_{1}} L_{2}^{-b_{2}} \sim \sum_{L_{2}} \chi_{N_{1}^{2} \ll N_{1}^{2}} 1,$$

but this diverges, of course. To avoid this divergence, we shall use some orthogonality properties.

Since we are in the case $N_{0} \ll N_{1} \sim N_{2}$ with opposite signs, it makes sense to decompose using thickened null hyperplanes instead of cones. So as a replacement for (6.41)–(6.42) we try the following: Set $\omega = \xi_{1}^{*}/|\xi_{1}^{*}|$, where $\xi_{1}^{*}$ is one corner of the cube $Q_{1}$, as in (6.38)–(6.39). Since $\tau_{0} + \tau_{1} + \tau_{2} = 0$ and $\xi_{0} + \xi_{1} + \xi_{2} = 0$, we have

(6.43) $\left( -\tau_{0} + \xi_{0} \cdot \omega \right) + \left( -\tau_{1} + |\xi_{1}| \right) + \left( -\tau_{2} - |\xi_{2}| \right) - \left( |\xi_{1}| - \xi_{1} \cdot \omega \right) - \left( |\xi_{2}| + \xi_{2} \cdot \omega \right) = 0.$
Note that
\[
(6.44) \quad |\xi_1| - \xi_1 \cdot \omega = O \left( N_1 \theta(\xi_1, \omega)^2 \right) = O \left( \frac{N_0^2}{N_1} \right),
\]
where the last equality holds since \( \xi_1 \in Q_1 \), hence \( \theta(\xi_1, \omega) \lesssim N_0/N_1 \).

Similarly, since \( \xi_2 \in Q_2 \), and since \( -Q_2 \) is within an \( O(N_0) \)-neighborhood of \( Q_1 \), by the assumption (6.38), we find that
\[
(6.45) \quad |\xi_2| + \xi_2 \cdot \omega = O \left( \frac{N_0^2}{N_1} \right).
\]
Since \( N_0^2/N_1 \ll L_2 \) and \( L_1 \ll L_2 \), we can conclude from (6.43)–(6.45) that
\[
|\tau_0 + \xi_0 \cdot \omega| \sim |\tau_2 - |\xi_2|| \sim L_2,
\]

hence \( L_2 \) can be summed by the Cauchy-Schwarz inequality.

7. The case \( 0 < b_0, b_1, b_2 \)

Then the product law reads:

**Theorem 7.1.** Let \( n = 3 \). Assume
\[
(7.1) \quad b_0, b_1, b_2 > 0
\]
\[
(7.2) \quad b_0 + b_1 + b_2 \geq \frac{1}{2}
\]
\[
(7.3) \quad s_0 + s_1 + s_2 \geq 2 - (b_0 + b_1 + b_2)
\]
\[
(7.4) \quad s_0 + s_1 + s_2 \geq \frac{3}{2} - (b_0 + b_1)
\]
\[
(7.5) \quad s_0 + s_1 + s_2 \geq \frac{3}{2} - (b_0 + b_2)
\]
\[
(7.6) \quad s_0 + s_1 + s_2 \geq \frac{3}{2} - (b_1 + b_2)
\]
\[
(7.7) \quad s_0 + s_1 + s_2 \geq 1
\]
\[
(7.8) \quad (s_0 + b_0) + 2s_1 + 2s_2 \geq \frac{3}{2} \quad (H \ L \ H)
\]
\[
(7.9) \quad 2s_0 + (s_1 + b_1) + 2s_2 \geq \frac{3}{2} \quad (H \ L \ H)
\]
\[
(7.10) \quad 2s_0 + 2s_1 + (s_2 + b_2) \geq \frac{3}{2} \quad (H \ H \ L)
\]
\[
(7.11) \quad s_1 + s_2 \geq 0 \quad \text{(L H H)}
\]
\[
(7.12) \quad s_0 + s_2 \geq 0 \quad \text{(H L H)}
\]
\[
(7.13) \quad s_0 + s_1 \geq 0 \quad \text{(H H L)}
\]
as well as the exceptions:
\[
(7.14) \quad \text{If } b_0 = \frac{1}{2}, \ \text{then } (7.3) = (7.4) \text{ must be strict.}
\]
\[
(7.15) \quad \text{If } b_1 = \frac{1}{2}, \ \text{then } (7.3) = (7.5) \text{ must be strict.}
\]
\[
(7.16) \quad \text{If } b_2 = \frac{1}{2}, \ \text{then } (7.4) = (7.5) \text{ must be strict.}
\]
\[
(7.17) \quad \text{If } b_0 + b_1 = \frac{1}{2}, \ \text{then } (7.4) = (7.7) \text{ must be strict.}
\]
\[
(7.18) \quad \text{If } b_0 + b_2 = \frac{1}{2}, \ \text{then } (7.4) = (7.7) \text{ must be strict.}
\]
If \( b_1 + b_2 = \frac{1}{2} \), then (7.6) = (7.7) must be strict.

If \( b_0 + b_1 + b_2 = 1 \), then (7.3) = (7.7) must be strict.

We require (7.5) to be strict if \( s_0 + b_0 \) takes one of the values \( \frac{3}{2}, \frac{1}{2} + 2b_0, \frac{3}{2} - 2b_1, \frac{3}{2} - 2b_2 \) or \( \frac{5}{2} - 2(b_1 + b_2) \).

We require (7.3) to be strict if \( s_1 + b_1 \) takes one of the values \( \frac{3}{2}, \frac{1}{2} + 2b_1, \frac{3}{2} - 2b_0, \frac{3}{2} - 2b_2 \) or \( \frac{5}{2} - 2(b_0 + b_2 + b_2) \).

We require (7.10) to be strict if \( s_2 + b_2 \) takes one of the values \( \frac{3}{2}, \frac{1}{2} + 2b_2, \frac{3}{2} - 2b_0, \frac{3}{2} - 2b_1 \) or \( \frac{5}{2} - 2(b_0 + b_1) \).

If one of (7.3)–(7.7) is an equality, then (7.11)–(7.13) must be strict.

Then \( \left( s_0, s_1, s_2 \right) \) is a product.

Remark 7.2. For later use we note that

\[
\tag{7.25}
S_0 + 2(s_1 + s_2) \geq 1 + 2\varepsilon,
\]

for some \( \varepsilon > 0 \). This follows from (7.7) if \( s_1 + s_2 > 0 \). If \( s_1 + s_2 = 0 \), on the other hand, then we infer from (7.24) that (7.7) is strict, so again the desired inequality holds. Applying the same argument to (7.3), we find that

\[
\tag{7.26}
S_0 + 2(s_1 + s_2) + b_0 + b_1 + b_2 \geq 2 + 2\varepsilon,
\]

for some \( \varepsilon > 0 \).

We now prove Theorem 7.1. By symmetry we may assume \( L_0 \geq L_2 \geq L_1 \). Then \( P = \left( s_0, s_1, s_2 \right) \) is a product if \( P' = \left( s_0', s_1, s_2' \right) \) is. So we go ahead and check whether \( P' \) satisfies the hypotheses of Theorem 6.1 (replace \( b_2 \) by \( b_2' = b_0 + b_2 \) there). This is indeed seen to be the case if we restrict to the HLH and HHL interactions, since then Remark 6.2 applies. Furthermore, the LHH interaction is also admissible if \( b_0 + b_1 + b_2 = \frac{1}{2} \), since then (7.7)–(7.10) are all strict, and in particular (6.4)–(6.7) are strict for \( P' \), hence the rules (6.11)–(6.16) are redundant.

In view of these reductions, we may assume \( b_0 + b_1 + b_2 > \frac{1}{2} \), and we need only consider the case \( N_0 \ll N_1 \sim N_2 \). Then we shall prove (6.4) with

\[
\tag{7.27}
S_N = \sum_L \chi_{L_1 \leq L_2 \leq L_0} \frac{J \left( F^{0}_{0, N_0, L_0}, F^{1}_{1, N_1, L_1}, F^{2}_{2, N_2, L_2} \right)}{J^{b_0}_{0} J^{b_1}_{1} J^{b_2}_{2}},
\]

where now \( L = (L_0, L_1, L_2) \). By the estimates in (4.3) we deduce that

\[
\tag{7.28}
J \left( F^{0}_{0, N_0, L_0}, F^{1}_{1, N_1, L_1}, F^{2}_{2, N_2, L_2} \right) \leq C \left\| F^{0}_{0, N_0} \right\| \left\| F^{1}_{1, N_1} \right\| \left\| F^{2}_{2, N_2} \right\|
\]

holds with

\[
\tag{7.29}
C \sim N_0^2 L_1^{\frac{1}{2}} L_2^{\frac{1}{2}} \left[ \min \left( N_0^2, N_1 L_2, N_0 L_0 \right) \right]^{\frac{1}{2}}.
\]

To resolve the minimum, we distinguish \( L_0 \geq N_0 \) and \( L_0 < N_0 \), and in the latter case we split further into \( L_2 \leq (N_0/N_1) L_0 \) and \( L_2 > (N_0/N_1) L_0 \).

7.1. The case \( L_0 \geq N_0 \). Then we remove \( N_0 L_0 \) from the minimum in (7.29), and we sum out \( L_0 \) using

\[
\sum_{L_0 \geq N_0} L_0^{-b_0} \sim N_0^{-b_0}
\]

which holds since \( b_0 > 0 \). We can then proceed as in (6.4) but replacing \( S_0 \) there by \( S'_0 = s_0 + b_0 \). Thus, we replace \( P = \left( s_0, s_1, s_2 \right) \mid_{LHH} \) by \( P' = \left( s_0 + b_0, s_1, s_2 \right) \mid_{LHH} \).
Again we go ahead and check whether the hypotheses on \( P \) imply the relevant conditions on \( P' \). This is indeed seen to be the case if \( b_1 + b_2 \geq \frac{1}{2} \). The only point which is not completely trivial is that the rule (7.21) takes care of all the exceptional values in (6.10) apart from \( s_0' = s_0 + b_0 = \frac{1}{2} \). But if \( s_0 + b_0 = \frac{1}{2} \), then (7.8) (which is the same as (6.7) for \( P' \)) must be strict, for if it were an equality we would have \( s_1 + s_2 = \frac{1}{2} \), but then (7.7) implies \( s_0 \geq \frac{1}{2} \), contradicting \( s_0 + b_0 = \frac{1}{2} \). Thus, \( P' \) is indeed a product if \( b_1 + b_2 \geq \frac{1}{2} \).

This still leaves the case
\[
b_1 + b_2 < \frac{1}{2}.
\]

Now we do not sum \( L_0 \) right away, but repeat instead the LHH argument in (6.24) as far as possible; the argument only fails because we use (6.27) to estimate the \( \gamma \)-factor in (6.31), but now the sum in (6.27) diverges, since \( b_1 + b_2 < \frac{1}{2} \). However, we now have \( L_2 \leq L_0 \), so the divergent sum can be replaced by
\[
\delta(L_0) = \sum_{L_1 \leq L_2 \leq L_0} \chi_{L_1 \leq L_2 \leq L_0} \frac{1}{L_2} L_1^{-b_1} L_2^{-b_2} \sim \sum_{L_2 \leq L_0} L_2^{-\frac{1}{2}b_1} L_2^{-b_2} \sim L_0^{-\frac{1}{2}b_1 - b_2}.
\]

Thus, \( \gamma(\ldots) \) in (6.31) can be replaced by \( \sum_{L_0 \geq N_0} L_0^{\frac{1}{2}b_0 - b_1 - b_2} \sim N_0^{-\frac{1}{2}b_0 - b_1 - b_2} \), hence
\[
S_N \lesssim N_0^{2b_0 - b_1 - b_2} \|F_0^{N_0}\| \|F_1^{N_1}\| \|F_2^{N_2}\|,
\]
so setting \( A = 2 - s_0 - b_0 - b_1 - b_2 \) and \( B = s_1 + s_2 \), it suffices to check that (i) \( B \geq A \), (ii) \( B \geq 0 \) and (iii) we exclude \( A = B = 0 \). But this follows from, respectively, (7.3), (7.22) and (7.24).

7.2. The case \( L_0 < N_0 \) with \( L_2 \leq (N_0/N_1)L_0 \). Then \( N_1 \leq N_1 L_2 \leq N_0 L_0 \leq N_0^2 \), hence \( N_1^2 \leq N_0 \). Since (7.29) now reads \( C^2 \sim N_0 N_1 L_1 L_2 \), we get
\[
S_N \lesssim N_0^2 N_1^2 \kappa \left( N_0, N_0/N_1 \right) \|F_0^{N_0}\| \|F_1^{N_1}\| \|F_2^{N_2}\|,
\]
where we write, for \( 0 < r \leq 1 \) and \( p > 0 \),
\[
\kappa_p(N_0, r) = \sum_{L} \chi_{L_1 \leq L_2 \leq r L_0} \chi_{L_0 \leq N_0 L_0^{b_0} L_1^{-b_1} L_2^{-b_2}} \chi_{r^{-1} \leq L_0 \leq N_0 L_0^{b_0} \sigma_p(r L_0)},
\]
with \( \sigma_p \) as in (6.22). Then by (6.22),
\[
\kappa_p(N_0, r) \lesssim r^{b_0} \sum_{L_0} \chi_{1 \leq r L_0 \leq r N_0} \left\{ \begin{array}{ll}
(r L_0)^{\frac{1}{2} + p - b_0 - b_1 - b_2} & b_1 < \frac{1}{2}, b_1 + b_2 < \frac{1}{2} + p \\
(r L_0)^{-b_0} \log(r L_0) & b_1 < \frac{1}{2}, b_1 + b_2 \geq \frac{1}{2} + p \\
(r L_0)^{-b_0} & b_1 < \frac{1}{2}, b_1 + b_2 > \frac{1}{2} + p \\
(r L_0)^{p - b_0 - b_2} \log(r L_0) & b_1 = \frac{1}{2}, b_2 < p \\
(r L_0)^{-b_0} \log^2(r L_0) & b_1 = \frac{1}{2}, b_2 = p \\
(r L_0)^{-b_0} & b_1 = \frac{1}{2}, b_2 > p \\
(r L_0)^{p - b_0 - b_2} & b_1 > \frac{1}{2}, b_2 < p \\
(r L_0)^{-b_0} \log(r L_0) & b_1 > \frac{1}{2}, b_2 = p \\
(r L_0)^{-b_0} & b_1 > \frac{1}{2}, b_2 > p.
\end{array} \right.
\]
Thus, recalling also that

\[
\begin{align*}
\kappa_p &\lesssim \left\{ \begin{array}{ll}
\rho_{b_0} (rN_0)^{\frac{1}{2} + \rho - b_0 - b_1 - b_2} & \text{if } b_1 < \frac{1}{2}, b_1 + b_2 < \frac{1}{2} + p, b_0 + b_1 + b_2 < \frac{1}{2} + p \\
\rho_{b_0} \log (rN_0) & \text{if } b_1 < \frac{1}{2}, b_1 + b_2 < \frac{1}{2} + p, b_0 + b_1 + b_2 = \frac{1}{2} + p \\
\rho_{b_0} & \text{if } b_1 < \frac{1}{2}, b_1 + b_2 < \frac{1}{2} + p, b_0 + b_1 + b_2 > \frac{1}{2} + p \\
\rho_{b_0} (rN_0)^{\rho - b_0 - b_2} \log (rN_0) & \text{if } b_1 = \frac{1}{2}, b_2 < p, b_0 + b_2 < p \\
\rho_{b_0} \log^2 (rN_0) & \text{if } b_1 = \frac{1}{2}, b_2 < p, b_0 + b_2 = p \\
\rho_{b_0} & \text{if } b_1 = \frac{1}{2}, b_2 < p, b_0 + b_2 > p \\
kappa &\lesssim \frac{b_1}{2}, b_2 \geq p \\
\rho_{b_0} (rN_0)^{\rho - b_0 - b_2} & \text{if } b_1 > \frac{1}{2}, b_2 < p, b_0 + b_2 < p \\
\rho_{b_0} \log (rN_0) & \text{if } b_1 > \frac{1}{2}, b_2 < p, b_0 + b_2 = p \\
\rho_{b_0} & \text{if } b_1 > \frac{1}{2}, b_2 < p, b_0 + b_2 > p \\
\rho_{b_0} & \text{if } b_1 > \frac{1}{2}, b_2 \geq p.
\end{array} \right.
\end{align*}
\]

Applying this with \( r = N_0 / N_1 \) and \( p = \frac{1}{2} \), we get \((\ref{3.30})\) for some \( A, B \in \mathbb{R} \), so it is enough to check that (i) \( B \geq A \), (ii) \( 2B \geq A \) and (iii) we exclude \( A = B = 0 \). Logarithmic factors are estimated as in \((\ref{1.4})\).

- If \( \kappa_\frac{1}{2} \lesssim \rho_{b_0} = \frac{N_{b_0}}{N_0} \), then \( A = \frac{1}{2} - s_0 + b_0 \) and \( B = s_1 + s_2 - \frac{1}{2} + b_0 \), so \( B \geq A \) and \( 2B \geq A \) are the same as \((\ref{7.7})\) and \((\ref{7.8})\), respectively. Moreover, \( A = 0 \) implies \( B > 0 \), in view of \((\ref{7.21})\).
- If \( \kappa_\frac{1}{2} \lesssim \rho_{b_0} (rN_0)^{1 - b_0 - b_1 - b_2} \), then \( A = \frac{1}{2} - s_0 - b_0 - 2b_1 - 2b_2 \), so \( B \geq A \) and \( 2B \geq A \) are the same as \((\ref{7.3})\) and \((\ref{7.8})\), respectively, and \( A = 0 \) implies \( B > 0 \), by \((\ref{7.21})\).
- If \( \kappa_\frac{1}{2} \lesssim \rho_{b_0} (rN_0)^{\frac{1}{2} - b_0 - b_2} \), then \( A = \frac{3}{2} - s_0 - b_0 - 2b_2 \), so \( B \geq A \) and \( 2B \geq A \) are the same as \((\ref{7.5})\) and \((\ref{7.8})\), respectively, and \( A = 0 \) implies \( B > 0 \), by \((\ref{7.21})\).
- If \( \kappa_\frac{1}{2} \lesssim \rho_{b_0} (rN_0)^{\frac{1}{2} - b_0 - b_2} \), then \( A = \frac{1}{2} - s_0 + b_0 + 2 \varepsilon \) and \( B = s_1 + s_2 - \frac{1}{2} + b_0 + \varepsilon \). But now either \( b_0 + b_2 = \frac{1}{2} \) or \( b_0 + b_1 + b_2 = 1 \), by \((\ref{7.18})\), so rule \((\ref{7.15})\) implies \( B > A \). Moreover, \( 2B \geq A \) is the same as \((\ref{7.8})\).

Finally, if \( \kappa_\frac{1}{2} \lesssim \rho_{b_0} (rN_0)^{\frac{1}{2} - b_0 - b_2 + \varepsilon} \), then \( A = \frac{3}{2} - s_0 - b_0 - 2b_2 + 2 \varepsilon \) and \( B = s_1 + s_2 - b_2 + \varepsilon \). But now \( b_1 = \frac{1}{2} \), so rule \((\ref{7.15})\) implies \( B > A \), whereas \( 2B \geq A \) again is the same as \((\ref{7.8})\).

### 7.3. The case \( L_0 < N_0 \) with \( L_2 > (N_0 / N_1) L_0 \).

Then we see that \((\ref{7.29})\) simplifies to \( C^2 \sim N_0^2 L_0 L_1 \), so

\[
(\text{7.30}) \quad S_N \lesssim N_0 \rho_\frac{1}{2} \left( N_0, \frac{N_0}{N_1} \right) \| F_0^{N_0} \| \| F_1^{N_1} \| \| F_2^{N_2} \|
\]

where we use the notation, for \( 0 < r \leq 1 \) and \( p > 0 \),

\[
\rho_p (N_0, r) = \sum_{L} \chi_{L_1 \leq L_2} \chi_{rL_0 \leq L_2 \leq L_0 \leq N_0} L_0^{p-b_0} L_1^{\frac{1}{2} - b_1} L_2^{b_2}
\]

\[
(\text{7.31}) \quad = \sum_{L_0} \chi_{L_0 \leq N_0} L_0^{p-b_0} \Gamma (\max (1, rL_0), L_0),
\]
and we write, for $1 \leq A < B$,
\[
\Gamma(A, B) = \sum_{L_1, L_2} \chi_{L_1 \leq L_2} \chi_{A \leq L_2} \left( L_1^{\frac{1}{2} - b_1} L_2^{-b_2} \right).
\]
Recalling that $b_2 > 0$, we find
\[
\Gamma(A, B) \sim \sum_{A \leq L_2 \leq B} L_2^{-b_2} \times \begin{cases} 
L_2^{\frac{1}{2} - b_1} & \text{if } b_1 < \frac{1}{2} \\
\log L_2 & \text{if } b_1 = \frac{1}{2} \\
1 & \text{if } b_1 > \frac{1}{2}
\end{cases}
\]
(7.32)
for any $\varepsilon > 0$.

Now we split further into $N_0 < N_1^{\frac{1}{2}}$ and $N_0 \geq N_1^{\frac{1}{2}}$.

7.3.1. The subcase $N_0 < N_1^{\frac{1}{2}}$. Setting $r = N_0 / N_1$, we then have $rN_0 < 1$, hence
\[
\rho_p(N_0, r) = \sum_{L_0} \chi_{L_0 \leq N_0} L_0^{p - b_0} \Gamma(1, L_0),
\]
so by (7.32) we get
\[
\rho_p(N_0, r) \lesssim \sum_{L_0 \leq N_0} L_0^{p - b_0} \times \begin{cases} 
\frac{L_0^{\frac{1}{2} - b_1}}{L_0^p} & \text{if } b_1 < \frac{1}{2}, b_1 + b_2 < \frac{1}{2} \\
\frac{\log L_2}{L_0^p} & \text{if } b_1 = \frac{1}{2} \\
1 & \text{if } b_1 > \frac{1}{2}
\end{cases}
\]
(7.32)
for any $\varepsilon > 0$. Plugging this into (7.30), with $r = N_0 / N_1$ and $p = \frac{1}{2}$, we get (6.32), for some $A, B \in \mathbb{R}$, so it suffices to check that (i) $2B \geq A$, (ii) $B \geq 0$ and (iii) we exclude $A = B = 0$. In fact, $B = s_1 + s_2$ in all cases, so $B \geq 0$ is the same as (7.11).

- If $\rho_2 \lesssim N_0^{\frac{1}{2}}$, then $A = 1 - s_0 + \varepsilon$, and (7.27) implies $2B > A$. This also covers the cases where $\rho_2 \lesssim 1$, of course.

- If $\rho_2 \lesssim N_0^{1 - b_0 - b_1 - b_2}$, then $A = 2 - s_0 - b_0 - b_1 - b_2$, and (7.26) implies $2B > A$.

- If $\rho_2 \lesssim N_0^{1 - b_0}$, then $A = \frac{3}{2} - s_0 - b_0$, and $2B \geq A$ is the same as (7.8). Moreover, $A = 0$ implies $B > 0$, in view of (7.21).
7.3.2. The subcase \( N_0 \geq N_1^{\frac{1}{4}} \). Then \( rN_0 \geq 1 \), where \( r = N_0/N_1 \), so by (7.31) and (7.32),

\[
\rho_p(N_0, r) = \sum_{L_0} \chi_{L_0 < r^{-1}} L_0^{\frac{1}{2} - b_0} \Gamma(1, L_0) + \sum_{L_0 \leq N_0} \chi_{r^{-1} \leq L_0 \leq N_0} L_0^{p - b_0} \Gamma(rL_0, L_0)
\]

\[
\leq \sum_{L_0 < r^{-1}} L_0^{p - b_0} \times \begin{cases}
L_0^{\frac{1}{2} - b_1 - b_2} & b_1 < \frac{1}{2}, b_1 + b_2 < \frac{1}{2}\\
b_1 < \frac{1}{2}, b_1 + b_2 = \frac{1}{2}\\
b_1 + b_2 > \frac{1}{2}
\end{cases}
\]

\[
+ \sum_{r^{-1} \leq L_0 \leq N_0} L_0^{p - b_0} \times \begin{cases}
L_0^{\frac{1}{2} - b_1 - b_2} & b_1 < \frac{1}{2}, b_1 + b_2 < \frac{1}{2}\\
r^{-\varepsilon} & b_1 < \frac{1}{2}, b_1 + b_2 = \frac{1}{2}\\
(rL_0)^{\frac{1}{2} - b_1 - b_2} & b_1 < \frac{1}{2}, b_1 + b_2 > \frac{1}{2}
\end{cases}
\]

for any \( \varepsilon > 0 \). From this we conclude that \( \rho_p = \rho_p(N_0, r) \) verifies the estimates

\[
\rho_p \leq \begin{cases}
N_0^{\frac{1}{2} + p - b_0 - b_1 - b_2} & b_1 < \frac{1}{2}, b_1 + b_2 < \frac{1}{2}, b_0 + b_1 + b_2 < \frac{1}{2} + p\\
N_0^{\varepsilon} & b_1 < \frac{1}{2}, b_1 + b_2 < \frac{1}{2}, b_0 + b_1 + b_2 = \frac{1}{2} + p\\
1 & b_1 < \frac{1}{2}, b_1 + b_2 < \frac{1}{2}, b_0 + b_1 + b_2 > \frac{1}{2} + p\\
r^{-\varepsilon} N_0^{p - b_0} & b_1 < \frac{1}{2}, b_1 + b_2 = \frac{1}{2}, b_0 < p\\
N_0^{\varepsilon} & b_1 < \frac{1}{2}, b_1 + b_2 = \frac{1}{2}, b_0 = p\\
1 & b_1 < \frac{1}{2}, b_1 + b_2 = \frac{1}{2}, b_0 > p\\
r^{\frac{1}{2} - b_1 - b_2} N_0^{\frac{1}{2} + p - b_0 - b_1 - b_2} & b_1 < \frac{1}{2}, b_1 + b_2 > \frac{1}{2}, b_0 + b_1 + b_2 < \frac{1}{2} + p\\
r^{b_0 - p} N_0^{\varepsilon} & b_1 < \frac{1}{2}, b_1 + b_2 > \frac{1}{2}, b_0 + b_1 + b_2 = \frac{1}{2} + p\\
r^{-\varepsilon} & b_1 < \frac{1}{2}, b_1 + b_2 > \frac{1}{2}, b_0 > p\\
1 & b_1 < \frac{1}{2}, b_1 + b_2 > \frac{1}{2}, b_0 > p\\
r^{-b_2 + \varepsilon} N_0^{p - b_0 - b_2 + \varepsilon} & b_1 = \frac{1}{2}, b_0 + b_2 \leq p\\
r^{b_0 - p} & b_1 = \frac{1}{2}, p - b_2 < b_0 < p\\
r^{-\varepsilon} & b_1 = \frac{1}{2}, b_0 = p\\
1 & b_1 = \frac{1}{2}, b_0 > p\\
r^{\frac{1}{2} - b_2} N_0^{p - b_0 - b_2} & b_1 > \frac{1}{2}, b_0 + b_2 < p\\
r^{b_0 - p} N_0^{\varepsilon} & b_1 > \frac{1}{2}, b_0 + b_2 = p\\
r^{-\varepsilon} & b_1 > \frac{1}{2}, p - b_2 < b_0 < p\\
1 & b_1 > \frac{1}{2}, b_0 > p
\end{cases}
\]
for any $\varepsilon > 0$. Plugging this into (7.30), with $r = N_0/N_1$ and $p = \frac{1}{2}$, we get (6.30) for some $A, B \in \mathbb{R}$, so we check that (i) $B \geq A$, (ii) $2B \geq A$ and (iii) we exclude $A = B = 0$. Note that (i) implies (ii) if $B \geq 0$. In particular, (i) implies (ii) if $A \geq 0$, since then $B \geq 0$.

- If $\rho_2 \lesssim 1$, then $A = 1 - s_0$ and $B = s_1 + s_2 \geq 0$, so $B \geq A$ is (7.7). Moreover, $B = 0$ implies $A < 0$, by (7.21).
- If $\rho_2 \lesssim r^{-\varepsilon}$, then $A = 1 - s_0 - \varepsilon$ and $B = s_1 + s_2 - \varepsilon$, so $B \geq A$ is (7.7). Moreover, $2B > A$ by (7.23).
- If $\rho_2 \lesssim N_0^\varepsilon$, then $A = 1 - s_0 + \varepsilon$ and $B = s_1 + s_2 \geq 0$. But now $b_0 + b_1 + b_2 = 1$, so (7.20) implies $B > A$ for $\varepsilon > 0$ small enough.
- If $\rho_2 \lesssim N_0^{1-b_0-b_1}b_2$, then $A = 2 - s_0 - b_0 - b_1 - b_2$ and $B = s_1 + s_2 \geq 0$, so $B \geq A$ is (7.3). Moreover, $B = 0$ implies $A < 0$, by (7.24).
- If $\rho_2 \lesssim r^{-\varepsilon}N_0^{1-b_0-b_1}b_2$, then $A = \frac{3}{2} - s_0 - b_0 - b_1 - b_2 = 0$, and (7.20) implies $2B > A$.
- If $\rho_2 \lesssim r^{-\varepsilon}N_0^{1-b_0-b_1}b_2$, then $A = \frac{5}{2} - s_0 - b_0 - 2b_1 - 2b_2$ and $B = s_1 + s_2 + \frac{1}{2} - b_1 - b_2$, $B \geq A$ and $2B \geq A$ are the same as (7.3) and (7.8). Moreover, $A = 0$ implies $B > 0$, in view of (7.21).
- If $\rho_2 \lesssim \rho_0^{-1}$, then $A = \frac{3}{2} - s_0 + b_0$ and $B = s_1 + s_2 + b_0 - \frac{1}{2}$, so $B \geq A$ and $2B \geq A$ are the same as (7.7) and (7.8). Moreover, $A = 0$ implies $B > 0$, by (7.21).
- If $\rho_2 \lesssim \rho_0^{b_0-1+b_2}$, then $A = \frac{1}{2} - s_0 + b_0 + 2\varepsilon$ and $B = s_1 + s_2 + b_0 - \frac{1}{2} + \varepsilon$, so $2B \geq A$ is (7.8). Now $b_0 + b_2 = \frac{1}{2}$ or $b_0 + b_1 + b_2 = 1$, and in either case (7.7) is strict, by (7.18) and (7.20), so $B > A$ for $\varepsilon > 0$ small enough.
- If $\rho_2 \lesssim \rho_0^{b_0-1-b_2}$, then $A = \frac{3}{2} - s_0 - b_0 - 2b_2$ and $B = s_1 + s_2 - b_2$, so $B \geq A$ and $2B \geq A$ are the same as (7.3) and (7.8), and $A = 0$ implies $B > 0$, by (7.21).
- If $\rho_2 \lesssim \rho_0^{b_0-2+\varepsilon}$, then $A = \frac{3}{2} - s_0 - b_0 - 2b_2$, so $2B \geq A$ is the same as (7.5). Since $b_1 = \frac{1}{2}$, we infer from (7.15) that (7.5) is strict, hence $B > A$ for $\varepsilon > 0$ small enough.

This concludes the proof of Theorem 7.1.

8. The case $b_0 < 0 < b_1, b_2$

Then the product law reads:

**Theorem 8.1.** Let $n = 3$. Assume

(8.1) $b_0 < b_1, b_2$

(8.2) $b_0 + b_1 + b_2 \geq \frac{1}{2}$

(8.3) $b_0 + b_1 \geq 0$

(8.4) $b_0 + b_2 \geq 0$

(8.5) $s_0 + s_1 + s_2 \geq 2 - (b_0 + b_1 + b_2)$

(8.6) $s_0 + s_1 + s_2 \geq \frac{3}{2} - (b_0 + b_1)$

(8.7) $s_0 + s_1 + s_2 \geq \frac{3}{2} - (b_0 + b_2)$
\[(8.8) \quad s_0 + s_1 + s_2 \geq 1 - b_0 \]
\[(8.9) \quad s_0 + 2(s_1 + s_2) + b_0 \geq \frac{3}{2} \quad (LHH) \]
\[(8.10) \quad s_1 + s_2 \geq -b_0 \quad (LHH) \]
\[(8.11) \quad s_0 + s_2 \geq 0 \quad (HHH) \]
\[(8.12) \quad s_0 + s_1 \geq 0 \quad (HHH), \]

as well as the exceptions:

\[(8.13) \quad \text{If } b_1 = \frac{1}{2}, \text{ then } (8.5) = (8.7) \text{ and } (8.8) \text{ must be strict.} \]
\[(8.14) \quad \text{If } b_2 = \frac{1}{2}, \text{ then } (8.5) = (8.6) \text{ and } (8.7) \text{ must be strict.} \]
\[(8.15) \quad \text{If } b_1 + b_2 = 1, \text{ then } (8.5) = (8.8) \text{ must be strict.} \]
\[(8.16) \quad \text{We require } (8.9) \text{ to be strict if } s_0 + b_0 \text{ takes one of the values } \frac{1}{2}, \frac{3}{2} - 2b_1, \frac{3}{2} - 2b_2 \text{ or } \frac{5}{2} - 2(b_1 + b_2). \]
\[(8.17) \quad \text{If } (8.2) \text{ is an equality, then } (8.3) \text{ and } (8.4) \text{ must be strict.} \]
\[(8.18) \quad \text{If one of } (8.5) - (8.8) \text{ is an equality, then } (8.9) -(8.12) \text{ must be strict.} \]

Then \((s_0 \ s_1 \ s_2 \ b_0 \ b_1 \ b_2)\) is a product.

It turns out that we can relax the hypotheses somewhat when

\[(8.19) \quad b_0 < 0, \quad b_1, b_2 > \frac{1}{2}. \]

Then we first note the following:

\begin{itemize}
  \item (8.8) implies that (8.5)–(8.7) are strict, and (8.18) simplifies accordingly.
  \item The exceptional values \(\frac{1}{2} - 2b_1, \frac{3}{2} - 2b_2\) and \(\frac{5}{2} - 2(b_1 + b_2)\) of \(s_0 + b_0\) from (8.16) are all strictly less than \(\frac{1}{2}\), so they imply that (8.9) is strict, since
\end{itemize}

\[
s_0 + 2(s_1 + s_2) + b_0 \geq 1 + s_1 + s_2 \geq 2 - (s_0 + b_0), \]

where we applied (8.8) twice. Therefore, (8.16) simply says that we must avoid the combination \(s_0 + b_0 = \frac{1}{2}\) and \(s_1 + s_2 = \frac{1}{2}\).

So (8.18) and (8.10) simplify under the assumption (8.19). But the following improved result, Theorem 8.2, says that we can in fact relax (8.18) to:

\[(8.20) \quad \text{If } (8.8) \text{ is an equality, then } (8.10) \text{ must be strict.} \]

Moreover, we can completely ignore (8.16). That is, we can allow the combination \(s_0 + b_0 = \frac{1}{2}\) and \(s_1 + s_2 = \frac{1}{2}\). Note, incidentally, that this implies equality in (8.8).

Thus, we claim the following:

**Theorem 8.2.** If (8.19) holds, then the conclusion of Theorem 8.1 remains valid even if we relax its hypotheses as follows: We can dispose of the assumption (8.16), and (8.18) can be relaxed to (8.20).

### 8.1. Proof of Theorem 8.1

By (4.5) and (4.7),

\[(8.21) \quad L_0 \lesssim L_1 + L_2 + \begin{cases} N_{\min}^{12} & \text{if } \pm_1 = \pm_2 \\ N_{\min}^{012} & \text{if } \pm_1 \neq \pm_2 \end{cases}. \]
hence \( P = \left( \begin{array}{ccc} s_0 & s_1 & s_2 \\ b_0 & b_1 & b_2 \end{array} \right) \) is a product if the following are:

\[
\begin{align*}
P_1 &= \left( \begin{array}{ccc} s_0 & s_1 & s_2 \\ 0 & b_0 + b_1 & b_2 \end{array} \right) \\
P_2 &= \left( \begin{array}{ccc} s_0 & s_1 & s_2 \\ 0 & b_1 & b_0 + b_2 \end{array} \right) \\
P_3 &= \left( \begin{array}{ccc} s_0 & s_1 + b_0 & s_2 \\ 0 & b_1 & b_2 \end{array} \right) \\
P_4 &= \left( \begin{array}{ccc} s_0 + b_0 & s_1 & s_2 \\ 0 & b_1 & b_2 \end{array} \right) \\
P_5 &= \left( \begin{array}{ccc} s_0 & s_1 + b_0 & s_2 \\ 0 & b_1 & b_2 \end{array} \right) \\
P_6 &= \left( \begin{array}{ccc} s_0 & s_1 & s_2 + b_0 \\ 0 & b_1 & b_2 \end{array} \right)
\end{align*}
\]

By symmetry it suffices to consider \( P_1, P_3, P_4 \) and \( P_5 \).

Of course, \( P \) is assumed to satisfy the hypotheses of Theorem 8.1, and we go ahead and check if \( P_1, P_3, P_4 \) and \( P_5 \) satisfy the hypotheses of Theorem 6.1. Keeping in mind that \( b_0 < 0 \), this is readily seen to be the case for \( P_1 \) (if \( b_0 + b_1 > 0 \), to be precise; if \( b_0 + b_1 = 0 \), then we use instead Theorem 5.1). Thus, \( P_1 \) is a product.

For \( P_3 \), \( \| s_0 + b_0 \| < \| s_1 + b_0 \| \) may fail, but these are not needed in the interaction \( N_0 \ll N_1 \ll N_2 \) with equal signs. So \( P_3 \) is a product.

For \( P_4 \), \( \| s_0 + b_0 \| < \| s_1 + b_0 \| \) may fail, but they are not needed since we assume the LHH interaction. So \( P_4 \) is a product.

For \( P_5 \), \( \| s_0 + b_0 \| < \| s_1 + b_0 \| \) may fail, but they are not needed since we assume the HLH interaction. So \( P_5 \) is a product.

This concludes the proof of Theorem 8.1.

8.2. Proof of Theorem 8.2. Assume (8.19). In view of the remarks preceding the theorem, we may assume equality in (8.8),

\[ s_0 + b_0 + s_1 + s_2 = 1, \]

as otherwise Theorem 8.2 reduces to the already proved Theorem 8.1.

There are then two things that remain to be proved:

- We can allow \( s_0 + s_2 = 0 \) (hence also \( s_0 + s_1 = 0 \), by symmetry).
- We can allow the combination \( s_0 + b_0 = 1/2 \) and \( s_1 + s_2 = 1/2 \).

8.2.1. The case \( s_0 + s_2 = 0 \). We assume the HLH case, \( N_1 \leq N_0 \sim N_2 \), since this is where (8.11) is needed. In fact, we can assume

\[ N_1 \ll N_0 \sim N_2, \]

since if \( N_1 \sim N_0 \sim N_2 \), then the LHH case applies, and (8.11) then plays no role.

By (8.21),

\[ L_0 \lesssim L_1 + L_2 + N_1, \]
so if $L_{\text{max}}^{12} \gtrsim N_1$, we reduce (here we rely on (8.23) and (8.24)) to checking that
\[
\left( \begin{array}{c} s_0 \\ 0 \\ s_1 + b_0 + b_1 + b_2 \\
0 \\ b_2 
\end{array} \right)_{\text{HLH}} \text{ and } \left( \begin{array}{c} s_0 \\ 0 \\ s_1 + b_0 + b_2 \\
0 \\ b_1 
\end{array} \right)_{\text{HLH}}
\] are products. But this follows from Theorem 5.1, since $s_0 + s_1 + s_2 + b_0 + b_2 = 1 + b_j > \frac{3}{2}$ for $j = 1, 2$.

Thus, it remains to consider the regime
\[
(8.23) \quad L_{\text{max}}^{12} \ll N_1 \ll N_0 \sim N_2.
\]
Then by (8.22) we could reduce to proving that $\left( \begin{array}{c} s_0 \\ 0 \\ s_1 + b_0 + b_2 \\
0 \\ b_2 
\end{array} \right)_{\text{HLH}}$ is a product, but this approach fails, since $s_0 + s_2 = 0$.

To see what goes wrong, let us recall our usual method. We want to prove the estimate
\[
(8.24) \quad \|uv\|_{H^{-s_0,-b_0}} \leq C \|u\|_{H^{s_1,b_1}} \|v\|_{H^{s_2,b_2}}.
\]
If we apply (8.22) and then follow our usual approach of writing the $L^2$ product estimate as a trilinear integral estimate by duality, and then apply the dyadic estimates and try to sum the pieces, we come up short. In fact, we will be left with the sum (since we are in the HLH case, and since $s_0 + s_2 = 0$ and $s_1 + b_0 = 1$)
\[
\sum \chi_{N_1 \leq N_0 \sim N_2} \|F_{0}^{N_0} \| \|F_{1}^{N_1} \| \|F_{2}^{N_2} \|.
\]
But of course then we have no way of summing $N_1$.

To avoid this problem, we delay the application of (8.22), and begin instead by writing (8.24) as a doubled estimate:
\[
|I| \lesssim \|u\|_{H^{s_1,b_1}}^2 \|v\|_{H^{s_2,b_2}}^2,
\]
where
\[
(8.25) \quad I = \iint \langle D \rangle^{-s_0} \langle D \rangle^{-b_0} (uv) \cdot \langle D \rangle^{-s_0} (D^{-b_0} (uv)) \, dt \, dx.
\]
The crucial point now is that by Plancherel we can move the multiplier $\langle D \rangle^{-b_0}$ from the second product onto the first:
\[
(8.26) \quad I = \iint \langle D \rangle^{-s_0} \langle D \rangle^{-2b_0} (uv) \cdot \langle D \rangle^{-s_0} (uv) \, dt \, dx,
\]
and vice versa.

Now we make the dyadic decomposition for both products, restricted by (8.23). Let us denote the dyadic sizes by $N = (N_0, N_1, N_2)$, $L = (L_1, L_2)$ for the leftmost product in $I$ and $N' = (N'_0, N'_1, N'_2)$ and $L' = (L'_1, L'_2)$ for the rightmost product. By Plancherel, we must have $N_0 = N'_0$, and by symmetry we may assume $N_1 \leq N'_1$.

Then we can see the advantage of writing $I$ as in (8.26). Since we now have
\[
L_{\text{max}}^{12} \ll N_1 \leq N'_1,
\]
the symbol of $\langle D \rangle^{-2b_0}$ in (8.26) will have a size $O(N_1^{-2b_0})$, whereas if we had kept $I$ in the form (8.22), then we would have had two instances of the multiplier $\langle D \rangle^{-b_0}$, with symbol sizes $O(N_1^{-b_0})$ and $O((N'_1)^{-b_0})$, respectively. Thus, we have essentially gained a factor $(N_1/N'_1)^{-b_0}$, and this makes it possible to sum without running into any divergences, as we now show.

In fact, after the dyadic decomposition, we are faced with a sum
\[
S = \sum_{N,L,L'} \chi_{N_1 \leq N'_1 \leq N_0 \sim N_2} \left| I_{N,L,L'} \right|,
\]
where \( N = (N_0, N_1, N'_1, N_2, N'_2) \) and
\[
I_{N,L,L'} = \int u_1^{N_1,L_1} a_{N_2,L_2} \cdot \tilde{u}_1^{N'_1,L'_1} u_2^{N'_2,L'_2} \, dt \, dx.
\]
Here \( u^{N,L} \) is defined as in (4.11).

By the wave type estimate (4.10)–(4.11) (rewritten as an \( L^2 \) bilinear estimate),
\[
|I_{N,L,L'}| \lesssim N_1 N'_1 (L_1 L_2 L'_1 L'_2)^{1/2} \| u_1^{N_1,L_1} \| \| u_2^{N_2,L_2} \| \| u_1^{N'_1,L'_1} \| \| u_2^{N'_2,L'_2} \|
\]
\[
\lesssim N_1 N'_1 (N_0)^{-2s_2 (L_1 L'_1)^{1/2} - b_1 (L_2 L'_2)^{1/2} - b_2}
\times \| u_1^{N_1,L_1} \|_{H^{s_2,b_2}} \| u_2^{N_2,L_2} \|_{H^{s_2,b_2}} \| u_1^{N'_1,L'_1} \|_{H^{s_2,b_2}} \| u_2^{N'_2,L'_2} \|_{H^{s_2,b_2}}.
\]
hence, keeping in mind that \( s_0 + s_2 = 0 \) and \( s_1 + b_0 = 1 \),
\[
S \lesssim \sum_{N,L,L'} \chi_{N_1 \leq N_1' \ll N_0 \sim N_2 \sim N_2'} \left( \frac{N_1}{N'_1} \right)^{-b_0} (L_1 L'_1)^{1/2} - b_1 (L_2 L'_2)^{1/2} - b_2
\times \| u_1^{N_1,L_1} \|_{H^{s_2,b_2}} \| u_2^{N_2,L_2} \|_{H^{s_2,b_2}} \| u_1^{N'_1,L'_1} \|_{H^{s_2,b_2}} \| u_2^{N'_2,L'_2} \|_{H^{s_2,b_2}}.
\]
Since \( b_1, b_2 > 1/2 \), we can trivially sum the \( L \)'s, and \( N_0 \sim N_2 \sim N_2' \) can be summed by Cauchy-Schwarz. Thus,
\[
S \lesssim \| u_2 \|_{H^{s_2,b_2}} \sum_{N_1,N_1'} \chi_{N_1 \leq N_1'} \left( \frac{N_1}{N'_1} \right)^{-b_0} \| u_1^{N_1} \|_{H^{s_1,b_1}} \| u_1^{N'_1} \|_{H^{s_1,b_1}}.
\]
and writing \( N'_1 = MN_1 \), where \( M \geq 1 \) is dyadic,
\[
S \lesssim \| u_2 \|_{H^{s_2,b_2}} \sum_{N_1,M} \left( \frac{1}{M} \right)^{-b_0} \| u_1^{N_1} \|_{H^{s_1,b_1}} \| u_1^{MN_1} \|_{H^{s_1,b_1}}.
\]
Now apply Cauchy-Schwarz in \( N_1 \), and observe that \( \sum_M \left( \frac{1}{M} \right)^{-b_0} \) converges.

This concludes the proof that we can allow \( s_0 + s_2 = 0 \).

8.2.2. The combination \( s_0 + b_0 = \frac{1}{2} \) and \( s_1 + s_2 = \frac{1}{2} \). The issue is that we have equality in (8.9), so we restrict to the LHH interaction with opposite signs. In particular, we may as well assume \( s_1 = s_2 = \frac{1}{2} \).

We apply the hyperbolic Leibniz rule, (4.8). Corresponding to the first two terms on its right hand side, we need to check that \( \left( \begin{array}{c} s_0 \\ s_0 \\ s_0 \\ s_0 \\ s_0 + b_0 + b_2 \\ s_0 \end{array} \right) \|_{LHH} \) and \( \left( \begin{array}{c} s_0 \\ s_2 \\ s_0 \\ s_0 + b_0 + b_2 \\ s_0 \end{array} \right) \|_{LHH} \) are products, but this follows from Theorem 1.1 (or Theorem 5.1 if \( b_0 + b_1 = 0 \) or \( b_0 + b_2 = 0 \)).

We are left with the third term on the right hand side of (4.8), corresponding to which we define bilinear operators as in (4.8). Thus, we need to show
\[
\left\| B_{n,-}^{b_0} (u,v) \right\|_{H^{-s_0,0}} \lesssim \| u \|_{H^{1/4,b_1}} \| v \|_{H^{1/4,b_2}}
\]
for \( u, v \) such that \( \bar{u}(\tau, \xi) \) and \( \bar{v}(\tau, \xi) \) are supported in \( \tau \geq 0 \) and \( \tau \leq 0 \), respectively.

Since \( s_0 \) is positive, it suffices to show the homogeneous variant
\[
\left\| D^{-s_0} B_{n,-}^{b_0} (u,v) \right\|_{L^2(\mathbb{R}^{1+3})} \lesssim \left\| D^{1/4} u \right\|_{H^{0,b_1}} \left\| D^{1/4} v \right\|_{H^{0,b_2}},
\]
where \( D^\alpha \) is the multiplier corresponding to the symbol \( |\xi|^{\alpha} \), for \( \alpha \in \mathbb{R} \). By the transfer principle, this follows from the corresponding estimate for two solutions of
the homogeneous wave equation:
\[ \left\| D^{-s_0} \mathfrak{B}^{-b_0} (u^+, v^-) \right\|_{L^2(\mathbb{R}^1+t)} \lesssim \left\| D^{1/4} f \right\|_{L^2(\mathbb{R}^3)} \left\| D^{1/4} g \right\|_{L^2(\mathbb{R}^3)}, \]
where \( u^+(t) = e^{it|\nabla|} f \) and \( v^-(t) = e^{-it|\nabla|} g \). This last estimate is proved in [2]; it relies on the assumptions \( b_0 < 0 \) and \( s_0 + b_0 = \frac{1}{2} \).

9. Reformulation of the rules on the boundary

Here we prove Theorem 2.7.

We first show that the rules (2.35), (2.40) and (2.46) imply (2.47)–(2.63).

To prove (2.47), we assume \( b_0 = \frac{1}{2} \), and show that (2.1), (2.5), (2.6) and (2.7) must then be strict. To this end, we assume each in turn to be an equality and deduce a contradiction. First, if (2.1) is an equality, then (2.35) implies that (2.34) must then be strict. To this end, we assume each in turn to be an equality and get a contradiction, assume that they are equalities. Then (2.5) must be strict, and (2.13) coincides with (2.8), (2.10) and (2.11), respectively. We claim, however, that these values automatically imply strict inequality in (2.13), hence there is no need to list them.

Consider first \( s_0 - b_0 = \frac{n}{2} - 2(b_1 + b_2) \), so that (2.13) coincides with (2.8). To get a contradiction, assume that they are equalities. Then (2.5) must be strict, since otherwise we would be in the case (2.57), but then we know (2.13) cannot be an equality. So (2.8) is an equality and (2.5) is strict, hence \( b_0 > \frac{1}{2} \). Similarly, comparing (2.13), or equivalently (2.44), with (2.12), we get \( s_0 - b_0 > \frac{3}{4} \). Thus, \( s_0 + b_0 > 1 + \frac{1}{2} = \frac{3}{2} \). But this implies that
\[ (s_0 + b_0) + 2(s_1 + s_2) \geq s_0 + b_0 > \frac{3}{2} \geq \frac{n}{2}, \]
where the first inequality holds by (2.19), and the last by the fact that \( n \leq 3 \). This shows that (2.13) is strict, so we have a contradiction.

A similar argument, which we omit, shows that (2.13) must be strict if \( s_0 - b_0 \) takes one of the values \( \frac{n-2}{2} - 2b_1 \) or \( \frac{n-2}{2} - 2b_2 \).

Finally, consider (2.63). If one of (2.5)–(2.12) is an equality, then so is one of (2.56)–(2.58) and one of (2.11)–(2.13), so the rules (2.40) and (2.46) guarantee that (2.39) and (2.45) are strict, hence so are (2.16) and (2.19).

Conversely, we must prove that (2.47)–(2.63) imply the rules (2.35), (2.40) and (2.46).

First assume that equality holds in both (2.53) and (2.54) to get a contradiction. By permutation, it suffices to consider the case \( \max(b_0, b_1, b_2) = b_0 \). Then it follows that \( b_0 = \frac{1}{2} \) and \( b_1 + b_2 = 0 \), but this contradicts (2.47).
We proceed similarly to prove (2.40) and (2.46). Let us just show one representative example. Say we have equality in both (2.37) and (2.38). Then we will have equality in two of (2.5)–(2.12). For example, if the maxima on the right hand sides of (2.37) and (2.38) are $-b_0 - b_1$ and $-\frac{n-3}{4}$, respectively, then we have equality in (2.6) and (2.12). But this means that $b_0 + b_1 = \frac{n-1}{4}$, so (2.53) implies that (2.6) and (2.12) are strict, and we have a contradiction.

This concludes the proof of Theorem 2.7.
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